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Abstract
The thesis treats theory and implementation aspects for stereophonic acoustic echo
cancellation.

In PaperI a complete implementation of a stereophonic acoustic echo canceler
based on the two-channel fast recursive least-squares algorithm is presented. An anal-
ysis of the system calculation complexity is also given, in addition to simulation results
on recorded real-life data.

PaperII presents a comparison between adaptive filters for usage in stereophonic
acoustic echo cancellation. The comparison includes, in addition to the standard nor-
malized least mean square algorithm, the two-channel fast recursive least-squares al-
gorithm and a two-channel frequency-domain adaptive algorithm. In the paper, the
convergence rate, the calculation complexity, the signal transmission delay, and the
memory usage for the evaluated systems are shown.

Adaptive filters applied in subband structures may need to model a few non-causal
taps even if the fullband impulse response is causal. This phenomenon is analyzed
in PaperIII . Formulas to calculate the number of non-causal taps needed are also
presented in the paper.

The fundamental problem in stereophonic acoustic echo cancellation is the signal
correlation between the two channels. In PaperIV it is shown how a perceptual au-
dio coder may decrease this correlation and thereby increase the performance of the
stereophonic acoustic echo canceler.

PaperV investigates the possibilities of using joint subband filterbanks or time to
frequency-domain transforms for echo cancellation and perceptual audio coding. The
usage of joint filterbanks/transforms not only decreases the computational complex-
ity of the system, it also reduces the total signal transmission delay of the system if
properly designed.
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General Introduction

Echo: “the repetition of a sound caused by reflection of sound waves.”

Merriam-Webster’s Dictionary

Historically, echo was probably an interesting and amusing phenomenon that could
be experienced in rare places, e.g. between mountain walls in the Alps. However, to
most people today, echo is also something annoying which can occur, e.g., during a
long distance telephone call. The definition of echo is still valid though, it is all about
(delayed) reflections of sound waves.

In this thesis, methods for removing echo in communication systems are proposed.
While most of the theories presented here can be applied to reduce echoes in telephone
calls, the target application is hands-free communications systems, with dual audio
channels. Examples include stereophonic video conferencing systems and desktop
conferencing on computers with dual loud-speakers. The thesis will both consider the
theoretical problems and implementation aspects.

This part includes general background information needed in order to get the other
parts of the thesis in a proper context. Here the underlying application is discussed,
together with notes about the historical background. The theoretical problem in echo
cancellation is shown and basic echo cancellation methods are discussed. Finally, Sec-
tion 5 summarizes the five parts of the thesis.

1 Communication System

For the purpose of this thesis, a communication system is a system that allows two or
more persons, or perhaps one person and one machine, to interact with speech over
an artificial channel, for example a telephone line. This system may also deliver other
components, such as pictures, video, documents, or any other type of media, but in this
thesis we will only discuss the audio component. The most commonly used system
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2 General Introduction

in this category is of course the standard telephone system, also called the public
switched telephone network (PSTN), but in recent years many additional systems have
emerged, e.g., cellular telephones, video conferencing, and desktop conferencing.

Natural speech signals are analogue signals, and they can be modeled as contin-
uous functions, with infinitely high resolution. Such functions are very ill-suited for
today’s digital communication and computer systems. Therefore, in the systems un-
der consideration, the speech signals are sampled and quantized. This process involves
measuring the amplitude of the signal at given time intervals (sampling) and partition-
ing the signal amplitude span in sub-intervals, and representing each sub-interval with
a number (quantization). The digitized signal can advantageously be processed with
a digital system, e.g., a computer, and be transmitted via a digital communication
system, such as a modern PSTN.

The quality of the digital signal can be made arbitrarily good, by decreasing the
time between successive samples and by increasing the number of quantization inter-
vals. Since the bandwidth of the original speech signal is limited, as is the sub-group
of audio signals that are audible to humans, it is not controversial to state that high
quality sampled audio signals are extremely redundant. That is, it is possible to re-
duce the amount of data used to represent the signal without, or with very small, loss
of quality. The sampling and quantization of the analog signal can be viewed as one
form of data compression, and later in the thesis we will see other compression meth-
ods, where more mathematical methods are used to reduce the redundancy further.

Almost everyone who has made an intercontinental telephone call, or a call to a
cellular telephone in a poor network, has experienced echoes. This thesis presents
methods for how to reduce echoes in communication systems, with the emphasis on
echoes due to an acoustic coupling between the loud-speaker and the microphone.
Three papers in the thesis focus on systems with two audio channels, stereophonic au-
dio, describing why this situation is more complicated and proposes possible solutions
for stereophonic acoustic echo cancellation.

2 Echo Cancellation

Echoes in the PSTN have been a problem since the early days of telephone technol-
ogy, when the first transcontinental telephone networks were built. The long distance
between the two parties introduces a time delay to the echo signal. This delay in com-
bination with low echo attenuation reduces the perceptual quality of the system. For-
tunately, the development of high speed transmission systems in the 1920’s reduced
the problem [1].

In the 1960’s, satellite communication was introduced, and again the round-trip
delay became long enough to cause noticeable echo problems. A device called echo
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Figure 1: The echo canceler estimates the echo signal, and subtracts it from
the return signal.

suppressor which had been used for some time became the widely used solution. In
principle, the device identifies which one of the two parties who is talking, and accord-
ingly attenuates the transmitted signal in the opposite direction [2]. The disadvantage
with this solution is that major speech detection errors, results in attenuation of the
actual speech, not only the echo.

In the late 1960’s, the foundation of today’s echo eliminating technology, the echo
canceler, was invented by J. L. Kelly and B. F. Logan, and presented in a paper by M.
M. Sondhi [3]. These gentlemen also filed two patents on the same day [4], [5]. This
device adaptively estimates the echo-path transfer function, and subtracts an estimated
echo from the returning signal, Fig.1. The device requires no `a priori information of
the echo-path transfer function, instead it recursively estimates the echo-path transfer
function, using anadaptive filter. Even though an analog implementation was pre-
sented in the same paper [3], useful implementations had to wait for improvements in
digital signal processing technology. In today’s public switched telephone network,
this type of echo canceler is standard in most transmission lines with a long enough
round-trip delay [6].

Echo only arise in situations where the forward and backward transmission lines
are not completely separated. In the PSTN, different nodes in the network are inter-
connected with a 4 wire-line, i.e., the signals from subscriber A to B are transmitted
in channels separate from the signals from subscriber B to A. At each end, beyond
the switching center in the national network, the 4-wire transmission is converted to
2-wire transmission via a hybrid coil circuit before the connection to the telephone
set, see Fig.2. This conversion circuit is the source of the echo, since a fraction of the
signal traveling on the A-to-B path returns on the B-to-A path. This is denotedline
echo. The leakage is due to impedance mismatch in the hybrid coil [1]. Because of
impedance differences between different 2-wire local telephone lines and impedance
differences between different telephone sets, perfect impedance match is not possible
to achieve. Fortunately, these echo path transfer functions are usually well modeled
by a rather short linear FIR-filter [7], and the echo can in most situations relatively
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Subscriber A

2-wire line

Hybrid Hybrid

2-wire line

Subscriber B

PSTN

4 wire-line

Hybrid leakage

Hybrid leakage

Figure 2: Telephone network model. Telephone subscribers are connected to
the closest node in the telephone system via a 2-wire cable. A hybrid coil con-
nects the 2-wire line with the 4-wire line used in the national and international
telephone systems. The cause of the echo is leakage in the hybrid.

easily be removed from the return channel with an echo canceler. However, as men-
tioned above, it is only in the situation with significant signal transmission delay that
the echo disturbs the conversation [1]. This signal transmission delay can be caused
by the physical distance between the two subscribers, but also by advanced speech
coders and radio channel coding schemes used in e.g. the cellular telephone network.

In many situations it is an advantage if a hands-free communication system can be
used instead of a handset. Hands-free systems include video conference systems, and
also hands-free mobile telephones which are becoming a legal requirement in some
countries for using a telephone while driving a car. In these systems, there is another
cause of the echo, namely the acoustic coupling between the loud-speaker and the
microphone in the receiving room, see Fig.3. Depending on the acoustic properties of
the room, the echo path can have a rather long impulse response (several seconds) and
the transfer function may be non-linear. The non-linearity is mainly due to non-linear
elements in the loud-speaker and the use of high-quality loud-speakers usually reduces
it to the extent where it is sufficient to use a linear model in the echo canceler. Another
significant difference from the line echo situation, is the constant change of the echo
path transfer function. The smallest change in the room, such as any movements or
even a temperature change can significantly change the echo path transfer function.
Therefore, the adaptive algorithm used to estimate the transfer function is required to
have good tracking properties.

Throughout this thesis we will use the following room definitions for a video con-
ference situation:The transmission room, is where the excitation signal is created,
e.g., by a speaker andthe receiving roomwhere the acoustic coupling between the
loud-speaker and the microphone is the cause of the echo. That is, the echo canceler
needs to estimate the echo path in the receiving room.

In order to be able to derive an algorithm that can estimate the transfer function,
we need a mathematical model of the echo signal. We start by naming the excitation
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Figure 3: Acoustic echo: An infinite number of reflections of the loud-speaker
signal is mixed in the microphone signal.

signalxa(t), a continuous function wheret denotes the time, see Fig.3. Similarly,
the microphone signal is denotedya(t). In Fig.3, it can also be seen that the physical
distances for the reflections vary, and they will therefore arrive at the microphone at
different time points. Each reflection is an individually attenuated and delayed version
of the excitation signalxa(t). If we denote the attenuation of the sum of all reflections
with the delayτ with ha(τ ), we can write the received signal as an integral over all
possible delay values,

ya(t) =
∫ ∞

0
ha(τ )xa(t − τ )dτ + va(t), (1)

The functionha(t) is called the impulse response of the system, andva(t) represents
the signals generated in the receiving room, called “useful signal” in Fig.1. The
impulse response is said to be causal, sinceha(τ ) = 0 for τ < 0. That is, the output
signal of the causal system is only dependent on present and past input signals.

In this thesis we will consider sampled systems, i.e. we will only have knowledge
of the signal amplitude at specific time instances. For example, if we sample the signal
xa(t) with a time interval of1t , the time discrete version of the excitation signalx(n)

can be written asx(n) = xa(n1t ), n ∈ Z. The discrete version of (1) can be written
as,

y(n) =
∞∑

l=0

h(l )x(n− l )+ v(n). (2)

In (2), the signalx(n) is filtered with the filterh(n). This filter-operation is called
convolution, and will be denoted with the symbol “∗”. That is, (2) may also be written
as,y(n) = h(n) ∗ x(n)+ v(n).

The echo canceler should estimateh(n), and this estimate is denotedĥ(n). Even
if h(n) has an infinite length, i.e. infinite number of taps, the taps will decay with
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time indexn. Therefore, the estimatêh(n) will in a practical situation have a limited
number of taps, and in the following it will haveL taps. The echo canceler will have
knowledge of the excitation signalx(n), see Fig.1. With an impulse response estimate
ĥ(n), the echo canceler estimates the echo signal as,

ŷ(n) =
L−1∑
l=0

ĥ(l )x(n− l ). (3)

By subtracting this estimate from the return signal, the echo canceler is able to cancel
the echo, and the canceled signal, sometimes called the residual echo signal, is simply,

e(n) = y(n)− ŷ(n) ≈ v(n). (4)

The approximation is due to the fact thatĥ(n) only is an approximation ofh(n).
In this thesis the performance of echo cancelers is discussed. In order to do so, we

use the following performance index,

ε = ‖h− ĥ‖
‖h‖ , (5)

where‖ · ‖ denotes thel2-norm of a vector andh = [
h(0) · · · h(L − 1)

]
. This

performance index is called the misalignment and measures the mismatch between the
true and estimated impulse response of the receiving room. The misalignment is a very
accurate measurement of the performance of an echo canceler, however, it requires
knowledge of the true impulse response,h(n). This knowledge is only available in
simulations, where the receiving room signal,y(n), is artificially calculated from a
known transmission room signal,x(n), and known impulse responseh(n). In this
thesis, most simulations are conducted on real-life data, where both the signalsx(n)

andy(n) are recorded in an authentic room. In such simulations, we do not know the
true impulse response,h(n). As this function also may change over time, it is actually
impossible to derive an exact estimate ofh(n). In these situations, an alternative
performance index is needed.

Another performance index is the mean square error (MSE) energy of the residual
echo signal. The MSE is given by,

MSE= LPF[e(n)− v(n)]2

LPF[y(n)− v(n)]2
, (6)

where LPF denotes a lowpass filter. We do not need any knowledge of the impulse
responseh(n) in order to calculate the MSE performance of a system. In the recorded
real-life data situation described above, we have no knowledge of the background
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Figure 4: Echo canceler performance example. (a) Echo signal,y(n). (b)
Residual echo signale(n). (c) MSE (solid line) misalignment (dashed line).

noise or other signals generated in the receiving room, denotedv(n) in (6). However,
if v(n) is small, it can be neglected in the calculation of the MSE.

A third popular performance index is the echo return loss enhancement (ERLE). In
principal, the ERLE can be regarded as the inverse of the (normalized) MSE eq. (6),
and since the MSE has been commonly used in earlier papers investigating stereo-
phonic acoustic echo cancellation, the MSE was chosen as the preferred performance
index in this thesis.

In Fig. 4, the result of a stereophonic acoustic echo canceler in a video confer-
encing situation is illustrated. In Fig.4(a) the echo signal situation before the echo
canceler is plotted and4(b) is the situation afterwards. In Fig.4(c) the MSE and the
misalignment performance indexes are shown. In this situation, we have fair suppres-
sion of echo, however, the misalignment shows that the impulse response estimate
ĥ(n) is far from being equal to the true impulse responseh(n). How this can be pos-
sible will be discussed in the next section.
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Figure 5: Schematic diagram of stereophonic acoustic echo cancellation.

2.1 Stereophonic Acoustic Echo Cancellation

In a stereophonic conferencing system, spatial audio information is also transmitted.
Not only will the listener get a more realistic sound, but the listener will also be able
to aurally localize the speaker at the other end. Studies have shown that this improves
perception, especially when speech from several speakers overlap [8]. However, there
are now four acoustic echo paths to identify – two to each microphone, see Fig.5.
This will not only cause increased calculation complexity, but also a new fundamental
problem of the solution, as we shall see.

The fundamental problem is that the two audio channels may carry linearly related
signals which in turn may cause the normal equations to be solved by the adaptive
algorithm singular. This implies that there is no unique solution to the equations but
an infinite number of solutions and we will show that all (but the physically true)
solutions depend on the transmission room.

Four monophonic echo cancelers straightforwardly implemented in the stereo case
would not only have to track changing echo paths in the receiving roombut also in the
transmission room!For example, the canceler has to reconverge if one person stops
talking and another starts talking from a different location in the transmission room.
There is currently no adaptive algorithm that can track such a change sufficiently fast
and this scheme therefore results in poor echo suppression. Thus, a generalization of
the monophonic AEC in the stereo case does not give satisfactory performance.

If we assume that the transmission room microphone signals, Fig.5, are given by,
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xi (n) = gi (n) ∗ s(n), i = 1, 2, (7)

wheres(n) is the source signal in the transmission room andgi (n), i = 1, 2, are the
transmission room echo paths. The symbol “∗” denotes convolution. For simplicity,
we will only study one return path from the receiving room to the transmission room,
but similar remarks will be valid for the other path. The residual echo for this channel,
e(n), after the echo canceler is

e(n) = y(n)− ŷ(n), (8)

y(n) = h1(n) ∗ g1(n) ∗ s(n)+ h2(n) ∗ g2(n) ∗ s(n), (9)

ŷ(n) = ĥ1(n) ∗ g1(n) ∗ s(n)+ ĥ2(n) ∗ g2(n) ∗ s(n). (10)

That is, the residual echo signal, to be minimized by the echo canceler, can be written
as,

e(n) =
{[

h1(n)− ĥ1(n)
]
∗ g1(n)+

[
h2(n)− ĥ2(n)

]
∗ g2(n)

}
∗ s(n). (11)

The adaptive algorithm in the echo canceler recursively tries to minimize the sum of
the squared residual echo signal,e2(n), by finding suitable values for the filtersĥ1(n)

andĥ2(n). As expected, one possible solution isĥ1(n) = h1(n) andĥ2(n) = h2(n),
but in contrast to monophonic echo cancellation, this in not the only solution. This
can be shown with a simple example. Letg1(n) = a, g2(n) = b, h1(n) = c, and
h2(n) = d. Then the squared residual echo signale2(n) = 0 for the true solution
ĥ1(n) = h1(n) andĥ2(n) = h2(n), and for an infinite number of solutions, where the
only requirement is the following relation betweenĥ1(n) andĥ2(n),

ĥ1(n) = c+ b

c
(d − ĥ2(n)). (12)

The relation in (12) is, in contrast to the true solution, dependent ong1(n) andg2(n).
Therefore, the echo canceler has to track changes in both the transmission room and
receiving room, if it is unable to find the true solution.

Let us return to Fig.4. After just a few seconds the echo canceler has found a
solution that suppresses the echo with more than 20 dB. Still this is far from the true
solution, which can be seen by studying the misalignment. After 5 seconds there is
actually a change ofg1(n) andg2(n). Since the echo canceler has not found the true
solution, the residual echo signal increases. However, the misalignment will actually
decrease. In this simulation there is a small amount of independent background noise
added to the excitations signalsx1(n) and x2(n). This noise is pushing the system
slowly to a solution closer to the true solution, and the misalignment will therefore
gradually decrease.
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Figure 6: The simulation in Fig.4 repeated, this time the excitation signals are
processed with the non-linear function in (13), α = 1.

In Part I, Section2.1, an extensive description of the fundamental problem of
stereophonic acoustic echo cancellation is given. The problem was originally de-
scribed in [9], and then further analyzed and described in [10], [11], [12] and [13].

In [12] it is also concluded, that the practical solution to the fundamental prob-
lem of stereophonic echo cancellation is to reduce the correlation between channel
x1(n) andx2(n). This reduction must of course be performed without decreasing the
signal quality. In [12], the authors suggest that the transmission room signals can be
processed with the following non-linear functions,

x′1(n) = x1(n)+ α
x1(n)+ |x1(n)|

2
,

x′2(n) = x2(n)+ α
x2(n)− |x2(n)|

2
,

(13)

whereα determines the amount of added distortion. Since the functions are non-linear,
the correlation between the channels will be reduced. For smallα, the distortion is
hardly audible in an office environment [14], and at the same time the non-linearity
rather efficiently reduces the channel correlation. In Fig.6, the simulation in Fig.4
is repeated. This time the excitation signals have been processed with (13), α = 1.
Here, the adaptive filters are forced to converge to a solution that is closer to the true
solution. Therefore, the MSE is decreasing slower and the misalignment is decreasing
faster. The problem that occurs in Fig.4 wheng1(n) andg2(n) are altered after 5 s
is now nearly removed. It should be noted thatα = 1 will in most situations add
unacceptable amount of distortion to the signal. It is used here, however, in order to
visualize the fundamental problem in stereophonic acoustic echo cancellation.

Other decorrelation methods have been presented. In [15], it is suggested that
shaped, independent noise is added to the two signalsx1(n) andx2(n). Adding white
noise is not efficient enough, since it will either have to little energy to decorrelate the
signals or it will be unacceptable for the listener [10]. PaperIV, originally published
as [16] at the same time as [15], presents a method where an audio coder, such as
an MPEG 1 layer 3 coder, is used to add shaped independent noise to the channels.
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ĥ
(n

)

ad
ap

tiv
e

fil
te

r
Figure 7: One adaptive filter extracted from Fig.5.

This method is shown to efficiently reduce the correlation with only a small increase of
calculation complexity in systems where an audio coder is needed. Other decorrelation
methods have been studied in [17], [18], [19].

Stereophonic acoustic echo canceler implementations will have higher calculation
complexity requirements than monophonic implementations since four adaptive filters
with high performance algorithms are needed. In an early implementation [20], it was
chosen to use a stereophonic echo canceler for frequencies below 1 kHz and mono-
phonic echo canceler for the higher frequencies. A fullband stereophonic acoustic
echo canceler is presented in [21] and PaperI. Implementations have also been con-
ducted utilizing the affine projection algorithm [22] and the two-channel frequency-
domain algorithm [23].

3 Adaptive Filtering

The echo path impulse response is estimated with an adaptive filter in the echo can-
celer, as we have seen in Fig.5. This is done by recursively minimizing the sum of the
squared residual echo signale2(n). The block diagram of an adaptive filter in an echo
canceler situation is illustrated in Fig.7. As is depicted in this figure, the adaptive
filter will only have knowledge of the transmission room signal,x(n), and the receiv-
ing room signal,y(n). Internally, the adaptive filter then estimates the receiving room
impulse response,h(n), and generates the residual echo signal,e(n).

In an adaptive filter there is a cost function to be minimized. Usually this cost
function is equal to the sum of the squared residual echo signal,

J(n) =
n∑

l=0

e2(l ), (14)
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and the minimization parameters are theL filter coefficients,

ĥ(n) = [ĥ(0, n) · · · ĥ(L − 1, n)
]T

, (15)

whereĥ(l , n) is filter tapl aftern recursive updates, andT denotes the matrix trans-
pose operator. The adaptive filter requires no `a priori information of the true impulse
responseh(n), instead it begins with an initial value, say the zero vectorĥ(0) = 0,
and recursively updates the values ofĥ. The gradient vector,

∇ J(n) =
[

∂ J(n)

∂ĥ(0,n)

∂ J(n)

∂ĥ(1,n)
· · · ∂ J(n)

∂ĥ(L−1,n)

]T
, (16)

describes how the cost functionJ(n) is affected by small changes of the estimateĥ. A
straightforward algorithm for estimatinĝh is to use the steepest-descent method [24],

ĥ(n+ 1) = ĥ(n)− µ∇ J(n), (17)

whereµ is the update step-size parameter. In order to derive the gradient vector∇ J(n)

we need to know the first and second order statistic information of the signalsx(n)

andy(n).
In the least mean square (LMS) algorithm the gradient vector∇ J(n) is estimated

as,

∇ J(n) = −x(n)e(n), (18)

where

x(n) = [x(n) · · · x(n− L + 1)
]T

, (19)

andx(n) is the transmission room signal.
Since no explicit averaging is done in (18), each recursive update of the LMS

algorithm will suffer from a gradient noise. That is, the filter coefficients inĥ(n) will
only on average be updated correctly, making the convergence of the LMS algorithm
slower than the steepest descent algorithm.

In the LMS algorithm, the gradient vector estimate,∇ J(n), is directly propor-
tional to the transmission room signalx(n). Therefore the convergence rate is also
proportional to the transmission room signal. This can be corrected by normalizing
the gradient estimate vector with a factor equal to the energy inx(n), namely the
scalarxT (n)x(n). In order to avoid the risk of division by zero, or even a value close
to zeros, we regularize the algorithm with a small scalar,εreg. The filter update in the
normalized least mean square (NLMS) algorithm can then be written as,

ĥ(n+ 1) = ĥ(n)+ µ

xT (n)x(n)+ εreg
x(n)e(n). (20)
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The NLMS algorithm exhibits slow convergence in frequency regions (modes)
with little excitation signal energy [25]. For example, let us study the situation where
the excitation signalx(n) has lower energy level in the higher frequencies than in the
lower, like e.g. a speech signal. Then the gradient vector estimatex(n)e(n) will be
small for those modes that correspond to higher frequencies. The normalization fac-
tor, the scalarxT (n)x(n), will be large due to the large energy in the lower frequencies
of x(n). Therefore the recursive updates of the modes ofĥ(n), that correspond to
small excitation signal energies, will be slow. Other algorithms, such as the recur-
sive least-squares algorithm (RLS) [24], [26], and affine projection algorithms [27],
incorporates knowledge of the spectrum of the excitation signalx(n) into the filter
update. These algorithms will therefore converge faster for non-white autocorrelated
excitation signals.

Adaptive filters may become unstable, i.e., instead of converging to the correct so-
lution they diverge. Usually the filter-tap estimates will then grow very rapidly. When
this happens in an echo canceler, it will not only stop removing the annoying echo,
but will also create a very strong distortion. It is therefore of greatest importance that
the adaptive filter does not become unstable. It has been mathematically proven that
the NLMS algorithm is stable for step-size values in the range 0< µ < 2 [24]. The
RLS algorithm, on the other hand, is notorious for being unstable (in finite precision),
and without extra stabilization features, it is useless as an echo canceler. However, in
PaperI andII , stabilization methods for the RLS algorithm are discussed.

In a stereophonic acoustic echo canceler, the adaptive filter is the main contributer
to the system’s calculation complexity. This is mainly due to the long adaptive filters
needed. As an example, the NLMS and the fast RLS algorithms used in PaperI need
8L and 32L multiplications respectively per input sample, whereL is the length of
the adaptive filter. And in a typical acoustic echo canceler,L may be in the range of
one thousand to several thousands. Methods to reduce the calculation complexity are
therefore needed.

3.1 Adaptive Filtering in Subbands

One way to decrease the calculation complexity of the adaptive filters, is to introduce
a filterbank structure. Here, the fullband signalsx(n) and y(n) are decomposed by
an analysis filterbank into several signals with lower band-width,xm(n) andym(n) in
Fig. 8. Then one adaptive filter in each subband estimates the subband residual echo
signal, em(n), before a synthesis filterbank reconstructs the fullband residual echo
signal,e(n) [28], [29]. Filterbanks are used in several signal processing applications
and general descriptions can be found in numerous books and articles, e.g., [30], [31],
[32], [33], [34].

If the filterbanks are not properly designed, aliasing can be a major source of
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Figure 8: Standard subband echo canceler.

distortion. In one class of filterbanks, alias distortion is allowed in the subbands sig-
nal, and this distortion is then canceled by the synthesis filterbank when the fullband
signal is reconstructed. While this is acceptable in many applications, e.g. in audio
coding, alias distortion in the subbands will significantly decrease the performance of
the adaptive filters [35]. In order to avoid aliasing, the filterbanks used in the echo
canceler are usually non-critically downsampled. That is, the downsampling factor
is less than the number of subbands. In PaperI, the real-time system hasM = 64
subbands and the downsampling factorr = 48.

The calculation complexity reduction is a result of downsampling. Even if we
need one adaptive filter for each subband, or at least half of them, each adaptive filter
can ber times shorter, and they only need to be updated for eachr fullband input sam-
ple. Efficient structures for filterbanks are available, and the calculation complexity
overhead created by the filterbank is far less than the complexity gain in the adaptive
filters. That is, from a calculation complexity viewpoint, we wish to have as high a
downsampling factor as possible.

In the filterbank, bandpass filters are needed to suppress signals outside the fre-
quency interval of a given subband. These filters will not only add calculation com-
plexity to the system, but worse, they will also delay the signal. A higher downsam-
pling factor requires longer filters in order to suppress aliasing. Since the signal delay
is increased with filter length, the downsampling factor is partly a compromise be-
tween calculation complexity and signal transmission delay. The design of the filters
are of course crucial, and in PaperI, a design method based on quadratic programming
is proposed. An older design method was described in [34].

An alternative subband structure, which does not introduce extra delay to the sig-
nal path has been introduced in [36]. Like the previously described structure, the



3 Adaptive Filtering 15

adaptive filters estimate the impulse responses in the subbands. Instead of performing
the compensation in the subbands, the fullband impulse response estimate is recon-
structed from the estimated subband impulse responses. Using this reconstructed full-
band impulse response, echo cancellation can be performed in the time domain with-
out introducing any extra signal path delay to the receiving room signal. The price
payed for zero signal path delay is increased calculation complexity, though it is still
lower than in the fullband LMS situation [36]. In [37], a delay-less subband structure
which is a mixture between this structure and the structure in Fig.8, is presented.

One peculiar effect with adaptive filtering in subband structures is that a causal
fullband impulse response may be best modeled with non-causal subband impulse
responses. Remember, a casual impulse response means that the output signal from
a system is only dependent on present and past input signals. The output signal of a
non-causal system is also dependent onfutureinput signals. Non-causality in subband
structures was described in [28], and is also the topic of PaperIII . Non-causality in
delayless subband structures was studied in [38].

3.2 Frequency-Domain Adaptive Filtering

Another way to reduce the calculation complexity of adaptive filters is to perform
the filtering in the frequency domain, Fig.9. Here, the discrete Fourier transform is
used to transform blocks of the input signal,x(n), to the frequency domain. Then the
room transfer function,̂H(k), and the estimated echo signal,Ŷ(k), are derived in the
frequency domain, before the estimated time-domain echo signalŷ(n) is calculated
with an inverse discrete Fourier transform [39].

The calculation complexity reduction comes from the fact that convolution in
the time-domain is equal to multiplication in the frequency domain, including the
availability of efficient discrete Fourier transform structures, usually denoted the fast
Fourier transform (FFT) [40], [41]. An FFT of sizeL can be computed withL2 log2 L
multiplications [42]. If we are to calculateL estimated echo samples using the time-
domain convolution in (3), L2 multiplications are needed. In the frequency domain,
the convolution is replaced with multiplication, i.e.Ŷm(k) = Ĥm(k)Xm(k). Since
multiplication in the discrete Fourier domain actually corresponds to circular convo-
lution in the time domain [42],L zeros must be appended in each FFT in order to
avoid time-domain aliasing. Therefore, in total we need 2L multiplications for the
actual filtering, plus 2L log2 2L multiplications for the FFT and the inverse FFT. That
is, the larger the block-sizeL, the bigger calculation complexity reduction compared
to time-domain convolution. Since the algorithm is block-based, it will impose a de-
lay to the transmission signal, and as for the subband echo canceler, this is the biggest
disadvantage with a frequency-domain-based echo canceler.

It was earlier described that some fullband adaptive filters have slower conver-
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Figure 9: Frequency-domain-based echo canceler.

gence rate for signals with larger energy in some frequency regions than others. For
the NLMS algorithm, it is due to the fact that the same normalization factor was used
for all modes. In a frequency-domain echo canceler, we may have an individual nor-
malization factor in each frequency region [43], and therefore, the convergence rate
in frequency regions where the excitation signal has less energy can be significantly
improved over a fullband NLMS algorithm.

In [44], [45] and [46] a delayless frequency-domain adaptive filter algorithm is
presented. Like for the delayless subband based echo canceler, the price payed for
zero signal path delay is increased calculation complexity.

3.3 Two-channel Adaptive Filtering

A direct generalization of the single channel NLMS (20) to a two channel version
that is suitable for the structure depicted in Fig.5 is presented below. In a situation
where the two excitation signalsx1 andx2 are statistically independent, this version
is actually equivalent to a single channel NLMS filter with the double adaptive filter
length.

e(n) = y(n)− xT
1 ĥ1(n)− xT

2 ĥ2(n), (21)

ĥi (n+ 1) = ĥi (n)+ µ

xT
1 x1+ xT

2 x2
xi e(n), i = 1, 2. (22)

In PaperI a two channel fast RLS algorithm is used. This algorithm was introduced
in [47] and, in contrast to the two channel NLMS algorithm, it compensates for both
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correlation within each channel and cross-correlation between the two channels.
In PaperII , a comparison is conducted between the two algorithms above, and

a two-channel frequency-domain algorithm. The latter was introduced in [48] and
further described in [49]. This algorithm also compensates both for correlation within
each channel and cross-correlation between the two channels.

In [50], a multi-channel affine projection algorithm is introduced and in [51] a
stereophonic acoustic echo canceler based on the affine projections algorithm is eval-
uated.

4 Audio Coding

In the digital world, the originally continuous audio signals are represented with quan-
tized samples. As the information in these samples is very redundant, audio compres-
sion algorithms are commonly used to reduce the redundancy. One class of audio
compression algorithms is denoted perceptual audio coders, and several different per-
ceptual audio coders have been presented, and published [52], [53], [54], [55], [56],
[57] and [58]. In this thesis we are interested in two possible combination gains when
both an echo canceler and a perceptual audio coder are used. First, the performance
of the stereophonic echo canceler can be increased if the audio coder reduces the cor-
relation between the two excitation signals, which can actually be the effect of using
a perceptual audio coder. Secondly, both the audio coder and the echo canceler may
use filterbanks or transforms, and by jointly designing these, we may be able to reduce
both calculation complexity and signal transmission delay.

In an audio coder, a model of the human ear is used for determining what is audible
and what is not. Strong audio components will namely mask weaker components that
are close in time and frequency [59]. Therefore, the audio coder starts by estimating
the global masking threshold, a function of time and frequency which describes the
minimum energy needed for a specific tone to be audible, see Fig.10. Having this
knowledge, we need only to store/transmit tones that are stronger than this masking
threshold. The compression algorithms in audio coders are usually not loss-less, i.e.
it is not possible to reconstruct the original signal exactly, only a signal that hopefully
sounds like the original signal.

To be a little bit more specific. In order to reduce the amount of data in an audio
signal we need to increase the quantization interval. When a signal is quantized, it can
be modeled as if quantization noise is added to the signal. In an audio coder, short
segments of the signal are transferred to the frequency domain, and the frequency bins
are then quantized with the restriction that the level of the quantization noise should
be below the global masking threshold.

In this thesis two possible gains which result from combining an echo canceler and
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Figure 10: Global masking threshold. Acoustic events below the two curves
will not be audible.

an audio coder are discussed. The first is about the fundamental problem of stereo-
phonic acoustic echo cancellation. In Section2.1 it was shown that the fundamen-
tal problem is due to the fact that the two excitation signalsx1(n) andx2(n) can be
strongly correlated. If a perceptual audio coder is used, it may add independent quan-
tization noise to the two channels, and thereby decreasing the correlation between the
two channels. This is analyzed in PaperIV for both an MPEG 1 layer III [55] and an
MTPC [60] audio coder.

The second possible gain is to use a joint filterbank or transforms for the audio
coder and the echo canceler. As is described above, the audio coder needs to decom-
pose the signal in order to increase the frequency resolution. This is usually done
either with a filterbank [32], [55], [61], or with a modified discrete cosine transform
(MDCT) [62], [63]. In PaperV, we analyze what gains are possible by combining
a subband based perceptual audio coder with a subband echo canceler and a MDCT
based coder with a frequency-domain echo canceler.

5 Outline of the Thesis

The thesis consists of five papers, out of which two focus on stereophonic acous-
tic echo cancellation, the third analyses impulse responses in a subband based echo
canceler, the fourth describes how an audio coder may enhance the performance of
a stereophonic acoustic echo canceler and the fifth finally shows how to combine an
echo canceler and an audio coder. Although the papers are written independently of
each other and are self-contained, we have tried to be as consistent as is possible with
the notation.
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Paper I - A Real-time Implementation of a Stereophonic Acoustic
Echo Canceler

The aim of this paper is to propose a structure for a stereophonic acoustic echo can-
celer suitable for a real-time implementation. The paper starts by describing the fun-
damental problems of stereophonic acoustic echo cancellation, and discusses some
possible methods for solving these problem.

In earlier work [47], the two-channel fast recursive least-squares (FRLS) algo-
rithm has been derived, and this algorithm has shown fast convergence properties for
the ill-conditioned stereophonic echo cancellation problem. Therefore, this algorithm
was chosen for the implementation, and the algorithm is also presented in the paper.
The two-channel FRLS algorithm has two major disadvantages, instability problems
and high calculation complexity. In the paper, a two-path adaptive filter is proposed
to be used in order to mitigate instability. With this filter, we will not always use the
latest FRLS adaptive filter impulse response estimate, but rather thebestimpulse re-
sponse estimate. That is, in a situation where the FRLS adaptive filter is becoming
unstable, an earlier impulse response estimate is used until the FRLS adaptive filter
has reconverged.

The high calculation complexity of the FRLS adaptive filter is reduced by applying
the filters in a subband structure. Here the signals are decomposed, with a filterbank,
into several subband signals, each one approximately corresponding to a given fre-
quency region. Then one adaptive filter is applied in each subband. In the paper, an
efficient structure for filterbanks with non-critical downsampling is described. Also
described is a filter design method for the prototype filter needed in the filterbank. The
design method is written as a minimization problem, and it is shown how quadratic
programming can be used to solve the minimization problem. Prototype filters de-
signed with this method generally have fewer coefficients than filters designed with
other methods, e.g. [34]. An intuitive table, exemplifying the calculation complexity
reduction achieved with the filterbank structure, is also given.

In a simulation section, we once again return to the fundamental problem of stereo-
phonic acoustic echo cancellation. Simulations performed on real-life recorded data
show how the channel correlation can be reduced with the earlier discussed methods.
It is also shown that the fundamental problem is not only a theoretical problem, but
also a severe problem in e.g. a quiet office environment. Other examples study the
convergence rate of the adaptive filters in individual subbands, and it is discovered
that the two-channel FRLS is significantly better than the NLMS algorithm, mainly in
the frequency region 0-4 kHz. Therefore, it is proposed that the NLMS algorithm is
used in the upper frequency region, thereby reducing the instability problems and the
high calculation complexity inherent with FRLS algorithm.

A real-time implementation of the system has been constructed, and the implemen-
tation has been used for perceptual evaluations. This implementation is also discussed
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in the paper.
The paper has been co-authored with Steven Gay, Tomas G¨ansler and Jacob Ben-

esty, and it has been accepted for publication [64]. The paper in the thesis has been
extended with AppendixD and E, where parts of AppendixE has been presented
in [65]. Parts of the results presented in the paper is also published in [21], and pre-
sented at [66], [67].

PaperII - Comparison of Different Adaptive Algorithms for Stereo-
phonic Acoustic Echo Cancellation

This paper compares different two-channel adaptive algorithms for stereophonic acous-
tic echo cancellation. The comparison includes convergence rate, tracking, calculation
complexity, transmission signal delay and memory usage.

Since the first echo canceler was presented in the 1967 [3], the NLMS algorithm
has, without competition, been the most commonly used adaptive algorithm. The
performance of the NLMS algorithm is sufficient in most monophonic echo cancelers.
However, it has been shown that NLMS has too slow convergence rate in stereophonic
echo cancelers. Nevertheless, the NLMS algorithm is often used as the base algorithm,
to which other algorithms are compared. This is also done in this paper.

In recent years, several two-channel and multi-channel versions of adaptive algo-
rithms have been derived [47], [50], [48]. In addition to the two-channel version of
the standard NLMS, the paper evaluates two other algorithms, namely the two-channel
fast recursive least-squares (FRLS) and a two-channel frequency-domain algorithm.
The two-channel FRLS algorithms is used in PaperI. We know from this work that the
FRLS algorithm has a very fast convergence rate, but severe disadvantages as instabil-
ity problems and high calculation complexity. In this paper, stabilization methods are
discussed, including a method that in most cases detects in advance if the FRLS algo-
rithm is about to become instable. The paper also includes a section on how filterbanks
can be used in order to reduce the calculation complexity.

The two-channel frequency-domainalgorithm is a block-based algorithm, i.e. blocks
of the input-signals are transformed by a discrete Fourier transform from the time do-
main to the frequency domain. The adaptive filtering is then performed in the fre-
quency domain. Therefore, we can have individual adaptive step-size parameters in
each frequency bin, thereby increasing the convergence rate for frequency regions with
low signal energy in comparison with the standard NLMS algorithm. Moreover, in the
two-channel frequency-domain algorithm, the cross-correlation between the channels
is also taken into account. In the paper, it is also discussed how the convergence rate
can be increased by overlapping input data.

To have an exhaustive example, including all possible values on all parameters
is of course outside the scope of this paper. Instead, examples on a practical usable
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parameter set is given. For this parameter set, the calculation complexity, the signal
transmission delay and the memory usage is given for both fullband and subband
versions of the NLMS and the two-channel FRLS algorithm, and for a two-channel
frequency-domain algorithm. Examples of convergence rate and tracking on real-life
recorded speech signals are given for all systems except the fullband two-channel
FRLS.

The paper has been co-authored with Jacob Benesty, Tomas G¨ansler and Steven
Gay, and has been published in [68].

Paper III - Analysis of Subband Impulse Responses in Subband
Echo Cancelers

In a subband echo canceler, the signals are decomposed into several subband sig-
nals, with one adaptive filter in each subband. It has previously been shown that a
causal fullband impulse response is best modeled by non-causal subband impulse re-
sponses [28], [29]. In this paper, we analyze the rationale of this non-causality.

For adaptive filters in subband schemes we usually make a distinction between an
open-loop and a closed loop structure. In the open-loop structure the residual signals
in each subband are minimized individually, whereas in the closed-loop structure, the
fullband residual signal is minimized. The open-loop structure is the most commonly
used in subband echo cancelers, and it is also the impulse responses of this structure
that is analyzed in this paper. Since each subband is minimized individually, without
interaction from signals in other subbands, it is also possible to analyze them sepa-
rately. The paper begins with describing the model in order to analyze one subband
and to model non-causal filter taps with a causal adaptive filter, we introduce a delay
1 to the transmission room signal.

In the paper, several different situations are analyzed. It starts out with a com-
pletely ideal situation, where it is assumed that both the filters used in the subband
filterbank and the adaptive filter are allowed to be non-causal and of infinite length.
The filterbank is also ideal in the sense that it has an perfect frequency response, with
the amplification of either 1 or 0. It is shown that in this situation the non-causal taps
can be viewed as a result of interpolation.

Next an expression for the transfer function of the subband impulse response when
the filterbank is non-ideal, i.e. a realizable filterbank is used. The adaptive filter can
still be non-causal and of infinite length. This is denoted the Wiener solution. Even
if the uncertainty is too large for a general solution of the transfer function, a couple
of different situations are studied. It is concluded that the transfer function can have
values that significantly differ from the expected value close to the band edges. These
transfer functions are best modeled with non-causal filters.
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Finally, the minimum mean square error solution is derived for a fully realizable
system. It is shown that the transfer function can be significantly different from the
Wiener solution in frequency regions that are close to the band edges of the subbands.
Actually, since the signal energy is close to zero, the transfer function may have a near
arbitrary shape close to the band edges. With formulas given in the paper, it is also
possible to calculate the optimal number of non-causal taps,1, for a given filterbank
and a given fullband impulse response.

It is a well known fact that the NLMS adaptive algorithm has a slow convergence
rate for signals with a large eigenvalue spread [24]. In a subband system, this will
be the case, since the signal energy close to the band edges are close to zero. What
implications this has on the number of non-causal taps is also analyzed.

In the paper, simulation examples are given for the ideal situation, and also min-
imum mean square error solution, showing the need for non-causal filter taps. Other
simulations show the behavior of systems with an NLMS or an RLS adaptive filter.
The number of non-causal taps needed as a function of number of subbands for a
typical system configuration is also plotted in a figure.

The paper has been co-authored with Tomas G¨ansler, and has been submitted for
publication [69]. Parts of the results are also published in [70].

Paper IV - Influence of Audio Coding on Stereophonic Acoustic
Echo Cancellation

This paper presents a method to reduce the correlation between the right and the left
channel in a stereophonic hands-free communication system. Correlation reduction is
needed since the non-uniqueness problem in stereophonic acoustic echo cancellation
is exactly due to the channel correlation. The method in this paper uses a perceptual
audio coder in order to decrease this correlation.

The paper starts with a description of the fundamental problem in stereophonic
acoustic echo cancellation and why channel correlation reduction is the only solution
to this problem. It is also discussed how the magnitude coherence function is a good
measurement of the channel correlation and thereby of how efficiently a decorrelator
reduces channel correlation. This is also verified with simulations.

Even if the results in the paper apply to perceptual audio coders in general, the
layer III audio coder in MPEG-1 and 2 is used both in the context of describing how
a perceptual audio coder can be used to reduce the correlation and in the simulations.
It is shown that one of the fundamental principals of the audio coder actually is to
add none-perceivable quantization noise to the signals. This since the coder estimates
the global masking threshold, i.e., a function of time and frequency that describes the
energy needed for a tone to be audible for humans when it is masked by other tones.
The source signal is then quantized as much under the restriction that the quantization
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noise should have less energy than the global masking threshold. By adding quantiza-
tion noise to the signals, we will also decorrelate the signals.

It is also found that the quantization level is not optimal, in the sense that a coder
never adds a maximal amount of none-perceivable quantization noise. Because, if
each component were to be individually maximally quantized, the overhead informa-
tion needed to describe how each component is quantized would be too large. There-
fore, several components will use the same quantization scheme. For some compo-
nents, this will result in quantization noise far below the masking threshold. By adding
noise to these components, it is possible to reduce the channel correlation even further.

It is also shown how an MPEG audio coder, and a modified MPEG audio coder
reduces the magnitude coherence function between two channels of recorded real-life
speech signals. The magnitude coherence function of the output signal of the standard
and the modified MPEG audio coder are compared with an unprocessed signal, and
a signal that has been processed with the non-linear function presented in [12] (also
used in PaperI). The performance of a stereophonic acoustic echo canceler, given as
the misalignment error of the impulse response estimate, is also shown for a system
without a decorrelator, and for systems with the three decorrelation methods discussed
above.

The paper has been co-authored with Tomas G¨ansler and has been published
in [16]. This work has been supported be Telia Research AB, and the method has
been patented by Telia AB [71].

Paper V - Joint Filterbanks for Echo Cancellation and Audio Cod-
ing

This paper investigates the possibilities of combining the filterbanks or the transforms
of an echo canceler and a perceptual audio coder. Possible gains are a reduction of the
total signal transmission delay and reduced calculation complexity.

One class of perceptual audio coders uses a filterbank to decompose the signal
into narrow-band subband signals. In a subband based echo canceler, a filterbank is
also used in order to decompose the signal, and it would be advantageous to use one
filterbank for the two systems. However, the two filterbanks used are fundamentally
different. In the audio coder the filterbank usually use critical downsampling, i.e.,
the same number of subbands as downsampling factor. This results in downsampling
aliasing. Aliasing is not a problem in the coder, and the aliasing is canceled when the
fullband signal is reconstructed by decoder. On the other hand, the performance of
the adaptive filter in an echo canceler will decrease on signals with significant amount
of aliasing [35]. Therefore, typically a non-critically downsampled filterbank with
high suppression of aliasing components is used in filterbank based echo cancelers. In
the paper, two possible solutions are proposed. To start with, a modified audio coder
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filterbank, with non-critical downsampling, that can be used for the echo canceler is
presented. The modification is such that the output of a standard audio coder filterbank
can be reconstructed with a trivial operation. Secondly, a method to convert subband
signals directly between a critically downsampled audio coder filterbank and a non-
critically downsampled echo canceler filterbank.

In some modern perceptual audio coders, such as the AAC coder [52], the fre-
quency resolution is increased by interchanging the filterbank for a modified discrete
cosine transform (MDCT). In the paper, it is shown that this transform can be writ-
ten as a function of a discrete Fourier transform. Therefore, it can be of interest to
combine a MDCT based audio coder with a frequency-domain adaptive filter (FDAF)
based echo canceler. Methods how to combine these two systems are evaluated in
the paper. Situations where joint transforms are unwanted are also discussed, and it
is concluded that in these situations, the system designer should at least use a block
based adaptive filter for the echo canceler and common buffers for the audio coder and
the echo canceler, in order to reduce the signal transmission delay.

Also in the paper, the calculation complexity, the signal transmission delay and
the adaptive filter convergence rate examples are given for the discussed system com-
bination.

This paper is authored by Peter Eneroth and has been submitted to [72].
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[33] M. Vetterli and J. Kovaˇcević, Wavelets and Subband Coding, Prentice Hall PTR,
1995.

[34] G. Wackersreuther, “On the design of filters for ideal QMF and polyphase filter
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Paper I

A Real-time Implementation of a Stereophonic
Acoustic Echo Canceler

Abstract

Teleconferencing systems employ acoustic echo cancelers to reduce echoes
that result from the coupling between loudspeaker and microphone. To enhance
the sound realism, two-channel audio is necessary. However, stereophonic acous-
tic echo cancellation (SAEC) is more difficult to solve because of the necessity to
uniquely identify two acoustic paths, which becomes problematic since the two
excitation signals are highly correlated. In this paper a wideband stereophonic
acoustic echo canceler is presented. The fundamental difficulty of stereophonic
acoustic echo cancellation is described and an echo canceler based on a fast re-
cursive least squares (FRLS) algorithm in a subband structure, with equidistant
frequency bands, is proposed. The structure has been used in a real-time imple-
mentation, with which experiments have been performed. In the paper, simula-
tion results of this implementation on real life recordings, with 8 kHz bandwidth,
are studied. The results clearly verify that the theoretic fundamental problem of
SAEC also applies in real-life situations. They also show that more sophisticated
adaptive algorithms are needed in the lower frequency regions than in the higher
regions.

Based on: P. Eneroth and S. Gay and T. G¨ansler and J. Benesty “A Real-time Implementation of
a Stereophonic Acoustic Echo Canceler,”IEEE Trans. Speech and Audio Processing, accepted
for publication.

This work was partly done at Bell Labs, Lucent Technologies.





1 Introduction 35

1 Introduction

In conferencing systems, such as teleconferencing and desktop conferencing, Acous-
tic Echo Cancelers (AECs) are needed to reduce the echo that results from the acoustic
coupling between the loudspeaker and the microphone. The AEC identifies the echo
path and simultaneously reduces the echo by means of adaptive filtering. If the con-
ferencing system has dual audio channels in each direction, the classical monophonic
AECs will not provide sufficient echo suppression, and more sophisticated stereo-
phonic acoustic echo cancelers (SAECRs) are needed. In this paper, we will show
the fundamental problem of stereophonic acoustic echo cancellation (SAEC), possi-
ble solutions, and propose a structure that has proven to perform well in a real-time
implementation.

In a stereophonic conferencing system, spatial audio information is also transmit-
ted. Not only will the listener get a more realistic sound, but the listener will also
be able to aurally localize the speaker at the other end. Studies have shown that this
improves perception, especially when speech from several speakers overlap [1]. How-
ever, there are now four acoustic echo paths to identify, two to each microphone,
Fig. 1. This will not only cause increased calculation complexity, but also a new
fundamental problem of the solution, as we will see.

Four mono AECs, straightforwardly implemented in the stereo case, not only
would have to track changing echo paths in the receiving roombut also in the trans-
mission room!For example, the canceler has to reconverge if one talker stops talking
and another starts talking at a different location in the transmission room. There is
no adaptive algorithm that can track such a change sufficiently fast and this scheme
therefore results in poor echo suppression. Thus, a generalization of the mono AEC
in the stereo case does not result in satisfactory performance.

The theory explaining the problem of SAEC was first described in an early paper,
[2] and later on in [3], [4]. The fundamental problem is that the two channels usually
carry linearly related signals which in turn make the normal equations to be solved
by the adaptive algorithm singular. This implies that there is no unique solution to
the equations but an infinite number of solutions and it can be shown that all (but the
physically true) solutions depend on the transmission room. In [4] it is also shown that
the only solution to the non-uniqueness problem is to reduce the correlation between
the stereo signals from the transmission room and an efficient low complexity method
for this purpose was also given.

Lately, attention has been focused on the investigation of other methods that de-
crease the cross-correlation between the channels in order to get well behaved esti-
mates of the echo paths, [5], [6], [7], [8]. The main problem is how to reduce the
correlation sufficiently without affecting the stereo perception and the sound quality.

Even though the above methods may improve the SAECR’s ability to find the
true solution, the normal equations to be solved are still ill conditioned. The standard
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Figure 1: Schematic diagram of stereophonic acoustic echo cancellation.

Normalized Least Mean Square (NLMS) adaptive algorithm is known to converge
slowly in these situations. More sophisticated algorithms such as the Affine Projection
Algorithm (APA) or the Recursive Least Squares (RLS), that are less affected by a high
condition number, are preferred in SAECRs. The combination of four adaptive filters
per AEC and sophisticated adaptive algorithms results in high calculation complexity,
imposing the need for a subband structure.

In the following, we will explain the fundamental problem with SAECRs and pos-
sible solutions. We will propose a high-performance SAECR structure, that has been
verified in a real-time implementation. Finally we will show and discuss results from
real-life recordings using the proposed structure.

2 Problems and Solutions of Stereophonic Acoustic
Echo Cancellation

In stereophonic acoustic echo cancellation, there are four independent transmission
paths between the two microphones and the two loudspeakers, Fig.1. The impulse
responses of all four echo paths need to be estimated by the echo canceler. Usually
the two transmission room signals,x1(n) andx2(n), originate from the same source,
and are therefore highly correlated. Because of this, it is difficult to estimate the im-
pulse responses,h1,N(n) andh2,N(n). The circumstances under which convergence
to the true echo paths of a SAECR is achieved has been thoroughly analyzed in [4].
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A problem formulation and a summary of methods to reduce the correlation between
the channels are given below.

2.1 Problem Formulation

Assume that the transmission room microphone signals are given by, Fig.1,

xi (n) = gi (n) ∗ s(n), i = 1, 2, (1)

wheres(n) is the source signal in the transmission room andgi (n), i = 1, 2, are
the transmission room echo paths of lengthM. The symbol “∗” denotes convolution.
For simplicity, we will only study one return path from the receiving room to the
transmission room, but similar remarks will be valid for the other path. The residual
echo for this channel,e(n), after the EC is

e(n) = y(n)− ĥH
1,L(n)x1,L(n)− ĥH

2,L(n)x2,L(n), (2)

y(n) = hH
1,Nx1,N(n)+ hH

2,Nx2,N(n), (3)

hi,N =
[
hi,0 . . . hi,N−1

]T
, (4)

xi,N (n) = [xi (n) . . . xi (n− N + 1)
]T

. (5)

Here,hi,N , i = 1, 2 are the true responses of lengthN of the receiving room and
ĥi,L (n), i = 1, 2 are the estimated responses of lengthL. The symbolH denotes the
Hermitian transposition operator. Minimization of the weighted least squares criterion

J(n) =
n∑

l=1

λn−l |e(l )|2, 0 < λ ≤ 1, (6)

results in solving the system of linear equations [9]

Rxx(n)

[
ĥ1,L(n)

ĥ2,L(n)

]
= r yx(n), (7)

wherer yx(n) is the estimated cross-correlation vector andRxx(n) is the estimated
correlation matrix,

Rxx(n) =
n∑

l=1

λn−l
[
x1,L(l )xH

1,L(l ) x1,L(l )xH
2,L(l )

x2,L(l )xH
1,L(l ) x2,L(l )xH

2,L(l )

]
. (8)

The challenging problem with stereophonic acoustic echo cancellation lies in the con-
dition number of this matrix. If we define the misalignment as

ε(n) = ||h− ĥ(n)||2/||h||2, (9)
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where

ĥ(n) = [ĥT
1,L(n) ĥT

2,L(n)]T , (10)

h = [hT
1,N hT

2,N ]T , (11)

it can be shown that [4],

L ≥ M ⇒ Rxx(n) is singular∀n,

L < M ⇒ Rxx(n) is ill-conditioned,

L ≥ N ⇒ ε(n) = 0, n ≥ N,

L < N ⇒ ε(n) 6= 0, ∀n,

(12)

where the two latter statements in (12) requireRxx(n) not to be singular. Equation
(12) is valid in the situation where no noise is added to the microphone signaly(n),
see Fig.1.

As shown in [4] and stated in (12), the tails of the impulse responses both in the
transmission and receiving rooms play a key role. Thanks to the impulse response
tails in the transmission room, we can obtain a unique solution to the normal equation.
However, because of the impulse response tails in the receiving room, we have poten-
tially large misalignment. We assume of course thatL < M andL < N, since this is
the realistic case to be dealt with. Theoretically,M andN are infinitely long, but the
normal reverberation time in an office room is approximately 0.3 s.

There are two ways to decrease the misalignment. The first way is to use longer
adaptive filters; but commensurately, the adaptive algorithm becomes very slow in
terms of convergence speed and is more expensive to implement in terms of memory,
arithmetic complexity, etc. Moreover, the solution is not robust in the sense that it is
ill-conditioned and still sensitive to transmission room changes. A second way, the
practical approach, is to decorrelate partially (or in totality) the two input signals. The
difficulty is to decorrelate the signals without decreasing the signal quality.

2.2 Decorrelation Methods

The most straight-forward method to reduce the correlation between two channels is
probably to add independent random noise to each channel,xi (n), i = 1, 2. This
was described in [3], but it is also pointed out that in order to sufficiently reduce
the correlation, the noise-level had to be greater than the level of the maximum non-
perceptible noise.

To reduce the perceived distortion it would be preferable if the decorrelating signal
is similar to the original signal. But the core problem in SAEC is that the two channels
are linearly related, i.e., adding a signal that is linearly related to the original signal
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will not reduce the correlation between the two channels. In [4], it is suggested that a
non-linearly processed source signal should be added to the source signal itself. It was
found that adding a half-wave rectified signal to the original signal performed well in
addition to having a simple and low-complexity structure. This can be expressed as,

x′1(n) = x1(n)+ α
x1(n)+ |x1(n)|

2
, (13)

x′2(n) = x2(n)+ α
x2(n)− |x2(n)|

2
, (14)

whereα determines the amount of added distortion. It has been found thatα between
0.3 and 0.5 decreases the channel correlation significantly and that the distortion is
hardly audible in an office environment [10]. The stereo perception is not affected.

In systems where the transmission path between the transmission and the receiving
rooms includes an audio codec, certain coders will decorrelate the channels. In [5],
the influence that a perceptual audio coder, MPEG layer III [11], has on a SAECR is
analyzed. It is shown that the coder can decorrelate the signal because non-perceivable
quantization noise is added to the source signal. How efficiently the coder decorrelates
the signal depends on what features are used for compression. For example, advanced
stereo coders usually operate in a joint stereo mode, where two correlated channels
are coded jointly. This can actually increase the correlation between the channels, and
should not be used if the coder also has to serve as decorrelator.

Traditional perceptual audio coders achieve better audio quality for a given com-
pression ratio than speech coders when the source signal contains music, whereas
speech coders perform better on pure speech signals. In an attempt to combine the
best of the two worlds, coders, that softly switch mode depending on the source sig-
nal, have been proposed. The decorrelating properties of one such coder, the MTPC
coder [12], is also shown in the examples.

3 Proposed Structure for the Stereophonic Acoustic
Echo Canceler

In this section, all vital parts of the real-time implemented SAECR are presented. First
of all, a decorrelator is needed to reduce the correlation between the two transmission
room signals,x1(n) andx2(n). In the system we have chosen to use the half-wave
rectifier, presented in the previous section.

Even after the decorrelator, finding the correct echo paths is still not a well con-
ditioned problem. Therefore, the two-channel RLS algorithm, which has shown great
promise in SAEC applications [13], was chosen for the adaptive filters. This algo-
rithm has very fast convergence rate, even for signals with a large eigenvalue spread
of the correlation matrix. The two main disadvantages with the RLS algorithm are the
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Figure 2: Stereophonic subband acoustic echo canceler. In total four analysis
filterbanks decompose the transmission room and receiving room signals. In
each subband, the two-path two-channel FRLS algorithm cancels the major
part of the echo. The residual echo is reduced even further by the suppressor
before reconstructing the fullband error signal,e(n).

high calculation complexity and stability problems with non-stationary signals, such
as speech. The stability is improved by monitoring the state of the RLS algorithm,
and to reinitialize parameters when they become unstable. A two-path structure [14]
is used to further reduce the effects of an unstable algorithm. This structure also serves
as a double-talk detector. Due to the high calculation complexity, the adaptive filters
are performed in a subband structure, illustrated in Fig.2.

3.1 Fast Recursive Least-squares Adaptive Algorithm

A complete analysis of the FRLS algorithm is beyond the scope of this article. How-
ever, a general analysis of the RLS algorithm can be found in [9] and stabilized two-
channel versions are described in [13], [15]. Nevertheless, the definition of the specific
version of the two-channel FRLS used in the implementation is given below.

From Fig.1 the following quantities have to be defined:

χ(n) = [x1(n) x2(n)
]T

, (2× 1) (15)

x(n) = [χT (n) χT (n− 1) . . . χT (n− L + 1)
]T

, (2L × 1) (16)

ĥ(n) = [ĥ1,1(n) ĥ2,1(n) . . . ĥ1,L(n) ĥ2,L(n)
]T

, (2L × 1) (17)
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whereL denotes the length of the adaptive filters andh1,1(n) denotes coefficient num-
ber 1 of channel 1 andh2,1(n) coefficient number 1 of channel 2 etc. Note that the
channels of the filter and state vectorx(n) are interleaved in this algorithm. The com-
plete two-channel FRLS adaptive filter is given in Table1, where the following quan-
tities are used:

A(n), B(n) = Forward and backward prediction coefficient matrices,

EA(n), EB(n) = Forward and backward prediction error energy matrices,

eA(n), eB(n) = Forward and backward prediction error vectors,

G(n) = Kalman gain vector,

ϕ(n) = Inverse conversion factor,

k ∈ [1.5, 2.5], Stabilization parameter,

λ ∈ (0, 1], Forgetting factor.

In this version, stability is improved with the stability parameterk. But for operation
on non-stationary signals, like speech-signals, further enhancements are needed. First
of all, by monitoringϕ, it is possible to detect if the algorithm is about to become
unstable. If this is the case, the parameters in the prediction part are reset to their start
values, while the adaptive filter estimate,ĥ, can be left unchanged. A suitable initial
value forA(n), B(n) andG(n) is 0 whereas the energy estimates,EA(n) andEB(n)

could be initialized with a recursive estimate of the speech energy. During the time
between restart and until the algorithm has reconverged, echo cancellation may be
poor. A two-path structure, presented next, improves performance in these situations.

3.2 Two-path Adaptive Filter

In situations of large disturbances, for example double-talk, or if the adaptive filter be-
comes unstable, the filter may diverge from a good estimate. If the estimate diverges, it
would be better to use an earlier filter estimate until the adaptive filter has reconverged.
This is the purpose of the two-path adaptive filter structure [14], illustrated in Fig.3.
In this structure, the adaptive filter is used only to estimate the impulse responseĥRLS.
Then it has to be determined if this new estimate is better than a previous estimate,
denoted̂h. If the new estimate is better,ĥ is updated. The output signal from the echo
canceler,e(n), is calculated in the two-path structure usingĥ. It should be noted that
in the implementation, the two-path structure is adapted in the subbands, and that the
decision made in one subband is independent of the states in all other subbands.

The most crucial condition to be met for a filter update is that the short-time resid-
ual echo energy in the adaptive filter,EeRLS,i , is less than the residual echo energy in
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Table 1: The stereophonic FRLS algorithm for complex arithmetic. The conjugate
and the Hermitian transposition operator are denoted∗ andH , respectively. Variables
are defined in Sec.3.1. The prediction part is complete, whereas the filtering part only
describes one return path.

Prediction Matrix sizes

eA(n) = χ(n)− AH (n− 1)x(n− 1), (2× 1)

ϕ1(n) = ϕ(n− 1)+ eH
A (n)E−1

A (n− 1)eA(n), (1× 1)[
M(n)

m(n)

]
=
[

0
G(n− 1)

]
+
[

I2
−A(n− 1)

]
E−1

A (n− 1)eA(n), ((2L + 2)× 1)

eB2(n) = χ(n− L)− BH (n− 1)x(n), (2× 1)

ϕ(n) = ϕ1(n)− eH
B2

(n)m(n), (1× 1)

A(n) = A(n− 1)+G(n− 1)eH
A (n)/ϕ(n− 1), (2L × 2)

EA(n) = λ[EA(n− 1)+ eA(n)eH
A (n)/ϕ(n− 1)], (2× 2)

G(n) = M(n)+ B(n− 1)m(n), (2L × 1)

eB1(n) = EB(n− 1)m(n), (2× 1)

eB(n) = keB2(n)+ (1− k)eB1(n), (2× 1)

B(n) = B(n− 1)+G(n)eH
B (n)/ϕ(n), (2L × 2)

EB(n) = λ[EB(n− 1)+ eB2(n)eH
B2

(n)/ϕ(n)], (2× 2)

Filtering

e(n) = y(n)− ĥ
H

(n− 1)x(n), (1× 1)

ĥ(n) = ĥ(n− 1)+G(n)e∗(n)/ϕ(n). (2L × 1)

the two-path structure,Eei , multiplied with a fixed valueC < 1,

EeRLS,i < C Eei , (18)

wherei ∈ {1, 2} denotes the channel number.

3.3 Subband Filterbank Design

The main reason for using a subband scheme is the reduction of calculation complex-
ity, but other positive effects include increased stability of the adaptive filter, because
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fewer taps are adapted in each subband, and a structure that allows for efficient im-
plementations on parallel systems. The condition number of the correlation matrix
in each subband is also reduced, resulting in increased convergence rate for the LMS
class of adaptive filters. The two biggest disadvantages are the transmission path delay
that is introduced, exemplified in Table2, and possible aliasing due to downsampling.
In [16] it has been shown that if critical downsampling is used, i.e., if we have the
same downsampling ratior as number of subbandsM, aliasing will significantly de-
crease the performance of the adaptive filters. Therefore non-critical downsampling,
i.e. r < M, in conjunction with filters that have good stopband attenuation were
chosen. General discussions of filterbanks can be found in numerous books and arti-
cles [17], [18], [19], [20], but since the emphasis has been on critical downsampled
filterbanks, an efficient structure with non-critical downsampling is shown in the Ap-
pendix. Methods on how to design prototype filters are also discussed.

3.4 Computational Complexity

In this section we calculate the number of real-valued multiplications and additions the
adaptive filter and the filterbanks need per fullband sample period. The Fourier trans-
form in the filterbank and most parts of the adaptive filter (FRLS) are performed with
complex arithmetic. In this analysis, multiplication between two complex numbers is
counted as four real multiplications and two real additions.

The number of multiplications needed for the real-valued two channel FRLS [13]
is 32L, and the number of additions is 32L, where L is the length of the adaptive
filter. This includes calculation of the residual signals for both channels. The subband
signals are complex valued, and the complex version of the two channel FRLS is given
in Table1. This algorithm needs 128Lsubreal-valued multiplications and 128Lsubreal
additions, whereLsub denotes the length of the adaptive filter in the subbands. Echo

x(n)
ĥRLS

y(n)

eRLS(n)

ĥ

y(n)

e(n)

Figure 3: Two-path adaptive filtering.
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cancellation in the subband structure described in previous sections, needsM/2+ 1
adaptive filters, AppendixA, but due to downsampling they are updated 1/r times the
fullband rate. The length of the adaptive filters areLsub = L/r + Cnc, whereCnc
compensates for the non-causal taps [21]. The total number of real multiplications per
fullband sample is 128M/2+1

r Lsub and the number of additions 128M/2+1
r Lsub.

The analysis, (29), and synthesis, (38), filterbanks include two parts, polyphase
filtering and fast Fourier transformation. The polyphase filtering usesK multipli-
cations andK additions per filterbank, whereK is the length of the prototype fil-
ter. Since the input signal of the Fourier transform in the analysis filterbank is real-
valued, and the output signal from the Fourier transform in the synthesis filterbank is
also real-valued, only two Fourier transforms are needed for the four analysis filter-
banks and one Fourier transform for the two synthesis filterbanks. In order to separate
the one complex valued Fourier transform into two real-valued transforms, 2M − 4
extra additions are needed [22]. If the Fourier transforms are implemented with a
Radix 2 structure, they each need 2M log2 M − 7M + 12 real multiplications and
3M log2 M − 3M + 4 additions [22]. Also the filterbanks need to be updated at 1/r
times the fullband rate. The total number of multiplications of the four analysis fil-
terbanks is1

r (4K + 4M log2 M − 14M + 24) and the total number of additions is
1
r (4K + 6M log2 M − 2M). In the synthesis filterbank,K extra additions are needed
to update the state vector in each filterbank, (38). The total number of multiplications
for the two synthesis filterbanks is1r (2K + 2M log2 M − 7M + 12) and the num-
ber of additions1

r (4K + 3M log2 M − M). In Table2, complexity examples with
different number of subbands are given. Three system configurations are considered:
Two-channel FRLS in all subbands, NLMS in all subbands, and finally, FRLS in half
of the subbands, and NLMS in the other half.

4 Simulations

In order to validate the system in a controlled manner and verify the necessity to
decorrelate the stereo signals, simulations have been performed on data recorded in
HuMaNet room B [23]. First a recording representing the transmission room was
performed. In this recording, the excitation signal was a high-quality speech signal
recorded in an anechoic chamber. Two loudspeakers were used, representing two
speakers at different positions, in order to create signals with spatial changes in the
transmission room. Also, signals representing the receiving room were recorded, us-
ing the transmission room signal above as excitation signal. The signals were recorded
at a sampling rate of 16 kHz and the average SNR (echo-to-noise ratio) was approx-
imately 40 dB, i.e., a very low background noise level. In the simulations in this
section, the echo canceler had the following settings.



4 Simulations 45

Table 2: Calculation complexity comparison given as number of 106 real-valued mul-
tiplications per second at 16 kHz sample period. Corresponding fullband impulse
response lengthL = 3168, downsampling rater = 3

4 M, number of non-causal taps
per subbandCnc = 5 [21]. In the hybrid NLMS/FRLS system, FRLS is used in the
lower half of the subbands, and NLMS in the upper.

System configuration
Number of subbands,M 1 16 32 64 128
Prototype filter length,K − 207 415 831 1663
Signal delay (ms) 0 13 26 52 104

System components complexity
Filterbank − 1.8 1.9 2.0 2.1
Two-channel FRLS 1.6k 410 200 100 53
NLMS 410 100 50 25 13
Two-path 200 52 25 12 6.6

System complexity (adaptive filter, filterbank, two-path)
FRLS 1.8k 470 230 110 61
Hybrid NLMS/FRLS − 290 150 76 41
NLMS 610 160 76 39 22

Number of subbands :M = 64.

Downsampling rate :r = 48.

Number of estimated impulse response taps in each subband :Lsub= 66.

Number of corresponding fullband impulse response taps :L = r L sub= 3168.

Number of possible fullband non-causal taps [21] : 300.

As shown in Section2.1, the echo canceler problem has an infinite number of
solutions when the two input signals,x1 andx2 in Fig. 1, are linearly related. The
magnitude coherence function,

γ ( f ) = |Sx1x2( f )|√
Sx1x1( f )Sx2x2( f )

, (19)

is a measure of how correlated the two signals are [4], whereγ ( f ) = 1 shows that
the two signals are completely linearly related to each other. That is, the SAECR will
have difficulties to converge to the correct solution in those frequency regions where
the magnitude coherence function is close to one. In Fig.4, the magnitude coherence
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Figure 4: Magnitude coherence between right and left transmission room sig-
nal in the echo canceler. Average signal to noise ratio is approximately 40 dB.
(a) Unprocessed transmission room signals. (b) Signals pre-processed with the
half-wave rectifier,α = 0.5. (c) Signal coded/decoded with an MPEG layer III
audio coder [11], coded at 32 kbit/s per channel. (d) MTPC coder [12], same
conditions as Fig.4(c).

function is shown for speech signals recorded as described above. The power spec-
tral estimates,Sxi x j , were calculated using the Welch method [24] with a Hanning
window of 8196 samples on the signals recorded at 16 kHz. In the estimations, 30
s long signals were used. Figure4(a) shows the magnitude coherence between the
left and right channels for an unprocessed transmission room speech recording. The
correlation between the channels can be reduced by pre-processing the signals. In
Fig. 4(b) the magnitude coherence for signals pre-processed with half-wave rectifiers,
Section2.2, with α = 0.5 is shown. The signals can also be decorrelated by the use
of a coder and a decoder [5]. In Fig.4(c) the magnitude coherence function is shown
for a signal that has been coded/decoded by an MPEG Layer III coder [11], [25] and
finally in Fig. 4(d) the result using an MTPC coder [12] is shown. Both coders coded
the left and right channels separately at 32 kbit/s per channel.

One way to show the effectiveness of the decorrelation is to study how the perfor-
mance of the echo canceler decreases after a position change of the transmission room
speaker. As a performance index the normalized mean square error1 (MSE) energy of
the residual is used. The MSE is given by,

MSE= Pe−w

Py−w

, (20)

Pe−w = LPF[e(n)− w(n)]2, (21)

1Since we normalize with the power of the echo. We can regard this as the inverse of the echo return
loss enhancement (ERLE).
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Figure 5: Transmission room signals used as excitation signal in Figs.6–8.
The speaker changes position at 5.1 s. (a) Left channel. (b) Right channel.

wherew denotes the receiving room background noise signal and LPF denotes a low-
pass filter; in this case it has a single real pole at 0.999.Py−w is analogously calcu-
lated. In all examples, except the double-talk example, the background noise signalw

is unknown, and cannot be subtracted according to (21). This will somewhat increase
the MSE. The excitation signals to be used in the examples are shown in Fig.5. The
left channel is shown above the right channel. In this signal the speaker moves from a
position close to the left microphone, to a position closer to the right microphone at 5.1
seconds. Shown in Fig.6(a) is the MSE resulting from echo cancellation of a signal
that has not been processed with the half-wave rectifier. Especially notice the severe
increase of MSE after the instantaneous transmission room speaker position change
at 5.1 seconds. In Fig.6(b) the mean square error for the same excitation signal but
processed with the half-wave rectifier,α = 0.5, is shown. Under these conditions,
the SAECR converges towards the true solution, and is therefore less sensitive to echo
path changes in the transmission room. Because of this, the MSE is almost unaffected
by the transmission room speaker position change at 5.1 seconds. Simulations have
shown similar behavior for the coded/decoded signals used in Fig.4(c,d) as for signals
processed with the half-wave rectifier,α = 0.5. This suggests that the magnitude co-
herence function is an effective measure of how the condition of the correlation matrix
Rxx(n) (8) affects the performance of the SAECR.

In Fig. 7 the MSE as a function of subband number is shown for two time in-
stances, before (solid line) and directly after (dashed line) the transmission room
speaker changes positions. In Fig.7(a), where an unprocessed signal was used as
input for the echo canceler, it is shown that the increase in MSE is severest in the
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Figure 6: Residual echo after the echo canceler without non-linear residual
echo suppression. The clip shows the convergence on a speech signal with 16
kHz sampling rate, and a change of position of the transmission room speaker
at 5.1 s. The SNR was approximately 40 dB in both the transmission room and
the receiving room. (a) MSE, see (20), of the residual, unprocessed signal. (b)
MSE of signal processed with the half-wave rectifier,α = 0.5

lower subbands. This corresponds to the region where the channels are highly corre-
lated, compare Fig.4(a). In Fig.7(b), a signal processed with the half-wave rectifier,
α = 0.5, was used. Since the channels are less correlated in this case, there are only
minor differences in the MSE before and after the transmission room speaker changes
positions. Figure7 also indicates that the channel decorrelation is more important in
the lower frequency regions than in the higher ones, in practical situations.

Other simulations have shown that when a background noise source, in our case
fan noise from a personal computer, was emitted in the transmission room, the cor-
relation between the channels was reduced. Convergence of the adaptive filters was
improved, especially in the higher frequency regions. Though channel decorrelation is
still needed in normal office environments, especially in the lower frequency regions.

In the previous examples, the two-channel FRLS algorithm is used in all subbands.
In order to reduce the calculation complexity, it is possible to switch to an NLMS
algorithm in the upper subbands without significantly reducing the performance of the
echo canceler. In Fig.8 the MSE performance of the FRLS and the NLMS algorithm
are shown for one typical lower and one typical higher subband. The impressive
performance gain of the FRLS algorithm only applies to the lower subbands. The
performance of a system with FRLS in the lower and NLMS in the higher subbands
is shown in Fig.9.
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Figure 7: Subband MSE, see (20), at two time instances, solid line at 5.1 s and
dashed line at 5.4 s, where the latter is directly after a speaker position change
in the transmission room. (a) Unprocessed signal, the same conditions as in
Fig. 6(a). (b) Signal processed with the half-wave rectifier,α = 0.5, like in
Fig. 6(b).

Finally, a double-talk situation is shown. In contrast to the previous figures, the
receiving room is simulated, using 4096 taps long room impulse responses. This in
order to be able to remove the double-talk signal before calculating the MSE, (20).
The signal was processed with the half-wave rectifier,α = 0.5, and the two-channel
FRLS algorithm was used in all subbands. The result is shown in Fig.10.

5 Summary

With the real-time implementation of the stereophonic acoustic echo canceler pre-
sented in this paper, we have been able to confirm that the use of two channels sig-
nificantly enhances the ability to aurally separate the speakers in video conferencing
systems. Therefore a listener in the receiving room has an improved ability to distin-
guish one speaker in the transmission room, when other speakers, also situated in the
transmission room but at other positions, are talking at the same time.

It has also been confirmed that decorrelation is crucial for stability of the system,
both in real-time experiments and in off-line simulations on real-life recorded signals
presented in the previous section. The studies also confirm that without a decorrelator,
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Figure 8: Subband convergence comparison between the two-channel FRLS
and NLMS algorithms. The figures show the MSE performance for one typical
lower and one typical higher subband. Solid line FRLS, dashed line NLMS.
(a) subband 7 (center frequency at 1.75 kHz), (b) subband 18 (center frequency
at 4.5 kHz).

it is unlikely that the echo canceler converges to the correct solution. This is especially
the case in the lower subbands, and in situations when the transmission room back-
ground noise is low. Finally it is shown that the two-channel FRLS adaptive algorithm
is superior to the NLMS algorithm in the lower subbands, but the performance gain is
less in the upper subbands.

The RLS algorithm is notorious for its stability problems. However, with the stabi-
lization enhancements presented in this paper, and a proper initialization, it has been
possible to use the algorithm in a controlled manner, and it has shown a very fast
convergence rate. Even if tracking/reconverging is somewhat slower than initial con-
vergence, see Fig.10. Double-talk situations can severely decrease the performance
of the adaptive filter. In the system, the two-path structure handles these situations.
It also takes care of problems when the FRLS is restarted. Restarts are necessary for
stabilization of the FRLS, e.g., in a simulation where 24 hours of real-life data was
processed, each subband was restarted on average every 18 s.

The real-time system also includes a device to suppress the residual echo after
the adaptive filter, see Fig.2. The suppressor consists of three parts. The first is a
short-time transmission room energy based suppressor, which increases suppression
as the speech energy in the transmission room increases. The second suppressor, an
echo path gain based suppressor [26], can be viewed as a mild form of center clipping
in that if the residual echo is very strong, it is left unaffected, but when it is below
a threshold, it is attenuated by an amount roughly proportional to the residual echo
signal. Finally, comfort noise is added to the residual echo signal. Without comfort
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Figure 9: Fullband convergence comparison between the two-channel FRLS
and NLMS algorithms. The figure shows the MSE performance for different
SAECR setups. Solid line: FRLS is used in all subbands. Dashed line: NLMS
is used in all subbands. Dotted line: FRLS in the lower 16 subband, NLMS in
the upper 17 subbands.

noise, the listener may be annoyed by the rapid changes of suppression by the two
suppressors.

The subband structure enhances the system in several ways, including reducing
the calculation complexity as has been shown in this paper. Another important ad-
vantage is the ability to run the adaptive algorithms on parallel processing units. In
the real-time system, the analysis and synthesis filterbanks are processed on one DSP,
whereas the adaptive filters are distributed over several DSPs. To be more specific,
the adaptive filter,̂hRLS in Fig. 3, is distributed, whereas the filtering,ĥ in Fig. 3, is
performed on the DSP which also executes the filterbanks [27]. This way, no extra
signal path delay is introduced by the parallel structure, see AppendixE. As the inher-
ent transmission signal delay is a clear disadvantage of subband structures, this is of
importance. Examples of the delay introduced by the filterbank are given in Table2.

Finally, the authors would like to comment simulation data used in this paper.
Simulations have been conducted under several different situations. It was chosen
to use data with fairly high SNR, 40 dB, in the paper. This since background noise
will decorrelate the channels, and thereby reduce the “stereophonic” problem. That
is, with lower SNR the MSE for a converged system will increase, but the increase of
MSE due to transmission room speaker change, Fig.6(a), will be less obvious.
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Figure 10: Double-talk situation, only the left channel is shown. (a) Echo-
signal, without double-talk. (b) Double-talk signal. (c) MSE performance:
SAECR without the two-path structure (dashed line). SAECR With the two-
path structure (solid line).

Appendix

A Analysis Filterbank

The signal for subbandm, xm(k), is calculated by bandpass filtering and downsam-
pling of the fullband input signalx(n),

xm(k) =
K−1∑
l=0

fm(l )x(rk − l ), (22)

where the subband filter is denotedfm(n) with lengthK and the downsampling factor
is r , see Fig.11. The subband filters,fm(n), are modulated versions of the low-pass
prototype filter f (n). If M denotes the number of subbands in the filterbank, the
individual subband filters can be expressed with the modulation,fT

m = wT
mF, where

fm =
[

fm(0) fm(1) . . . fm(K − 1)
]T

, (23)

wm =
[
1 ej 2πm

M (1) . . . ej 2πm
M (M−1)

]T
, (24)

F = [diag(f̃0) diag(f̃M ) . . . diag(f̃K−M )
]
. (25)
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x(n)
f0 ↓ r x0(k)

f1 ↓ r x1(k)

fM−1 ↓ r xM−1(k)

Figure 11: Analysis filterbank: Each subband signalxm(k) can be found by
band-pass filtering the fullband signalx(n) with fm(n) and then downsampling
it by a factorr .

The prototype filter matrixF is of sizeM × K , and diag(f̃ i ) denotes a diagonal matrix
with elements from the prototype filter as,

diag(f̃ i ) =



f (i ) 0
. . .

0 f (i+M−1)


 . (26)

Due to the downsampling,r new input samples are needed for each new subband
sample, denoted aframe. Now the output sample in subbandm, framek can be
expressed asxm(k) = wT

mFx(k), where the fullband input vectorx(k) is defined as

x(k) = [x(rk) x(rk − 1) . . . x(rk − K + 1)
]T

. (27)

By exchanging the modulation vectorwm for the modulation matrix,

W = [w0 w1 . . . wM−1
]T

, (28)

a vector containing all subband samples at framek may be calculated as,[
x0(k) x1(k) . . . xM−1(k)

]T =WFx(k). (29)

The efficient DFT polyphase filterbank structure can be seen in (29). SinceF is a
real sparse matrix,Fx(k) can be calculated withK real multiplications. Secondly, the
modulation matrix divided by the number of subbands,W/M, is also known as the
inverse DFT matrix. Therefore, the calculation complexity of (29) can be reduced by
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e0(n) ↑ r g0

e1(k) ↑ r g1

eM−1(k) ↑ r gM−1

e(n)

Figure 12: Synthesis filterbank: The reconstructed fullband signal is a sum of
upsampled and band-pass filtered subband signals.

using efficient inverse fast Fourier transforms (IFFT). Let us return to (28) once again.
Due to the symmetry in the modulation vector (24), the following relation between
rows can be seen in (28),

wi = w∗M−i 1≤ i ≤ M

2
− 1 (30)

where∗ denotes the conjugate operator. Consequently,xM−i (k) = x∗i (k) as long as
the input signalx(n) and the elements of the prototype filter matrixF are real-valued.
Therefore, it is only necessary to calculate the firstM/2+ 1 subbands, and also only
necessary to apply the adaptive filters, the echo canceler, in theM/2+ 1 lowest sub-
bands. It should be noted that complex valued adaptive filters are needed.

B Synthesis Filterbank

The synthesis filterbank reconstructs the fullband signal,e(n), by a summation of
the interpolated and filtered subband signalsem(k), see Fig.12. For reasons that
will be seen later in the section, it is advantageous to use a state description of the
filterbank filters, illustrated in Fig.13. The input signal to the filterbank,em(k), is
upsampledr times. Then,K copies of the interpolated signal are each multiplied with
the corresponding synthesis filterbank filter-tap,gm(l ). Each sample factor is added to
a state variablesm,l (n), in the state vectorsm(n). For every fullband sample interval,
the state vector is shifted one position. The fullband signal can then be calculated as
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em(k) ↑ r
gm(K − 1) gm(2) gm(1) gm(0)

z−1 z−1 z−1

sm,K−1(n) sm,2(n) sm,1(n)
sm,0(n)

s0,0(n)

sM−1,0(n)
e(n)

Figure 13: State representation of synthesis filter: The subband signalem(k) is
first upsampled.L delays of the signal are each multiplied by the correspond-
ing filter-tap gm(l ) and added to the state variablesm,l (n). The state vector
sm(n) is shifted each sample-interval. The reconstructed signal can then be
found as the sum of the state variables,e(n) =∑M−1

m=0 sm,0(n).

the sum of the upper state variables,e(n) = ∑M−1
m=0 sm,0(n). Let us now define the

state vector as one upper and one lower vector,

sm(k) =
[
su
m(k)

sl
m(k)

]
, (31)

su
m(k) = [sm,0(kr) sm,1(kr) . . . sm,r−1(kr)

]T
, (32)

sl
m(k) = [sm,r (kr) sm,r+1(kr) . . . sm,K−1(kr)

]T
. (33)

Due to the interpolation, every subband sampleem(k) is followed byr − 1 zeros. For
these zeros, the state vectors are only updated with shifts. The output signale(n) can
therefore be calculated forr samples, i.e., one frame at a time,

[
e(kr − r + 1) e(kr − r + 2) . . . e(kr)

]T = M∑
m=0

su
m(k). (34)

Similar to the analysis filters, the synthesis filterbank filtersgm(n) are modulated ver-
sions of the low-pass prototype filterg(n). Therefore, the filter vector

gm =
[
gm(0) gm(1) . . . gm(K − 1)

]T
, (35)

is defined asgm = Gwm. Here,G is a sparse prototype matrix of sizeM × K ,

G = [diag(g̃0) diag(g̃M ) . . . diag(g̃K−M )
]T

, (36)
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where diag(g̃0) is defined as in (26) andwm is defined in (24). As mentioned above,
the state vectors can be updated on a frame basis. The state vectors are shiftedr
positions and the input subband sample, multiplied withgm, is added,

sm(k) =
[
sl
m(k− 1)

0r×1

]
+Gwmem(k). (37)

When reconstructing the output signale(n), it is enough to know the sum of the state
vectors, as is shown in (34). Therefore, the state vectors do not need to be updated
individually, instead it is sufficient to update the sum of the state vectors, as

s(k) =
[
sl (k − 1)

0r×1

]
+GWesub(k), (38)

whereW is defined in (28) andesub(k) = [e0(k) e1(k) . . . eM−1(k)
]T

. Finally,
(38) can be calculated with a computationally efficient IFFT algorithm, and the output
for framek is then the upperr elements of the state vector.

C Prototype Filter for Non-critical Downsampling

In this Appendix, we will formulate a filterbank design method as a minimization
problem. Quadratic programming has been found to be an efficient method for solving
this minimization problem, and in AppendixD the minimization criteria is reformu-
lated for a quadratic programming algorithm.

Since aliasing in the filterbank will drastically decrease the performance of the
SAECR, aliasing suppression is an important property of the prototype filter. Hence,
alias suppressing subbands in combination with non-critical down-sampling, allow
us to neglect aliasing cancellation in the filterbank. The only requirement for the
filterbank, neglecting small amounts of aliasing, is to ensure that the analysis-synthesis
system is a pure delay,

1

r

M−1∑
m=0

F(ej (ω− 2πm
M ))G(ej (ω− 2πm

M )) = e− j ωK , (39)

whereK is the prototype filter length,M the number of subbands,r downsampling
factor, F(z) = ∑K−1

k=0 f (k)z−k the analysis filter, andG(z) = ∑K−1
k=0 g(k)z−k the

synthesis filter. In order to guarantee linear phase, we letG(z) = z−K F(z−1). If we
define the non-causal filterR(z) = F(z)F(z−1), which only differ from the analysis-
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synthesis system,F(z)G(z), by a delay, an equivalent requirement to (39) would be,

1

r

M−1∑
m=0

R[ej (ω− 2πm
M )] = 1. (40)

Now, we can formulate the filter design problem as a minimization problem. First we
need to make sure that the passband is sufficiently flat, by minimizing

81 =
∫ 2π

M − π
r

0
[R(ej ω)− r ]2dω. (41)

The region where two adjacent bands overlap also needs to be flat, i.e. we minimize

82 =
∫ π

r

2π
M − π

r

[R(ej ω)+ R(ej (ω− 2π
M ))− r ]2dω. (42)

Finally, we need to minimize aliasing by enforcing good stopband attenuation,

83 =
∫ π

π
r

[R(ej ω)]2dω. (43)

The total minimization problem can now be expressed as

min
R(z)

α181+ α282+ α383, (44)

subject to the constraints,

r̃ (0) ≥ r̃ (n), n 6= 0, (45)

r̃ (n) = r̃ ∗(−n), ∀n, (46)

whereαi ≥ 0 are trade-off parameters andR(z) = ∑K−1
k=−K+1 r̃ (k)z−k. Quadratic

programming [28] has been found to be a fast and stable method to solve this mini-
mization problem. The filters used in the simulations are designed with this method,
and are shown in Fig.14. In [29], a method for calculatingF(z) from a givenR(z)
is presented. An alternative method to design filters that satisfies (39) can be found
in [30]. This method has more stringent requirements, forcing81 and82 to be equal
to zero, but also needs a larger filter lengthK in order to achieve good stopband atten-
uation.
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Figure 14: Filterbank for subbandm = 0 andm = 1. Aliasing for subband 0
occurs aroundf = 1

2r .

D Prototype Filter Construction

In this section it will be shown how (44) can be numerically determined with a quad-
ratic programming algorithm [28]. Implementations of this algorithm is available in
commercial software packages such as in the Optimization toolbox in MATLAB .

In quadratic programming, the following function is minimized,

min
r

1

2
r H Hr + fH r , (47)

under the constraint,

Ar ≤ b, (48)

where the number of parameters to minimize isL. The matricesH andA are of size
L × L, andr and f are of sizeL × 1. We now need to determine the matricesH,
A, r andf so that the minimization problem in (47) and (48) equals the minimization
problem in (44), (45) and (46).

In AppendixC, we have seen that it is sufficient to minimize the non-causal filter
R(z). We can evaluate this function on the unit circle,z= ej ω, as

R(ej ω) = r̃ Lej ωL + r̃ L−1ej ω(L−1) + · · · + r̃0ej 0+ · · · + r̃ Le− j ωL (49)

= r̃0+ 2
L∑

l=1

cos(lω)r̃ l . (50)

It is possible to determine the value ofr̃0. By integrating (40) we get,

2πr =
∫ π

−π

M−1∑
m=0

R
(
ej (ω− 2πm

M )
)

dω. (51)
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Now we replaceR(ej (ω− 2πm
M )) with the definition in (50), and change the order of

integration and summation,

2πr =
∫ π

−π

M−1∑
m=0

r̃0+ 2
L∑

l=1

cos

(
lω − 2πml

M

)
r̃ l dω (52)

= 2π Mr̃0 +
M−1∑
m=0

2
L∑

l=1

∫ π

−π

cos

(
lω − 2πml

M

)
r̃ l dω︸ ︷︷ ︸

=0

. (53)

From (53) we can determine that̃r0 = r
M . That is, we now haveL parameters to

minimize,

r = [r̃1 r̃2 · · · r̃ L
]
. (54)

Next we will evaluate the integrals in (41), (42), and (43), starting with (41).

81 =
∫ 2π

M − π
r

0

[
R(ej ω)− r

]2
dω (55)

=
∫ 2π

M − π
r

0

[
r

M
− r + 2

L∑
l=1

cos(lω)r̃ l

]2

dω (56)

=
[( r

M
− r

)2
ω + 4

( r

M
− r

) L∑
l=1

sin(lω)

l
r̃ l+

2
L∑

l=1

(
cos(lω) sin(lω)

l
+ ω

)
r̃ 2
l +

4
L−1∑
l=1

L∑
p=l+1

(
sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l

)
r̃ l r̃ p




2π
M − π

r

0

. (57)

Similarly,82 is,

82 =
∫ π

r

2π
M − π

r

[
R(ej ω)+ R(ej (ω− 2π

M ))− r
]2

dω = (58)
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=
[(

2r

M
− r

)2

ω + 4

(
2r

M
− r

) L∑
l=1

(
sin(lω)

l
+ sin(lω − 2π l

M )

l

)
r̃ l+

2
L∑

l=1

(
cos(lω) sin(lω)

l
+ ω + 2 cos

(
2π l

M

)
ω + sin(2lω − 2π l

M )

l
+

cos(lω − 2π l
M ) sin(lω − 2π l

M )

l
+ ω − 2π

M

)
r̃ 2
l +

4
L−1∑
l=1

L∑
p=l+1

(
sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l
+ sin(pω − lω − 2πp

M )

p− l
+

sin(pω + lω − 2πp
M )

l + p
+ sin(pω − lω + 2π l

M )

p− l
+ sin(lω + pω − 2π l

M )

l + p
+

sin(pω − lω − 2π(p−l)
M )

p− l
+ sin(lω + pω − 2π(l+p)

M )

l + p

)
r̃ l r̃ p

] π
r

2π
M − π

r

. (59)

Finally 83 is,

83 =
∫ π

π
r

(
R(ej ω)

)2
dω (60)

=
[
(

r

M
)2ω + 4r

M

L∑
l=1

sin(lω)

l
r̃ l + 2

L∑
l=1

(
cos(lω) sin(lω)

l
+ ω

)
r̃ 2
l +

4
L−1∑
l=1

L∑
p=l+1

(
sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l

)
r̃ l r̃ p


π

π
r

. (61)

Let us start with determining the matrixH. Since the matrixH in (47) is pre-multiplied
with r H and post-multiplied withr , the elements inH correspond to the coefficients
in front of all r̃ 2

l and all r̃ l r̃ p in (57), (59) and (61). We will start to derive a non-
symmetric matrixH′, and later transform it to the symmetric matrixH.

Let us begin with determining the elements on the diagonal ofH′. In (47), the
operationr H Hr lead to that all diagonal elements are multiplied byr̃ 2

l , wherel is
given by the position andr is defined in (54). That is, the top left element inH is
multiplied by r̃ 2

1 and so on. By examining (57), (59) and (61), we can determine the
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diagonal elements,

[H′](l−1,l−1) = α1 · 2
[

cos(lω) sin(lω)

l
+ ω

] 2π
M − π

r

0︸ ︷︷ ︸
from φ1 in (57)

+

α2 · 2
[

cos(lω) sin(lω)

l
+ ω + 2 cos

(
2π l

M

)
ω + sin(2lω − 2π l

M )

l
+

︸ ︷︷ ︸
from φ2 in (59)

cos(lω − 2π l
M ) sin(lω − 2π l

M )

l
+ ω − 2π

M

] π
r

2π
M − π

r︸ ︷︷ ︸
from φ2 in (59)

+

α3 · 2
[

cos(lω) sin(lω)

l
+ ω

]π

π
r︸ ︷︷ ︸

from φ3 in (61)

, 1≤ l ≤ L, (62)

whereα1, α2 andα3 are from (44), and[H′](l ,p) denotes the element in rowl , column
p of the matrixH′. Next we determine the rest of elements inH′. If we study the
upper left triangular part ofH, we can conclude that these elements are multiplied
with r̃ l r̃ p in the operationr H Hr in (47), wherer is defined in (54). Once again, we
examine (57), (59) and (61), and determine that, the upper left triangular part ofH′ is

[H′](l−1,p−1) = α1 · 4
[

sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l

] 2π
M − π

r

0︸ ︷︷ ︸
from φ1 in (57)

+
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α2 · 4
[

sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l
+ sin(pω − lω − 2πp

M )

p− l
+

︸ ︷︷ ︸
from φ2 in (59)

sin(pω + lω − 2πp
M )

l + p
+ sin(pω − lω + 2π l

M )

p− l
+ sin(lω + pω − 2π l

M )

l + p
+︸ ︷︷ ︸

from φ2 in (59)

sin(pω − lω − 2π(p−l)
M )

p− l
+ sin(lω + pω − 2π(l+p)

M )

l + p

] π
r

2π
M − π

r︸ ︷︷ ︸
from φ2 in (59)

+

α3 · 4
[

sin(pω − lω)

p− l
+ sin(pω + lω)

p+ l

]π

π
r︸ ︷︷ ︸

from φ3 in (61)

,

1≤ l ≤ L − 1, l < p ≤ L . (63)

So far the lower left triangular part ofH′ is zero. The quadratic programming algo-
rithm requires the matrixH to be symmetric. We can fix this and at the same time
compensate for the factor1

2 in (47),

H = H′T + H′. (64)

The elements in the vectorf correspond to the terms in (57), (59), and (61) which
include the non-quadratic coefficientr̃ l . Like before, we examine (57), (59) and (61),
and determine that,

[f](l−1,0) = α1 · 4
( r

M
− r

) [sin(lω)

l

] 2π
M − π

r

0︸ ︷︷ ︸
from φ1 in (57)

+

α2 · 4
(

2r

M
− r

)[
sin(lω)

l
+ sin(lω − 2π l

M )

l

] π
r

2π
M − π

r︸ ︷︷ ︸
from φ2 in (59)

+

α3 · 4r

M

[
sin(lω)

l

]π

π
r︸ ︷︷ ︸

from φ3 in (61)

, 1 ≤ l ≤ L . (65)
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Finally, we will determine the constraints in (48). From (45) we know that̃r (0) ≥
r̃ (n). This is satisfied ifA is the identity matrix of sizeL × L, and all elements inb
equalr̃0, i.e., all elements inb equal r

M .
The total response of the filterbank,R(z), can now be determined with a quadratic

programming algorithm. This filter can then be divided into one analysis and one syn-
thesis filter,F(z) andG(z) respectively, so thatR(z) = F(z)G(z)z−K . This relation
is described in AppendixC and an appropriate method to split the filterR(z) is given
in [29].

E Real-time Implementation

In this section, the real-time implementation of the stereophonic acoustic echo can-
celer is described. All vital parts of an echo canceler have been implemented and the
underlying hardware is a parallel floating-point DSP-board. Each board is equipped
with four DSPs, the TMS320C44 from Texas Instruments. Special care was taken to
create a general implementation. That is, by the means of a re-compilation, it is pos-
sible to change variables such as the sampling rate, the number of subbands, and the
downsampling factor. The main program was written in C. However, all time critical
code sections are hand optimized TMS320C44 assembly code. The echo canceler has
also been ported to run natively on a PC, under MATLAB using MATLAB ’s standard
C interface. All simulations in this paper have been performed using this latter port of
the program.

Section3 describes the basic stereophonic acoustic echo canceler depicted in
Fig. 1. As described in Section1 and Section3.4, the calculation complexity of a
fullband implementation is high and therefore a subband realization was chosen, il-
lustrated by a block scheme in Fig.2. All parts, except the adaptive filter, require dual
units, one for each channel, whereas the adaptive filter is an integrated unit for the two
channels, since the same Kalman gain calculation is needed for both channels.

Decomposition of Code for Parallel Execution

A subband approach is not only advantageous from a calculation complexity perspec-
tive, it also usually results in code that can execute efficiently in parallel on multiple
execution units. That is, with a reasonable amount of data transmission, the code can
be distributed over a number of DSPs. The two-channel FRLS adaptive filters used
in the implementation represent the majority of the calculation complexity, and it was
therefore decided that out of the four DSPs, three would be used to execute the adap-
tive filters. These three DSPs are denoted B,C and D, and each one estimates the
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Hardware inter-DSP communication ports

AD/DA DSP A DSP B DSP C DSP D

Shared memory+
host computer

Figure 15: DSP-board: The AD/DA converter is connected to the master DSP,
DSP A. This DSP has bi-directional parallel communication ports to the other
DSPs. All DSPs are connected to the shared memory and the host computer
with a data buss. Each DSP is also equipped with two banks of zero wait state
local memory. In the two-board configuration, the boards communicate over a
communication port connected between the two DSP A’s.

impulse response for one third of the subbands. That leaves the four analysis filter-
banks, the two synthesis filterbanks, the filtering part of the two-path structure and
post-processing of the residual signals for DSP A. Figure15 shows the communica-
tion paths between the different units. All data transfers between DSPs are done over
the bi-directional parallel communication ports that are available on the TMS320C4x.
The direct memory access (DMA) coprocessors on this DSP can move blocks of data
over the communication ports without interaction from the central processing unit
(CPU), almost eliminating the overhead of the the inter-processor communication.

In Fig. 16, a timing diagram shows where and when the different parts of the echo
canceler are executed. Let us study the process in DSP A during one frame. When
one frame of samples has been received from the AD converter att0 the far-end and
near-end signals are decomposed into subbands. After execution of each analysis
filterbank, DMAs move the subband samples over the communication ports to the
other DSPs. One third of the subbands are moved to DSP B, etc. As can be seen
in Fig. 16, the results from the adaptive filters are not available until the next frame.
Therefore DSP A must use the echo path estimates,ĥ(·), from earlier frames in the
actual echo cancellation, at timet1. After the filtering, a post-processor reduces the
residual echo in the subbands. Finally, att3, the synthesis filterbanks reconstruct the
fullband echo canceled signals.

The DSPs executing the adaptive filter are shown in the lower half of Fig.16.
When all subband signals are received, att2, the execution of a new frame starts. First,
the adaptive filters update the echo path estimates and calculate the residual signals.
During this process, residuals from the same frame of input signals, but calculated with
the previous echo-path estimates, are received from DSP A, at timet4. These residuals
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Figure 16: Timing diagram of execution. The left half of the figure describes
DSP A, and the right half DSP B,C,D. Solid boxes show tasks performed by
the CPU and dashed boxes tasks performed by the DMAs.
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are compared according to the two-path structure att6 and for those subbands where
the echo-path estimates have improved, the new estimates are sent back to DSP A at
time t7.

Note that even though the echo-path estimates are delayed in the structure, there is
no extra delay in the actual signal path due to the parallel structure. The delay of the
estimates is actually needed in the two-path structure, see Section3.2.

Time Synchronization

During initialization, the AD/DA converter is set to its sampling rate and released from
its halt state. After this point, it becomes the master timing device, operating indepen-
dently of the DSPs. For each sample received, a hardware interrupt is generated by
the AD/DA converter on DSP A, Fig.15, and this interrupt is received by one of the
DMAs. The DMA moves the samples to buffers in the memory, and moves samples
from the memory buffers to the DA converter. When one frame of samples has been
received, the DMA interrupts the CPU and the analysis filterbank starts executing.
This point is denotedt0 in Fig. 16. The DMA continues without interaction from the
CPU to move the next frame of samples to another buffer in the memory. In a dual
DSP board configuration, the DMA also moves samples directly to the other board
over a communication port.

The DSPs processing the adaptive filters uses DMAs to move subband samples
from the communication port to buffers in the memory. When samples from all four
analysis filterbanks have been received, the DMA interrupts the CPU, and execution
of the adaptive filters is started (see timet2 in Fig. 16). The adaptive filters must com-
plete this frame before the next frame has arrived at timet2+ one frame.

Analysis and Synthesis Filterbank Implementation

The theoretical description of the filterbank is given in AppendixA, and the analysis
filterbank is implemented in assembler according to (29). The Fourier transform was
initially implemented as a DFT, but it has later been converted to an FFT implementa-
tion. This has been done also for the synthesis filterbank, of which the implementation
corresponds to (34) and (38).

Numerous complexity analyses of filterbanks can be found in the literature, e.g.
in [17], [18], [19], [20]. However, the analyses usually include implementation de-
pendent constants. Below follows an analysis of the number of clock cycles needed to
execute one analysis filterbank on a TMS320C44. In this analysis, memory is assumed
to be accessed without wait states.
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Figure 17: Comparison between a DFT and a radix-2 FFT with real-valued
input signals on a TMS320C4x DSP, [31].

The filtering part involves a convolution withK elements. Due to the data storage
structure imposed by the filterbank, the actual number of clock cycles needed for the
operation areK + 5M, whereK denotes the length of the prototype filter andM the
number of subbands.

Secondly, an inverse discrete Fourier Transform must be performed. Actually,
only the M/2+ 1 lowest subbands need to be calculated, as shown in AppendixA.
Taking this into account plus the fact that the fullband signal is real-valued, a DFT
implementation needsM2 + 5.5M cycles. FFTs are computationally efficient real-
izations of DFTs, especially for large transforms. However, for small transforms, the
DFT is faster due to overhead in the FFT structure. Using the real FFT implementa-
tion presented in [31], the number of cycles needed, including bit-reversing, can be
approximated with 2M log2 M + 2M cycles. The FFT structure requires the number
of subbands to be a multiple of 2, and the complexity approximation represents an
upper limit for transforms of size 64 to 1024, the sizes used in [31]. In Fig.17, a
comparison between the DFT and the FFT implementation is shown. Using an FFT,
the total number of cycles needed can now be written as,

CyclesAnalysis = K + 2M log2 M + 7M + C (66)

whereC is a reasonably small number due to initialization overhead. A similar anal-
ysis can be performed for the synthesis filterbank.
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Two-channel FRLS Implementation

The two-channel FRLS is the most complex block in the echo canceler, considering
both structural and computational complexity. The implementation closely follows
the equations given in Table1 in Section3.1, with the exception that Table1 only
describes cancellation of one return signal. The main structure was written in C, but
all matrix primitives are coded in assembler for maximum performance.

In the implementation, the state of the two-channel FRLS in each subband is
stored in a data structure. This structure is too big to fit in the internal memory in
the TMS320C44, and using external memory for all the matrix operations would sig-
nificantly increase the number of clock cycles needed. Therefore a DMA was set up
to move data to and from external memory in a just-in-time manner. More specifi-
cally, the DMA operates on one of the external and one of the internal memory blocks
while the CPU operates on the other external and the other internal memory blocks,
maximizing the memory bandwidth usage.



References 69

References

[1] J. Benesty, D. R. Morgan, J. Hall, and M. M. Sondhi, “Synthesized stereo com-
bined with acoustic echo cancellation for desktop conferencing,”Bell Labs Tech.
J., vol. 3, no. 3, pp. 148–158, July-Sept. 1998.

[2] M. M. Sondhi and D. R. Morgan, “Acoustic echo cancellation for stereophonic
teleconferencing,” inIEEE ASSP Workshop on Applications of Signal Processing
to Audio Acoustics, 1991.

[3] M. M. Sondhi, D. R. Morgan, and J. L. Hall, “Stereophonic acoustic echo can-
cellation — An overview of the fundamental problem,”IEEE Signal Processing
Lett., vol. 2, no. 8, pp. 148–151, Aug. 1995.

[4] J. Benesty, D. R. Morgan, and M. M. Sondhi, “A better understanding and an
improved solution to the specific problems of stereophonic acoustic echo cancel-
lation,” IEEE Trans. Speech Audio Processing, vol. 6, no. 2, pp. 156–165, Mar.
1998.
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Paper II

Comparison of Different Adaptive Algorithms for
Stereophonic Acoustic Echo Cancellation

Abstract

In this paper, different adaptive algorithms for stereophonic acoustic echo
cancellation are compared. The algorithms include the simple LMS algorithm
and two specialized two-channel adaptive algorithms. Due to the high calcula-
tion complexity needed in stereophonic acoustic echo cancellation applications,
the time domain algorithms are applied in a subband structure. The comparison
include aspects as convergence rate, calculation complexity, signal path delay and
memory usage. Real-life recordings are used in the evaluation.

Based on: P. Eneroth, J. Benesty, T. G¨ansler, and S. Gay, “Comparison of Different Adaptive
Algorithms for Stereophonic Acoustic Echo Cancellation,”European Signal Processing Con-
ference, September 2000.
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1 Introduction

The increasing use of teleconferencing systems and desktop conferencing where the
acoustic echo canceler (AEC) plays a central role, has led to the requirement of faster
and better performing algorithms. In these applications there is a desire to have far
better sound quality and sound localization than what has been provided previously.
These quality improvements can be achieved by increasing the signal bandwidth and
also by adding more audio channels to the system. This last fact spurred the need
for multi-channel acoustic echo cancelers of which the two channel (stereo) AEC
is the the most interesting since only complexity issues differ in the more general
multi-channel case. Figure1 illustrates the concept of stereophonic echo cancellation
between a transmission room and a receiving room. As is depicted in the figure, the
echo is due to the acoustic coupling between the loud-speakers and the microphones in
the receiving room. The solution is to estimate this coupling, and subtract an estimated
echo from the return signal.

Stereophonic acoustic echo cancellation (SAEC) is fundamentally different from
traditional mono echo cancellation. Four mono echo cancelers straightforwardly im-
plemented in the stereo case not only would have to track changing echo paths in the
receiving roombut also in the transmission room!For example, the canceler has to
reconverge if one talker stops talking and another starts talking at a different location
in the transmission room. There is no adaptive algorithm that can track such a change
sufficiently fast and this scheme therefore results in poor echo suppression. Thus,
a generalization of the mono AEC in the stereo case does not result in satisfactory
performance.

The theory explaining the problem of SAEC is described in [1]. The fundamental
problem is that the two channels may carry linearly related signals which in turn may
make the normal equations to be solved by the adaptive algorithm singular. This
implies that there is no unique solution to the equations but an infinite number of
solutions and it can be shown that all (but the physically true) solutions depend on the
transmission room. As a result, intensive studies have been made of how to handle
this properly.

A complete theory of non-uniqueness and characterization of the SAEC solution
was presented in [2]. It was shown that the only solution to the non-uniqueness prob-
lem is to reduce the correlation between the stereo signals and an efficient low com-
plexity method for this purpose was also given, [2]. Several decorrelation methods
has since then been presented [3], [4], [5], and even if these decrease the correla-
tion between the channels, the normal equations to be solved will still represent an
ill-conditioned problem.

The performance of the SAEC is also more severely affected by the choice of
algorithm than the monophonic counterpart. This is easily recognized since the per-
formance of most adaptive algorithms depends on the condition number of the input
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Figure 1: Schematic diagram of a stereophonic echo canceler.

signal. In the stereo case, the condition number is very high and algorithms that do
not take the cross-correlation between the channels into account, such as the standard
Least Mean Square (LMS) or Normalized LMS (NLMS), converge slowly to the true
solution.

More sophisticated algorithms such as the APA (Affine Projection Algorithm) or
RLS (Recursive Least Squares), that are less affected by a high condition number,
handles the stereo case much better. This is even more true for algorithms that are
specially derived for the two-channel situation. In the following we will study two
different types of two-channel algorithms, the two-channel fast RLS algorithm, and a
frequency domain adaptive algorithm.

2 Adaptive Algorithms

A few adaptive algorithms, which exploit the correlation between the two channels in
SAEC, have been derived. In this section, we will investigate important properties of
such algorithms. The algorithms that have been chosen are the two-channel fast re-
cursive least mean squares (FRLS), Table1 [6], applied in a subband scheme and the
unconstrained versions of a two-channel frequency domain adaptive filter, Table2 [7].
For comparison, the normalized least mean square (NLMS), is also studied. In Table3
calculation complexity, signal path delay and memory usage of these algorithms are
exemplified, and finally in Sec.3, convergence and tracking properties are shown in
simulations. All complexity and memory usage numbers are calculated for the full
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SAEC, i.e. withfour adaptive filters andtwo return signals, as depicted in Fig.1.

2.1 Normalized Least Mean Square

The NLMS is without competition the most common adaptive filter, and its strengths
include robust behavior, and its structure allows for simple implementation. The error
signal and the filter updates are calculated as

e(n) = y(n)− xH
1 ĥ1(n− 1)− xH

2 ĥ2(n− 1), (1)

ĥi (n) = ĥi (n− 1)+ µ

xH
1 x1+ xH

2 x2
xi e(n), i = 1, 2 (2)

wherexi is the transmission room signal vector containing the lastL samples for chan-
nel i , andĥi (n) the filter estimate vector. The main disadvantage with this algorithm
is the slow convergence rate on signals with large correlation matrix eigenvalue spread
[8], as speech signals, and with correlated channels in the two channel situation. For
the long adaptive filters needed in SAEC, calculation complexity is also significant.
The number of real-valued multiplications per sample needed for the four adaptive
filters depicted in Fig.1 is 8L for real-valued signals and 32L for complex-valued
signals. The calculation complexity can be reduced by applying the adaptive filters
in a subband structure, but this will also introduce signal transmission delay to the
otherwise delayless NLMS algorithm. This is described in Sec.2.4.

2.2 Two-channel Fast Recursive Least Mean Squares

A complete analysis of the two-channel FRLS algorithm, Table1, is beyond the scope
of this paper. However, a general analysis of the RLS algorithm can be found in [8]
and stabilized two-channel versions are described in [6], [9], [10].

In contrast to the NLMS algorithm, estimates of the signal correlation and the
cross-correlation between the two channels are incorporated in the Kalman gain vector
G, and used in the update of the adaptive filterĥ. This improves the convergence rate
significantly over the NLMS algorithm, but it is also the cause of the well-known
instability problem of RLS type algorithms.

In this version, stability is improved with the stability parameterk. But for opera-
tion on non-stationary signals, like speech-signals, further enhancements are needed.
First of all, by monitoringϕ, it is possible to detect if the algorithm is about to become
unstable. If this is the case, the parameters in the prediction part are reset to a suitable
start value, while the adaptive filter estimate,ĥ, can be left unchanged. Secondly, the
algorithm can be applied in a two-path structure [11], where the adaptive filterĥ is
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Table 1: Two-channel FRLS algorithm for complex arithmetic. The transposition and
the Hermitian transposition operators are denotedT andH , respectively, and the con-
jugate is denoted∗. λ ∈ (0, 1] is the forgetting factor andk ∈ [1, 2.5] a stabilization
parameter.

Input signals Matrix sizes

χ(n) = [x1(n) x2(n)
]T

(2× 1)

x(n) = [χT (n) . . . χT (n− L + 1)
]T

(2L × 1)

Prediction

eA(n) = χ(n)− AH (n− 1)x(n− 1) (2× 1)

ϕ1(n) = ϕ(n− 1)+ eH
A (n)E−1

A (n− 1)eA(n) (1× 1)[
M (n)

m(n)

]
=
[

0
G(n− 1)

]
+ ((2L + 2)× 1)[

I2
−A(n− 1)

]
E−1

A (n− 1)eA(n)

eB2(n) = χ(n− L)− BH (n− 1)x(n) (2× 1)

ϕ(n) = ϕ1(n)− eH
B2

(n)m(n) (1× 1)

A(n) = A(n− 1)+G(n− 1)eH
A (n)/ϕ(n− 1) (2L × 2)

EA(n) = λ[EA(n− 1)+ eA(n)eH
A (n)/ϕ(n− 1)] (2× 2)

G(n) = M (n)+ B(n− 1)m(n) (2L × 1)

eB1(n) = EB(n− 1)m(n) (2× 1)

eB(n) = keB2(n)+ (1− k)eB1(n) (2× 1)

B(n) = B(n− 1)+G(n)eH
B (n)/ϕ(n) (2L × 2)

EB(n) = λ[EB(n− 1)+ eB2(n)eH
B2

(n)/ϕ(n)] (2× 2)

Filtering

e(n) = y(n)− ĥH (n− 1)x(n) (1× 1)

ĥ(n) = ĥ(n− 1)+G(n)e∗(n)/ϕ(n) (2L × 1)

Definition

ĥ(n) = [ĥ1,0(n) ĥ2,0(n) · · · ĥ1,L−1(n) ĥ2,L−1(n)
]T

copied to a static filter, if it is a better estimate than a previous copy. The static filter
is then used for the actual filtering.
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Another disadvantage with the two-channel FRLS in most situations is the high
calculation complexity. The number of real-valued multiplications per sample needed
for the four adaptive filters depicted in Fig.1 is 32L and 128L for complex-valued
signals. Most likely this algorithm will be used in subband structures, in order to de-
crease the complexity, but also to improve stability by having shorter adaptive filters.
Like for the NLMS, this will introduce signal transmission delay.

2.3 Two-channel Frequency Domain Algorithm

Frequency domain algorithms perform better than the NLMS on signals with large
correlation matrix eigenvalue spread, like speech signals. In the adaptive filter up-
date of the NLMS, (2), the same normalization factor,xH

1 x1+xH
2 x2, is used for all

frequencies, independent of the spectral characteristic of the excitation signals. In
the two-channel frequency domain filter, Table2, each frequency bin has an inde-
pendent normalization factor. In the update ofĥ1,k, in Table2, this normalization is

represented by the spectrum estimate vectorS−1
1 . In the same equation, the channel

cross-correlation is taken into account by the termρS1,2S̃−1
2,2X∗2(m − k), where the

parameterρ controls the amount of cross-correlation in the adaptation. This improves
the performance when the two channelsx1 andx2 are correlated.̃Si,i , i = 1, 2, are
regularized versions ofSi,i , since this greatly decreases the misalignment in poorly
excited frequency bands.

The algorithm given in Table2 is, except for the regularization, an exact derivative
of a time-domain block LMS, and is denoted the constrained version. Large com-
plexity reduction is possible by replacingFW2F−1 with the identity matrix, without
significant reduction of the performance [7], and this version is denoted unconstrained.
For the unconstrained version, the optimal step-size parameter isµb = 2(1−β). In the
algorithm in Table2, the input data blocks have no overlap (αo = 1). By overlapping
the input data, it is possible to increase the convergence rate, and in the simulation
section, we use only 25% new input-data for each iteration (αo = 4). It is also pos-
sible to have several adaptive filter taps per frequency bin, however in this paper, we
will only consider the situation with 1 tap per frequency bin, i.e.K = 1.

Forαo = 1, the unconstrained version of the algorithm in Table2, with two return
signals (e1,e2), requires 3 FFTs on vectors with 2L elements plus 148L real-valued
multiplications and 8L real-valued divisions perL samples. The fact that 2 real-valued
FFTs can be calculated with one complex-valued FFT, have been used. For the over-
lapped version, the complexity is approximately increased with the factorαo. The
signal transmission delay is equal to the block sizeL. In contrast to the FRLS, this
algorithm is very robust. A complete analysis of the algorithm is given in [7].
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Table 2: Two-channel frequency domain adaptive filter,i denotes channel 1 or 2. The
block size is denotedL, and the number of adaptive coefficients per frequency binK ,
resulting in a total adaptive filter length ofK L. Forgetting factor 0< β < 1, channel
cross-correlation dependence 0≤ ρ ≤ 1 and adaptive step sizeµb. F denotes the
Fourier matrix.

Input signals Matrix sizes

Xi (m) = diag
{
F
[
xi (mL−L) · · · xi (mL+L−1)

]T}
(2L×2L)

y(m) = [01×L y(mL) · · · y(mL+ L − 1)
]T

(2L×1)

Power spectrum estimation with regularization
Si, j (m) = βSi, j (m− 1)+ (1− β)X∗i (m)X j (m) (2L×2L)

S̃i,i (m) = Si,i (m)+ diag
{
ereg

}
(2L×2L)

Si (m) = S̃i,i (m)
[
I2L×2L− (2L×2L)

ρ2S∗1,2(m)S1,2(m)
{
S̃1,1(m)S̃2,2(m)

}−1
]

Filtering

ŷ′
i
(m) =

K−1∑
k=0

Xi (m− k)ĥi,k(m− 1) (2L×1)

e(m) = y(m)−W1F−1
[
ŷ′

1
(m)+ ŷ′

2
(m)

]
(2L×1)

ĥ1,k(m) = ĥ1,k(m− 1)+ µbFW2F−1S−1
1 · (2L×1)[

X∗1(m− k)− ρS1,2S̃−1
2,2X∗2(m− k)

]
Fe(m)

ĥ2,k(m) = ĥ2,k(m− 1)+ µbFW2F−1S−1
2 · (2L×1)[

X∗2(m− k)− ρS2,1S̃−1
1,1X∗1(m− k)

]
Fe(m)

Definitions

e(m) = [01×L e(mL) · · · e(mL+ L − 1)
]T

(2L×1)

ĥi,k(m) = F
[
ĥT

i,k(m) 01×L

]T
(2L×1)

ĥi,k(m) = [ĥi,kL(m) · · · ĥi,kL+L−1(m)
]T

(L×1)

W1 = diag
{[

01×L 11×L
]}

, W2 = diag
{[

11×L 01×L
]}
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Table 3: Calculation complexity as the number of real-valued multiplication per sam-
ple, the transmission delay in ms and the memory usage in words, for the algorithms
used in the Simulation section.

NLMS FRLS
NLMS in
subbands

FRLS in
subbands

Frequency
LMS

complex. 8.2k 33k 0.72k 2.6k 1.0k
delay (ms) 0 0 64 64 64
memory 6.1k 18k 17k 40k 66k

2.4 Adaptive Filtering in Filterbank Structures

In subband structures, an analysis filterbank divides a signal intoM down-sampled
subband signals, which each represent a frequency region. Then the adaptive filtering
is performed on the subband signals, and the fullband residual echo signale(n) is
finally reconstructed with a synthesis filterbank. Since down-sampling aliasing has a
very negative effect on the convergence of the adaptive filter [12], the downsampling
factorr is usually less thanM. For FFT based filterbanks we will only need to have
M/2+1 complex-valued adaptive filters since theM/2−1 upper subbands differ only
by the conjugate from the lower counterpart. The calculation complexity reduction
comes from the fact that each adaptive filter isr times shorter and only updated once
for eachr fullband sample.

The biggest disadvantage with a filterbank is the introduced signal path delay. For
linear phase filterbanks, this delay is equal to the length of the prototype filter, which
depends on several factors, including: aliasing, attenuation, and the ratior/M. For 60
dB stopband suppression andr/M = 0.75 we need approximately 11M filter coeffi-
cients. In addition to this we need approximately 5 non-causal taps per subband [13].
If the the inherent flat delay in the receiving room is less, we can artificially delay the
signaly.

Four analysis filterbanks, decomposingx1, x2, y1, y2 in Fig. 1, and two anal-
ysis filterbanks,e1, e2, are needed. The number of real-valued multiplication for
the four analysis filterbanks is1r (4K + 4M log2 M − 14M + 24) per sample, and
1
r (2K +2M log2 M−7M+12) for the two synthesis filterbanks, whereK is the filter
length [10].

3 Simulations

The convergence rate and the ability of the algorithm to track echo path changes highly
effects the performance of SAECs. In this section we will exemplify these properties
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with real-life data recorded in a quiet office-like room. Both the recordings and the
simulations are performed with 16 kHz sampling rate. In order to reduce the correla-
tion between the two channels, the data was processed with a non-linear function, [2]
αn = 0.5. As performance index the mean square error (MSE) energy of the residual
is used. The MSE is given by,

MSE= Pe

Py
, Pe = LPF

[
e2(n)

]
, (3)

where LPF denotes a lowpass filter; in this case it has a single pole in 0.9996. Four
different systems are used in the simulation. The classical NLMS algorithm, with
each adaptive filter having a length of 1024 taps. Both the NLMS and the two-channel
FRLS algorithms in a subband structure, with 64 subbands and a downsample factor
of 48. Each adaptive filter have 28 taps, corresponding to 1024 fullband taps plus 320
non-causal adaptive filter taps. Finally, the frequency based algorithm has a block-
sizeL = 1024,K = 1 filter taps per frequency bin and the input-data overlap factor
αo = 4.

In Fig. 2 the initial convergence and the tracking ability of the algorithms are
shown. There is an instantaneously change ofthe receiving room impulse responses,
hi (t), after 20 s. Both the FRLS in subbands and the frequency domain algorithm
perform very well. In Fig.3 there is an instantaneously change ofthe transmission
room impulse responses, gi (t), after 5.1 s. As can be seen in the figures, the two
algorithms specially derived for the two-channel situation are less affected than the
other two.

Finally in Fig. 4, it is shown that even if the fullband NLMS appear to perform
reasonably well in Fig.2 and3, it does only perform well in the region with the most
signal energy, 200–2500 Hz. As the human ear is sensitive also for higher frequencies,
Fig. 4 tells us more about the perceptual quality than previous figures.

In order to study the stability of the FRLS algorithm, 24 hours of real-life data
was processed. On average each subband was restarted every 18 s. These restarts are
handled with little effect on the performance. In Fig.2 there are 33 restarts, on average
one per subband, and 13 of them occur in the time-interval 16–19 s.

4 Conclusions

From the simulations it can be concluded that the two-channel FRLS and the two-
channel frequency domain based echo canceler has significantly faster convergence
rate than a NLMS based echo canceler. As is depicted in Fig.3, the two two-channel
algorithms are also less affected by the fundamental problem in stereophonic acoustic
echo cancellation, i.e., that the two channels are highly correlated.
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Figure 2: (a) Transmission room speech signal (left channel). Instantaneous
receiving room impulse responses,hi (t), change after 20 s. (b) Mean square
error performance for four adaptive algorithms: NLMS (dash-dotted line), sub-
band NLMS (dotted line), two-channel FRLS (solid line), two-channel fre-
quency algorithm (dashed line).

Table3 illustrates that the calculation complexity of the fullband versions of both
the NLMS and the two-channel FRLS algorithm is significantly higher than the other
systems evaluated, and that the calculation complexity can be reduced by more than 10
times by using a 64 band filterbank. The disadvantage is the signal transmission delay
imposed with a filterbank based echo canceler. The system designer can though make
the compromise between calculation complexity reduction and signal transmission
delay by altering the number of subbands.

Finally, it should be remembered that two-channel FRLS needs to be stabilized.
As pointed out in the paper, the algorithm may need frequent restarts in order achieve
system stability. The frequency-domain algorithm on the other hand be guaranteed to
be stabile [14].
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Paper III

Analysis of Subband Impulse Responses in Subband
Echo Cancelers

Abstract

Several types of subband echo cancelers have been presented and used in
acoustic applications such as hands-free mobile communication and video confer-
encing. In these structures, adaptive filtering is performed in the subband domain,
and in this paper we analyze the resulting subband impulse responses. It has pre-
viously been shown that a causal fullband impulse response is best modeled by
non-causal subband impulse responses. In this paper, we analyze the rationale of
the non-causality in various situations: ideal infinitely long filters as well as real-
izable finite filters. The theoretical results are also exemplified with simulations.
To compensate for non-causal subband filter taps, a signal path delay can be in-
troduced in the signal. Formulas for calculating the minimum mean square error
for the optimal subband impulse response as a function of this introduced signal
path delay are presented. This way, a suitable value of the signal path delay can
be determined.

Based on: P. Eneroth, and T. G¨ansler, “Analysis of Subband Impulse Responses in Subband
Echo Cancelers,”IEEE Trans. on Signal Processing, submitted 2000.
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1 Introduction

Adaptive algorithms are today in use in numerous applications. One of the most used
algorithm in practise is the least mean square (LMS) adaptive algorithm. It has several
advantages, such as robustness, a very simple structure, and, in most applications, the
convergence properties of the LMS algorithm is sufficient. In some applications, such
as acoustic echo cancellation, where the number of filter taps to estimate is large, up to
several thousands, the computational complexity of the LMS algorithm is high. Also,
the LMS algorithm converges slowly on signals with a large correlation matrix eigen-
value spread [1], as for example with speech signals. These drawbacks can be reduced
by dividing the input and the desired signal into subband signals, where each subband
corresponds to one mostly non-overlapping frequency interval. The subband signals
are downsampled and since adaptation is performed at a lower rate on the subband
signals, the computational complexity can be reduced. As an adaptive subband struc-
ture is parallel by nature, implementation on high-performance parallel digital signal
processing systems should be efficient. The convergence rate is improved because
the eigenvalue spread in theeffectivefrequency range of the subbands is reduced [2],
where “effective” is the frequency range used in the estimation of the subband im-
pulse response. The major disadvantages of subband structures include aliasing due
to downsampling [3], the transmission delay introduced in the signal path, and the
necessity to model a few non-causal impulse response taps [4], as discussed in this
article.

For the most commonly used subband echo canceler structure, illustrated in Fig.1,
the echo cancellation takes place in the subband domain. The residual echo signals,
em(k), are then used to reconstruct the fullband signal by the synthesis filterbank. If
the filterbanks are not properly designed, aliasing can be a major source of distortion.
Even though perfect reconstruction synthesis filterbanks cancel aliasing, aliasing still
exists in the subband signals, and this will significantly decrease the performance of
the adaptive filters, as shown in [3]. A second way to decrease distortion caused
by aliasing is to use filterbanks with non-critical downsampling, where it is possible
to suppress aliasing sufficiently by designing filters with high stopband attenuation.
This is the preferred method in echo cancellation; thus the analysis in this paper will
consider filterbanks with non-critical downsampling.

An alternative subband structure, which does not introduce extra delay to the sig-
nal path, has been introduced in [5]. Like the structure described above, the adaptive
filters estimate the impulse response in subbands. Instead of performing the compen-
sation in the subbands, the fullband impulse response estimate is reconstructed from
the estimated subband impulse responses. Using this reconstructed fullband impulse
response, echo cancellation is performed in the time domain without introducing extra
signal path delay in the near-end signal. The price payed for zero signal path delay
is increased calculation complexity, though it is still lower than for the fullband LMS
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Figure 1: Subband echo canceler and model of acoustic echo path. In each
subband, an adaptive algorithm estimates the subband impulse responseĥm,
and the subband residual echo signalem(k) is generated.

case [5].

Adaptive filtering is a way of solving a minimization problem, and in subband
structures we can usually choose between two minimization problems. In echo can-
cellation, the optimum solution is to minimize the mean square error (MSE) of the full-
band error signal, E{|e(n)|2}, and structures minimizing this signal are calledclosed-
loop. Closed-loop structures permit the adaptive filters to partly compensate for errors
introduced by the non-ideal analysis and synthesis filterbanks [5]. The other method,
open-loop, is a sub-optimal structure, where the MSE of every subband error signal,
em(k), is minimized independently of the other subbands. The latter structure is com-
monly used, since the delayed error signal in the closed-loop structure reduces the
convergence rate [6], [7].

In this paper, we analyze the subband impulse responses for open-loop subband
structures, i.e., the error in each subband is minimized separately. First, the true sub-
band impulse response in an ideal system is derived. It is shown that, due to the
bandpass characteristics of the subband signal, the ideal subband impulse response is
non-causal and of infinite length. Then the Wiener solution for the subband impulse
response is derived in the frequency domain. Due to aliasing, this solution has a very
large variance close to the band edges. Next the optimal finite length MSE solution
is calculated. In subband systems with non-critical downsampling, this solution can
be quite different from the true subband impulse response since the subband signal
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energy in some frequency regions are near zero. Finally, we investigate convergence
properties of the LMS algorithm on non-critically downsampled subband signals. In
contrast to the optimal MSE impulse response, the LMS estimates in the frequency
regions with near zero signal energy will remain near the initial value [8]. Therefore
the LMS estimate will have bandpass characteristics similar to the true impulse re-
sponse in the ideal system. All these analyzes will show thatcausalfullband impulse
responses are best modeled withnon-causalsubband impulse responses. Therefore,
when implementing echo cancelers in subband schemes, it is important to be able
to model a few non-causal subband impulse response taps. This can be done by in-
troducing a delay1 in the near-end signal, Fig.1. Also presented in this paper are
formulas for calculation of the minimum mean square error as a function of the in-
troduced delay1 for a given fullband impulse response and analysis filterbank. By
using these formulas, the optimum delay1 for a given system can be calculated. The
non-causality has earlier been investigated by [4], and the introduction of a near-end
signal delay1 to compensate for this model error has been used in [4], [9], [10]. The
main contributions of this article are the analysis of the problem in different system
situations, especially for realizable situations, and the formulas presented, by which
the optimum delay1 in the optimal MSE solution can be determined. The influence
that the LMS class of adaptive filters have on this problem is also of interest.

2 System Description

In order to derive an expression for the subband representation of a fullband impulse
response and the minimum mean square error, we will analyze the subbands sepa-
rately. In Fig.2, a model of the signal path for subband numberm is presented. The
fullband impulse response to be estimated is denotedh(n) and the estimated subband
impulse response bŷhm(k). For analysis purpose, the far-end signal,x(n), is assumed
to be a white Gaussian noise signal. The near-end signal is represented by a filtered
version ofx(n) with the addition of noise,

y(n) =
N−1∑
i=0

h(i )x(n− i )+ v(n), (1)

whereN is the length of the fullband impulse responseh(n). The near-end and back-
ground noise signal,v(n), is assumed to be independent of the far-end signal,x(n),
and to be of zero mean. The far-end signal is delayed1 samples, in order to artifi-
cially increase the flat delay of the system impulse responseh(n). Both the far-end
and the near-end signals are then bandpass filtered by the analysis filterbank,am(n),
and downsampled by a factorr times. Downsampling is defined asxm(k) = x̃m(rk),
wherex̃m(rk) is the subband signal before downsampling, and the downsampled sub-
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Figure 2: Signal path model for subbandm. The estimated subband impulse
responsêhm(k) should minimize the subband residual signalem(k).

band signals can be expressed as,

xm(k) =
L−1∑
i=0

am(i )x(rk − i ), (2)

ym(k) =
L−1∑
j=0

am( j )
N−1∑
i=0

h(i )x(rk −1− i − j )

+
L−1∑
q=0

am(q)v(rk −1− q),

=
N−1∑
i=0

L−1+i∑
p=i

am(p− i )h(i )x(rk −1− p)

+
L−1∑
q=0

am(q)v(rk −1− q), (3)

where L is the length of the analysis filteram(n).

3 Analysis of the Subband Impulse Response

In this section, we will analyze the subband impulse response, given an analysis fil-
terbank and a fullband impulse response. Of special interest is the subband impulse
responses in systems with non-critical downsampling, i.e.r < M, wherer is the
downsampling factor andM is the number of subbands. The analysis is divided into
four parts. First we will derive the true subband impulse response, given an ideal sys-
tem. Then we will consider the infinitely long Wiener solution for a filterbank with
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Figure 3: In an ideal system, this model is equivalent to the model presented
in Fig. 2 for 1 = 0 andv(n) = 0.

finitely long filters. Aspects such as downsample aliasing will be taken into account.
Thereafter we will limit the subband impulse response to a causal FIR filter and the
optimal subband impulse response in a minimum mean-square error sense is calcu-
lated. Finally, we will examine what influence the use of the LMS algorithm will have
on the subband impulse response.

3.1 Ideal System

In an ideal system, the analysis filterbank has infinitely long non-causal bandpass
filters with perfect frequency separation. Both the near-end signal,v(n), and the in-
troduced signal path delay,1, are set to zero, in Fig.2. Now ỹm(n) can be written
exactly as a linear combination of the input signal samplesx(n− i ), i ∈ Z. The two
filters, h(n) andam(n), are interchangeable, and an equivalent structure is shown in
Fig. 3. Since the signal̃xm(n) is an ideal bandpass signal, it is possible to reconstruct
it from the downsampled signalxm(k), if the downsampling rate satisfies the sampling
theorem. Letu(n) denote the upsampled version ofxm(k),

u(n) =
{

xm(k), n = rk
0, n 6= rk

. (4)

Then the fullband signal̃xm(n) can be written as

x̃m(n) = u(n) ∗ hBP
m (n), (5)

wherehBP
m (n) is an ideal bandpass filter,

hBP
m (n) = sinc

(n

r

)
ej 2πm

M n, n ∈ Z, (6)

and sincx ≡ sinπx
πx . The center frequency of the bandpass filter is determined by the

subband number,m, and the bandwidth by the downsampling factor,r . Using (5), the
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true subband near-end signal can be expressed as a function ofu(n),

ym(k) =
∞∑

i=−∞

N−1∑
j=0

u(rk − i − j )hBP
m (i )h( j ). (7)

Since the input signal in (7), u(n), has non-zero samples only forn = rk, (4), the noble
identity [11] is valid and the filtering and the downsampling can be interchanged:

ym(k) =
∞∑

p=−∞
u(rk − rp)

N−1∑
q=0

hBP
m (rp − q)h(q)

= xm(k) ∗
[
(hBP

m ∗ h) ↓ r
]
. (8)

The true subband impulse response, now directly given by (8), as

hm(k) =
[
hBP

m (n) ∗ h(n)
]
↓ r, (9)

shows that acausalfullband impulse response of finite length transforms into anon-
causalsubband impulse responses withinfinite length, [4], ifh(n) 6= 0 for anyn 6= rk,
k ∈ Z.

3.2 Wiener Solution

In this section, we will derive an expression for the transfer function of the subband
impulse response when the analysis filterbank,am, isnon-ideal. An illustration of such
filters are shown in Fig.4. Like in the previous section, the corresponding impulse
response may be infinitely long and non-causal.

The optimal transfer function for subbandm can be derived from the power spectra
and cross-power spectra of the subband signalsxm(k) andym(k) [12],

H wien
m ( f ) = Sym,xm( f )

Sxm,xm( f )
. (10)

Note that the corresponding impulse response,hwien
m (k), can be of infinite length and

non-causal. The power spectra of the subband signals are derived in AppendixA. By
setting the variable delay1 = 0, see (3), they can be expressed as,

Sxmxm( f ) = σ 2
x

r

r−1∑
d=0

∣∣∣∣Am

(
f − d

r

)∣∣∣∣2 , (11)

Symxm( f ) = σ 2
x

r

r−1∑
d=0

H

(
f − d

r

) ∣∣∣∣Am

(
f − d

r

)∣∣∣∣2 , (12)



3 Analysis of the Subband Impulse Response 99

|Am( f )|
√

r√
r
2

0 1
2M

1
2r

3
2M

5
2M

f

m= 0 m= 1 m= 2

Figure 4: An example of a filterbank suitable for the structure presented in
Fig. 1. The filters approximately prevent aliasing by sufficient stopband atten-
uation; see filterm= 0 for f > 1

2r .

whereH andAm are the Fourier transforms ofh(n) andam, respectively. Using (10),
(11), and (12), the optimal subband transfer function is

H wien
m ( f ) =

H (
f−dm

r )

∣∣∣Am(
f−dm

r )

∣∣∣2+ r−1∑
d=0,d 6=dm

H (
f−d
r )

∣∣∣Am(
f−d
r )

∣∣∣2
∣∣∣Am(

f−dm
r )

∣∣∣2+ r−1∑
d=0,d 6=dm

∣∣∣Am(
f−d
r )

∣∣∣2 , (13)

wheredm denotes an integer for which the analysis filterAm(
f−dm

r ) has its passband
somewhere in the region−1

2 < f < 1
2. That is, the first term in the numerator in

(13) corresponds to the expected impulse response estimate and the following sum
corresponds to aliasing errors. In the passband ofAm( f ), Fig. 5, the summations in
both the numerator and denominator are small and equation (13) can be written as,

H wien
m ( f ) = H (

f − dm

r
)+ εPB( f ),

2m− 1

2M
<

f − dm

r
<

2m+ 1

2M
, (14)

whereεPB( f ) is the error due to aliasing. The error has the subscript PB since this
is in the passband region of subbandm. With properly designed analysis filters,am,
this error should be small, typically|εPB( f )| ≤ (r − 1)ASBH (

f−dm
r ), whereASB

is the stopband attenuation ofam. This sinceεPB is a sum ofr − 1 aliasing errors
that have been suppressed by the filteram. In the transition bands ofam, m

M − 1
2r <

f−dm
r < 2m−1

2M and 2m+1
2M <

f−dm
r < m

M + 1
2r , all terms in (13) are small, especially

for f−dm
r ≈ m

M − 1
2r and f−dm

r ≈ m
M + 1

2r , Fig.5. Let us rewrite (13) for one specific
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frequency,f0,

H wien
m ( f0) =

αdm H (
f0−dm

r )+∑r−1
d=0,d 6=dm

αd H (
f0−d

r )∑r−1
d=0 αd

, (15)

whereα(·) can been seen as attenuation constants.αdm correspond to the attenuation
constant for the expected subband, and all otherα(·) for alias components. Forf0
close to the band edges of the analysis filter, Fig.5, αdm is small and there exist other
α(·) with the same magnitude. How many and for which frequenciesf0 that otherα(·)
are in the same magnitude asαdm depend on the characteristics of the stopband region
of am. Moreover, magnitude and phase changes ofH ( f ) also affect howH wien

m ( f0)
is effected by the alias components.

Let’s start with examine a special case, namely, we restrictH ( f ) so that all alias
components in (15) have the same magnitude,∣∣∣∣H

(
f − dm

r

)∣∣∣∣ =
∣∣∣∣H

(
f − d

r

)∣∣∣∣ d ∈ [0, . . . , r − 1
]
, (16)

and a linear phase-function, with phase depending on the downsampling factorr ,

arg{H ( f )} = 2π f r i , i ∈ Z. (17)

One function satisfying (16) and (17) is the pure delay function,h(n) = δ(n − i r ),
where the delay is a multiple of the downsampling factor. If (16) and (17) are satisfied,
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(15) can be reduced to,

H wien
m ( f0) = H

(
f0 − dm

r

)
, −1

2
< f0 <

1

2
. (18)

That is,H wien
m ( f0) has the expected value for all frequencies, andH wien

m ( f ) is a causal
function if H ( f ) is causal.

In a second interesting special case we assume that several of the termsαd H (
f0−d

r ),

in (15), have the same order of magnitude asαdm H (
f0−dm

r ). If, in addition to this, the
phase function of the terms are changing fast enough, (15) can be reduced to,

H wien
m ( f0) ≈ 0, (19)

for f0 close to the band-edges. In this caseH wien
m ( f ) approximately follows the be-

havior of the analysis filter, thus spreading of the impulse response (inverse Fourier
transform ofH wien

m ( f )) occurs, thereby necessitating non-causal taps in the model
filter.

Finally we examine (15) for arbitraryH ( f ). Even if the uncertainty is large, one
can conclude that forf0 close the the band edges,H wien

m ( f0) is likely to have a value
that significantly differ from the expected value, i.e.

H wien
m ( f0) = αdm H (

f0−dm
r )∑r−1

d=0 αd
+ εTB( f0), (20)

whereεTB( f0) can have the same order of magnitude asH (
f0−dm

r ). The subscript
TB on the error is used since this is in the transition band of subbandm. In many
situations, this behavior at the band edges, are better modeled with non-causal rather
than causalH wien

m ( f ).

3.3 Minimum Mean Square Error Solution of Non-ideal Systems

In this section, we will study the minimum mean square error (MSE) solution. In con-
trast to the previous section, a realizable system with finite length filters is assumed.
As has been shown in Section3.1, the true subband impulse response is non-causal
and of infinite length. In order to model a number of non-causal impulse response
taps, a delay1 is introduced in the near-end signal path, Fig.2.

The optimum subband response is found by minimizing the mean squared error in
each subband,

min
ĥm,1

E |em(k)|2 = min
ĥm,1

E

∣∣∣∣∣∣ym(k)−
Nm−1∑
i=0

ĥm(i )xm(k − i )

∣∣∣∣∣∣
2

, (21)
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whereNm is the length of the estimated subband impulse responseĥm. The solution
to (21), for a given1, is the well-known finite length Wiener filter [1]. The optimum
subband transfer function can be written in matrix form as

hmse
m = R−1

xmxm
γ ymxm

, (22)

whereRxmxm is the correlation matrix,

Rxmxm =




γxmxm(0) γxmxm(1) · · · γxmxm(Nm−1)

γ ∗xmxm
(1) γxmxm(0) · · · γxmxm(Nm−2)

...
...

. . .
...

γ ∗xmxm
(Nm−1) γ ∗xmxm

(Nm−2) · · · γxmxm(0)


 (23)

andhmse
m andγ ymxm

are, respectively, the optimal impulse response and the cross-
correlation vector,

hmse
m = [hmse

m (0) hmse
m (1) · · · hmse

m (Nm − 1)
]T

, (24)

γ ymxm
= [γymxm(0) γymxm(1) · · · γymxm(Nm − 1)

]T
. (25)

The estimation error resulting from using the optimal filterhmse
m is then [1],

εmin = min
ĥm,1

E |em(k)|2 = min
1

[
γymym(0)− γ H

ymxm
hmse

m

]
. (26)

In order to determine the optimal MSE subband impulse response, we have to derive
expressions for the auto- and cross-correlation functions of the subband signalsxm(k)

and ym(k), as defined in Section2 and illustrated in Fig.2. The calculations are
presented in AppendixA. The autocorrelation of the downsampled far-end signal in
subbandm, xm(k), can be expressed as,

γxmxm(l ) =
L−1∑
i=0

am(i )a∗m(i − rl )σ 2
x , (27)

wheream denotes the analysis filter for subbandm, σx is the standard deviation of
the white input-signalx(n), andr the downsampling factor. The cross-correlation
between the near-end signalym(k) and far-end signalxm(k) in subbandm is

γymxm(l ) =
N−1∑
i=0

∞∑
j=−∞

am( j − i )h(i )a∗m( j +1− rl )σ 2
x (28)
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whereh denotes the fullband system impulse response to be estimated and1 the delay
introduced in the near-end signaly(n), as defined in Section2. Finally, the variance
of the near-end subband signal,

γymym(0) =
N−1∑
i=0

N−1∑
p=0

∞∑
j=−∞

am( j − i )a∗m( j − p)h(i )h∗(p)σ 2
x

+
L−1∑
i=0

L−1∑
j=0

am(i )a∗m( j )γvv( j − i ), (29)

whereγvv(l ) denotes the autocorrelation function of the zero-mean disturbancev(n).
By using (22), (27) and (28) we can now determine the optimal subband impulse re-
sponse for a given fullband response and a given analysis filterbank. The subband
impulse response can be determined for a given number of non-causal taps by select-
ing the near-end signal delay value1, Fig. 2. By using (26), we can also determine
the optimal near-end signal delay value1 for a given fullband response and analysis
filterbank.

For infinitely long filters, the MSE solution presented in (22) is identical to the
Wiener solution in (10). Next we will show howhmse

m in (22) is affected by reducing
the filter length, i.e. how the MSE solution differ from the Wiener solution. The length
of hmse

m in (22) is determined by the sizes ofRxmxm andγ ymxm
, and this will be used

in deriving an expression for the relation between the MSE solution and the Wiener
solution. Let’s start by defininghwien

m as a(2C+1)Nm long vector with indices−C Nm

to (C + 1)Nm − 1, which approaches the Wiener solution (10) asC→∞. Then, by
using (22), we can find the relation betweenhwien

m andhmse
m ,

Rxmxmhmse
m = γ ymxm

= [RC− Rxmxm RC+
]

hwien
m , (30)

whereRC− andRC+ are matrices of size(Nm ×C Nm) with the following elements,

[RC−](p,q) = γ ∗xmxm
(C Nm + p− q), (31)

[RC+](p,q) = γxmxm(Nm − p+ q), (32)

where[·](p,q) denotes the element in rowp ∈ [0, . . . , Nm − 1], and columnq ∈
[0, . . . , C Nm]. The matrix

[
RC− Rxmxm RC+

]
denotes row 0 toNm − 1 of the

large correlation matrix that belongs tohwien
m . That is,RC− is the symmetric extension

on the left side of the correlation matrixRxmxm, see (23), andRC+ the extension on
the right side. The MSE estimate can now be written as,

hmse
m = h̃wien

m + R−1
xmxm

[
RC− 0Nm×Nm RC+

]
hwien

m , (33)
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where the first term in (33), h̃wien
m , is a sub-vector ofhwien

m with elements 0 toNm− 1.
The second term in (33) expresses how instances ofhwien

m outside rows 0 toNm − 1
affectshmse

m , which is only defined for rows 0 toNm − 1. This term in a way describe
what we need to sacrifice when we reduce the filter from the size ofhwien

m to the
size ofhmse

m . To gain a better understanding of this second term we will transfer the
whole expression to the frequency domain. The transformation is performed by pre-
multiplying (33) with the Fourier matrixQH ,

[
QH

]
(p,q)
= 1√

Nm
e− j 2πpq

Nm , p, q ∈ [0, . . . , Nm − 1]. (34)

As the Fourier transformation of correlation matrices requires Fourier matrices on both
the left and the right side,QQH will be inserted. The fact that

[
RC− 0Nm×Nm RC+

]
is not a quadratic matrix, and thathwien

m is bigger thanhmse
m also need to be addressed.

Instead of performing one large Fourier transform, we will calculate the average over
several shorter transforms, by insertingQ̃Q̃H/(2C+1), whereQ̃ is a block-matrix of
size((2C + 1)Nm × Nm) with elementsQ. The transform is then,

QH hmse
m = QH h̃wien

m +QH R−1
xmxm

QQH

· [RC− 0Nm×Nm RC+
] Q̃Q̃H

2C+1
hwien

m (35)

= QH h̃wien
m +QH R−1

xmxm
QQHRt QQ̃Hhwien

m , (36)

whereQH hmse
m is the Fourier transform ofhmse

m , denotedHmse
m . In (36), the averaging

is incorporated intoRt , which is a(Nm × Nm) matrix with the following elements,

[Rt ](p,q) = 1

2C+1

C−1∑
l=0

{
γxmxm((l + 1)Nm − p+ q)+ γ ∗xmxm

((C + l )Nm + p− q)
}
.

(37)

As is shown in [13],QH RxmxmQ is a good approximation of a diagonal matrix where
the elements on the diagonal are the sampled power spectra,Sxmxm(q), defined in (11).
The signalxm is filtered by the bandpass filteram, Fig. 5, and has therefore near zero
energy close to the band edge. Correspondingly, the power spectra is approximately
zero close to the band edge, and that frequency bin is denotedq0, i.e. Sxmxm(q0) ≈ 0.
Therefore the inverse,QH R−1

xmxm
Q, will have small values except for a sharp peak in

and possibly around the element[QH R−1
xmxm

Q](q0,q0).
Due to the bandpass filteram, the correlation functionγxmxm(l ) is bounded by a

decreasing function. Therefore,Rt will have its biggest elements at or close to the up-
per right and lower left corner. As is examined in [13], this cannot be approximated by
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a diagonal matrix. Hence,QH R−1
xmxm

RtQ in (36) will, due to the peak inQH R−1
xmxm

Q,
have one or a few adjacent rows, at rowq0, that are dominant. Therefore, the value of
Hmse

m (q0) can be significantly different from the Wiener solution,Hwien
m (q0). Actually,

Hmse
m can have a near arbitrary shape for frequencies close to the band edges of the

analysis filteram.

3.4 Adaptive LMS Solution

The LMS algorithm is known to converge to the MSE solution as the time indexk→
∞, except for a small error denoted excess mean-squared error [1]. Of more interest is
knowledge about the convergence over a shorter time interval. Also in [1], it is shown
how a large eigenvalue spread of the correlation matrix decreases the convergence
rate. In this section it will be shown how this affects the convergence of the LMS in
subband structures.

Denoting the optimal impulse response byhmse
m and the estimated impulse re-

sponse at timek by ĥm(k), the weight-error vector is defined as,

εm(k) = ĥm(k)− hmse
m . (38)

In [1] the following LMS weight-error vector update formula is given,

εm(k+ 1) = [I − µxm(k)xH
m(k)]εm(k)+ µxm(k)e∗o(k), (39)

whereI denotes the identity matrix,xm(k) the input vector[xm(k) . . . xm(k − Nm +
1)]T , µ the LMS step-size parameter, andeo the estimation error produced in the
Wiener solution. The ensemble average of input-signal matrixxm(k)xH

m(k) equals the
correlation-matrix,

Rxmxm = E{xm(k)xH
m(k)}. (40)

The correlation-matrix can approximately be decomposed into two Fourier matrices
(34) and one diagonal matrix [13],

Rxmxm ≈ Q3mQH , (41)

where3m is the diagonal power spectral matrix,

3m = diag
[
Sxmxm(0), Sxmxm(1), . . . , Sxmxm(Nm − 1)

]
. (42)

Now the expected value of (39) can then be written as,

E{εm(k+ 1)} = Q[I − µ3m]QH E{εm(k)} + µE{xm(k)e∗o(k)}. (43)
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In order to study the convergence of the LMS algorithm in the frequency domain, we
transform (43), using the Fourier transform operatorQH ,

0m(k+ 1) = QH E{εm(k + 1)}
= [I − µ3m]0m(k)+ µE{Xm(k)e∗o(k)}, (44)

whereXm(k) = [
Xm(k, 0) . . . Xm(k, Nm − 1)

]T is the discrete Fourier trans-
form of xm(k) and0m(k) the discrete Fourier transform of the weight-error vector
E{εm(k)}. When the LMS algorithm is operating in a subband structure with non-
critical downsampling,xm(k) will be a bandpass signal, since the analysis filterbank
am will suppress signals in the frequency range outside subbandm. In those sup-
pressed frequency regions, the corresponding power spectrumSxmxm(q) is approxi-
mately zero. If we examine the frequency domain LMS weight-error vector update
formula, (44), in the stopband frequency region of the analysis filter, these modes will
hardly be updated since

1− µSxmxm(q) ≈ 1, (45)

Xm(k, q) ≈ 0. (46)

Therefore the LMS algorithm will on the average converge extremely slowly in those
frequency regions, i.e. the estimates will remain close to the initial value, usually zero.
Due to this, the estimated subband transfer function will have a bandpass characteris-
tic, approximated by

Ĥm( f ) ≈ H mse
m ( f )GBP

m ( f ), (47)

whereGBP
m is an ideal bandpass filter, and transformed into the time domain, we find,

ĥm(k) ≈ hmse
m (k) ∗ gBP

m (k), (48)

where the bandpass filter is,

gBP
m (k) = 1

W
sinc

(
k

W

)
ej 2πm

M k, k ∈ Z. (49)

The center frequency of the bandpass filter is given by the subband,m, and the band-
width by W, whereW is dependent on the analysis filteram and is in the range
r < W < M, Fig.5.

From (48), it is clear that subband impulse responses estimated by the LMS algo-
rithm in systems with non-critical downsampling will be similar to the true subband
impulse response, given in (9). However,gBP

m (k) has smaller bandwidth than the band-
pass filter in the ideal solution, (9), sincer < M. Consequently, the LMS estimated
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Figure 6: Ideal subband impulse response for the fullband impulse response
h(n) = δ(n), (a) Introduced signal path delay1 = 21, see Fig.1. Note that1
is a multiple of the downsampling factorr = 3. (b)1 = 20.

subband impulse response may needmore non-causal tapsthan the ideal subband im-
pulse response. In Section4, the validity of (48) is confirmed by simulation examples.
In the design of systems, it is important to compensate for the non-causal subband
impulse response taps, especially when the flat delay of the fullband impulse response
is short. As presented in earlier sections, non-causal taps are made causal by delaying
the near-end signal1 taps [4], see Fig.1 and2.

4 Examples

The first example will show two delayed and truncatedideal subband impulse re-
sponses, as derived in Section3.1. Consider a system with the fullband impulse re-
sponseh(n) = δ(n) and a downsampling factor ofr = 3. In latter examples, we
consider systems withM = 4 subbands, but this information is not needed in order to
calculate the ideal impulse response. In order to model a number of non-causal filter
taps with a causal FIR filter, a delay1 is introduced in the near-end signal, Fig.1
and2. If 1 is a multiple of the downsampling factorr , the total impulse response,
h(n) = δ(n − 1r ), can be perfectly modeled with a single tap. This is shown in
Fig. 6(a). If the delay is not a multiple of the downsampling factor, the subband im-
pulse response is an infinitely long non-causal filter. A truncated example is shown
in Fig. 6(b). Since the lowest subband,m = 0, is real-valued, it will be used in all
figures.

In Section3.3, formulas to calculate the minimum mean square error subband
impulse response were derived. Consider the fullband impulse response from the
previous example. As above, the filterbank hasM = 4 subbands and the downsample
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Figure 7: Optimal subband characteristics of subband 0. Fullband impulse
responseh(n) = δ(n). (a) Minimum mean square error as a function of in-
troduced near-end signal delay1. (b) Optimal subband impulse response for
1 = 20. (c) Corresponding transfer function.

factor isr = 3. The analysis filters are designed to have a flat passband region with an
amplification of

√
r . In the transition bands, the sum of two adjacent filters will also

have an amplification of
√

r and in the stopband regions the filters have at least 80 dB
attenuation. The filters are illustrated in Fig.4. The adaptive subband filter length is
30. The minimum mean-squared error of the optimal subband impulse response,εmin,
is then calculated using (26) for different values of the near-end delay1. In Fig.7(a),
εmin is plotted as a function of1. Especially notice that when1 is a multiple ofr ,
the optimum subband impulse response has zero minimum mean-squared error. This
occurs since the fullband impulse responseh(n) = δ(n−rk), k positive integer, has an
exact representation in the subbands for downsampling factorr . This also corresponds
to the special case (16), (17) and (18), analyzed in Section3.2. The optimal subband
impulse response,hmse

m in (22), for 1 = 20 is shown in Fig.7(b). Since the delay
introduced in the near-end signal equals 20 and the downsampling factor is 3, subband
impulse response taps 0 to 6 in Fig.7(b) represent non-causal filter taps.
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The result in Fig.7(a) shows the error when the optimum subband impulse re-
sponse is calculated according to (22). Usually, we need to estimate the subband
impulse response with an adaptive filter. Using the same setup as in Fig.7, we es-
timate the subband impulse response with the normalized LMS algorithm instead of
calculating the optimum response by (22). A white Gaussian noise signal is used as
far-end signal, and the NLMS algorithm is adapting on 20000 samples. The last 1000
samples are used to calculate the variance of the error signal and this value is averaged
over 100 simulations. The results are shown in Fig.8. As can be seen in Fig.8(a),
the mean square error is reduced when a delay1 is introduced to the near-end signal.
If Fig. 8(c) is compared against Fig.7(c), it is obvious that the LMS solutions has
not converged to a value close to the minimum mean square solution for frequencies
f ≈ 0.5. This is due to the fact that the NLMS algorithm converges extremely slowly
in frequency regions with near zero signal energy, as is shown in Section3.4. Because
of this, a slightly bigger1 may be needed when the NLMS algorithm is used, in com-
parison with studies of the MSE solution or when adaptive algorithms which take the
signal correlation matrix into account are used.

For comparison, the previous simulation is repeated with the recursive least squares
(RLS) adaptive algorithm. The RLS algorithm is adapting from a zero state on 1000
samples. The variance of the residual error is calculated using the last 500 samples,
and an average over 100 iterations is presented in Fig.9(a). Note that the RLS solu-
tion is very close to the optimal solution presented in Fig.7, including the frequency
response forf ≈ 0.5 in Fig.9(c).

In Fig. 10, h(n) is replaced with its continuous counterpart,h(t) = δ(t − t0),
and the sample rate is normalized to 1. In the Figure, the minimum mean square
error is shown for 0≤ t0 ≤ 60, and the artificial flat delay,1 = 0. The non-causal
characteristics of subband impulse responses can also be explained as an interpolation
phenomena, and this figure resembles the figures in a study of interpolation of ideal
band-limited signals [14].

Finally, shown in Fig.11, is the size of the delay1 needed to get a minimum mean
square error less than−50 dB, for the impulse responseh(n) = δ(n). In average, this
corresponds to 4.5 non-causal taps in the adaptive filters in the subbands. It should
be noted that this is dependent on the stopband attenuation of the filters used in the
filterbank, and that adaptive filters like the NLMS may converge extremely slowly to
the minimum mean square error solution, as shown in Sec.3.4. In practical situations,
the impulse response usually include a flat delay, i.e.h(n) = 0 for 0 < n < n0, and
the size of1 can be reduced correspondingly.
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Figure 8: LMS-estimated subband impulse response for a non-critically down-
sampled system, subband 0. Fullband impulse responseh(n) = δ(n). (a) Mean
square error, averaged over 100 simulations, as a function of the introduced
near-end signal delay1. (b) LMS estimated impulse response for1 = 20. (c)
Corresponding transfer function.

5 Discussion

We have studied the subband impulse responses in subband echo cancelers. The anal-
ysis shows thatnon-causalsubband impulse responses can model causal fullband im-
pulse responses better thancausalsubband impulse responses. This is shown in four
different ways in the paper. First an ideal system is studied, and it is shown that due
to the limited bandwidth, the subband impulse response is not limited in time. Then
the Wiener solution in the frequency domain is derived, and it is shown that the value
of the transfer function estimate at the subband edges can have values that radically
differ from the expected value. If an inverse Fourier transform was to be performed on
this transfer function, it is likely that it would be non-causal. After this, we derive for-
mulas for calculating the optimal subband impulse response in the mean square error
sense, given a fullband impulse response and a filterbank. Using these formulas, the
optimal number of non-causal taps can be calculated if we have knowledge of the full-
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Figure 9: Like Fig. 8 with the exception that an RLS adaptive algorithm is
used instead of an LMS.

band impulse response. Finally it is shown that due to the convergence properties of
the LMS algorithm, the number of non-causal taps may need to be increased slightly,
when the subband impulse responses are to be estimated with an LMS algorithm.

To conclude, when a subband system is designed and the impulse response of the
system to be estimated has a short flat delay, the design needs to compensate for non-
causal subband impulse response taps. This is especially important for systems where
the LMS adaptive algorithm is used.
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δ(t − t0) as a function ont0. Sample rate normalized to 1.

Appendix

A Correlation Calculations

The autocorrelation ofxm(k) can be calculated as

γxmxm(l ) = E
{
xm(k)x∗m(k− l )

}
=

L−1∑
i=0

L−1∑
j=0

am(i )a∗m( j )E
{
x(rk − i )x∗(rk − rl − j )

}

=
min(L−1,L−1−rl )∑

i=max(0,rl )

am(i )a∗m(i − rl )σ 2
x , (50)

where in the last step we have used the assumption of white noise so that E{x(n)x∗(n−
l )} = δ(l )σ 2

x , σx is the standard deviation ofx(n), and δ is the Kronecker delta.
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Figure 11: Minimum1 as a function of number of subbands,M, for minimum
mean square error< −50 dB. The impulse response is as beforeh(n) = δ(n),
and the downsampling factor is34 M.

Similarly, the cross-correlation betweenym andxm is

γymxm(l ) = E
{
ym(k)x∗m(k− l )

}
=

N−1∑
i=0

L−1+i∑
j=i

L−1∑
p=0

am( j − i )h(i )a∗m(p)

· E{[x(rk −1− j )+ v(rk −1− j )] x∗(rk − rl − p)
}

=
N−1∑
i=0

A∑
j=max(i,rl−1)

am( j − i )h(i )a∗m( j +1− rl )σ 2
x , (51)

A = min(L − 1+ i , L − 1+ rl −1),

where in the last step we have used the fact that the input signalx(n) and the dis-
turbancev(n) are independent signals. We also need the autocorrelation ofym(k) to
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determine the minimum filter error,

γymym(0) = E
{
ym(k)y∗m(k)

}
= E

{[N−1∑
i=0

L−1+i∑
j=i

am( j − i )h(i )x(kr −1− j )

+
L−1∑
s=0

am(s)v(kr −1− s)

]

·
[N−1∑

p=0

L−1+p∑
q=p

a∗m(q − p)h∗(p)x∗(kr −1− q)

+
L−1∑
t=0

a∗m(t)v∗(kr −1− t)

]}

=
N−1∑
i=0

N−1∑
p=0

B∑
j=max(i,p)

am( j − i )a∗m( j − p)h(i )h∗(p)σ 2
x

+
L−1∑
s=0

L−1∑
t=0

am(s)a∗m(t)γvv(t − s), (52)

B = min(L − 1+ i , L − 1+ p).

The power spectral density function of the far-end subband signalxm(k) is found by
Fourier transforming the autocorrelationγxmxm,

Sxmxm( f ) =
∞∑

i=−∞

∞∑
l=−∞

am(i )a∗m(i − rl )σ 2
x e− j 2π f l

=
∞∑

i=−∞

∞∑
l ′=−∞

am(i )a∗m(i − l ′)
[

1

r

r−1∑
d=0

ej 2π l ′d
r

]
σ 2

x e− j 2π f l ′
r

= σ 2
x

r

r−1∑
d=0

∞∑
i=−∞

am(i )ej 2π i (d− f )
r

∞∑
k=−∞

(
am(k)ej 2πk(d− f )

r

)∗

= σ 2
x

r

r−1∑
d=0

∣∣∣∣Am

(
f − d

r

)∣∣∣∣2 . (53)
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where Am( f ) denotes the Fourier transform of the analysis filteram. Similarly the
cross power spectral density is derived as,

Symxm( f ) =
∞∑

i=−∞

∞∑
k=−∞

∞∑
l=−∞

am(k− i )h(i )

· a∗m(k+1− rl )σ 2
x e− j 2π f l

=
∞∑

i=−∞

∞∑
k=−∞

∞∑
l ′=−∞

am(k− i )h(i )a∗m(k+1− l ′)

·
[

1

r

r−1∑
d=0

ej 2π l ′d
r

]
σ 2

x e− j 2π f l ′
r

= σ 2
x

r

r−1∑
d=0

∞∑
i=−∞

h(i )e− j 2π i ( f−d)
r

∞∑
k=−∞

am(k − i )e− j 2π(k−i )( f−d)
r

·
∞∑

l ′=−∞

(
am(k+1− l ′)e− j 2π(k+1−l ′)( f−d)

r
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Paper IV

Influence of Audio Coding on Stereophonic Acoustic
Echo Cancellation

Abstract

Stereophonic acoustic echo cancellation has been found more difficult than
echo cancellation in mono due to a high correlation between the two audio chan-
nels. Different methods to decorrelate the channels have been proposed so that
the stereophonic echo canceller identifies the true echo paths and its convergence
rate increases. In this paper it is shown that the use of a perceptual audio coder
effectively reduces the correlation between the channels and thus convergence to
the true echo paths is insured. Furthermore, in those frequency regions where
the encoder introduced quantization noise is below the global perceptual mask-
ing threshold, an extra amount of inaudible noise can be added to the channels.
Thereby the channel correlation is further decreased and the solution is stabilized.
In subband audio coders with high frequency resolution only minor modifications
are needed in the decoder.

Based on: Tomas G¨ansler and Peter Eneroth “Influence of Audio Coding on Stereophonic
Acoustic Echo Cancellation,”International Conference on Acoustics, Speech, and Signal Pro-
cessing, pp. 3649–3652, May 1998.
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1 Introduction

Two emerging applications for stereophonic acoustic echo cancellation are high qual-
ity videoconferencing and tele-gaming. In the future, desktop based conference sys-
tems will also need stereophonic acoustic echo cancellers (SAEC). These systems
have different quality demands influencing the bandwidth and bitrates etc.

Stereophonic acoustic echo cancellation, however, has been found far more com-
plicated than its monophonic counterpart. This is due to the fact that the two chan-
nels carry linearly related signals, [1], which leads to convergence problems of the
echo canceller. Due to the linear relation between the channels there is, in theory,
no unique solution for the echo canceller to identify. Moreover, the non-unique solu-
tions that exist are all dependent on the echo paths in thefar-end(remote) room, [1],
[2], [3]. In real situations, however, the solution to the problem is not truly singular
only extremely ill-conditioned due to uncorrelated microphone noise and infinite im-
pulse responses of the remote room’s echo paths, [4], [5]. The convergence rate of the
NLMS algorithm is highly dependent on the condition number of the correlation ma-
trix thus more sophisticated algorithms must be used in stereophonic echo cancelling,
e.g. [2], [6], [7].

Despite using more sophisticated algorithms there are still problems with unstable
estimates of the echo paths, [3]. In order to stabilize the solution the correlation be-
tween the stereo channels has to be reduced without introducing annoying distortion.
A number of solutions to this problem has been suggested, see e.g. [1], but rejected for
different reasons. The most promising solution so far is to distort the stereo channels
non-linearly as proposed in [5] where a half-wave rectified portion(α) of the signal is
added to the signal itself. This distortion does not destroy the stereophonic perception
but introduces a noise that most often is inaudible but may be perceived depending on
the level of introduced non-linearity, [8].

The objectives for this paper is to study perceptualaudio codingas another option
to reduce the correlation between the channels. A perceptual audio coder, depending
on bitrate etc., introduces a quantization noise that most often is below the hearing
threshold. The question is if this distortion is strong enough in order to make the
solution to the stereophonic acoustic echo canceller problem “well-conditioned.”

2 Problem Formulation

The circumstances under which convergence to the true echo paths of an SAEC is
achieved has been thoroughly analyzed in [5]. This section summarize some of their
results that are used in this paper to formulate the problem and analyze the perfor-
mance of the SAEC.
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Figure 1: Audio coder and Stereophonic AEC. Only one return part is shown.

Assume that the far-end microphone signals are given by, Fig.1,

xi (n) = gi (n) ∗ s(n), i = 1, 2, (1)

wheres(n) is the source signal andgi (n), i = 1, 2 are the far-end echo paths of length
M. “∗” denotes convolution. The residual echoe(n) after the EC is

e(n) = y(n)− ĥT
1,Lx1,L − ĥT

2,Lx2,L (2)

y(n) = hT
1,Nx1,N(n)+ hT

2,Nx2,N(n) (3)

hi,N = [hi,0 · · · hi,N−1]T , (4)

xi,N (n) = [xi (n) · · · xi (n− N + 1)]T . (5)

hi,N , i = 1, 2 are the true responses of lengthN of the near-end room and̂hi,L , i =
1, 2 are the estimated responses of lengthL.

Minimization of the weighted least squares criterion

J(n) =
n∑

l=1

λn−l |e(n)|2, 0 < λ ≤ 1, (6)

results in solving the system of linear equations

Rxx(n)

[
ĥ1,L

ĥ2,L

]
= r yx(n), (7)
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wherer yx(n) is the estimated cross-correlation vector andRxx(n) is the correlation
matrix,

Rxx(n) =
n∑

l=1

λn−l
[

x1,L(l )xT
1,L(l ) x2,L(l )xT

1,L(l )
x1,L(l )xT

2,L(l ) x2,L(l )xT
2,L(l )

]
. (8)

The challenging problem with stereophonic echo cancelling all lies in the condition
number of this matrix. It is also shown in [5] that,

L ≥ M ⇒ Rxx(n) is singular∀n,

L < M ⇒ Rxx(n) is ill-conditioned,

L ≥ N ⇒ misalignment,ε(n)→ 0, n→∞,

L < N ⇒ misalignment,ε(n) 6= 0, ∀n, (9)

where the misalignment isε(n) = ||h − ĥ||2/||h||2 and ĥ = [ĥT
1,L ĥT

2,L ]T , h =
[hT

1,L hT
2,L]T . An ill-conditionedRxx(n) increases the misalignment in (9). Thus there

is a contradiction, ifL << M the solution of (7) is better conditioned, on the other
handL = N reduces misalignment, but practicallyL < M ≈ N. The solution to
this misalignment problem is therefore todecrease the correlation between the stereo
channels, thus reducing the condition number ofRxx(n).

The eigenvalues of the correlation matrix can be lower bounded by[1− |γ ( f )|2],
whereγ ( f ) is the coherence between the stereo channels [5]. Ill-conditioning can
therefore be monitored by the coherence function which serves as a measure of the
achieved decorrelation. The next section explains how decorrelation can be achieved
by having a perceptual audio coder in the transmission path, Fig.1.

3 Audio Coding

The Moving Picture Experts Group (MPEG) has developed two of the first interna-
tional high-quality audio-visual coding standards, known as MPEG-1 and MPEG-2.
Both these standards include high-quality stereophonic audio coders and MPEG-2
even includes multi-channel audio coding. These features are needed in todays and
tomorrows interactive multi-media applications.

The MPEG-1 Layer III audio coder, the most advanced audio coder in MPEG-
1, typically compresses stereophonic audio up to 12 times with insignificant audio
quality loss. It is included in communications standards as H.310 Broadband Audio-
visual Communications systems and H.323 Visual Telephone Systems and Equipment
for Local Area Networks. The Layer III coder is also commonly used as a high-quality
audio coder on the World Wide Web.
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Figure 2: MPEG-1 Layer III encoder and decoder.

The high compression ratio is possible by removing components of the source
signal that are perceptually irrelevant to the ear. InSimultaneous masking, a large
frequency component will mask smaller ones in a nearby frequency band, whereas in
temporal masking, components just before or right after (in the time domain) a large
audio component are masked. Using this knowledge, the audio-encoder dynamically
estimates theglobal masking threshold, that describe the just noticeable distortion as
a function of frequency and time segment [9], Fig.3.

The actual audio encoder operates in parallel with the global mask estimation al-
gorithm. The audio source signal is decomposed into 32 critically downsampled band-
pass signals by a filter bank. The frequency resolution is increased by processing each
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bandpass signal with a Modified Discrete Cosine Transform (MDCT) in the Layer III
coder. Depending on the input signal, each bandpass signal is decomposed in either
6 or 18 MDCT components, where the shorter window (generating 6 MDCT compo-
nents) may be used during transients in the audio source. After this decomposition the
MDCT components are scaled and quantized [10]. The main key in perceptual coders
is to select enough quantization levels in the every subband, so that the introduced
quantization noise level is below the global masking threshold. Data redundancy is
reduced by Huffman coding the signal before transmitting it over the channel, Fig.2.
The decoder operates almost like an encoder in reverse, as illustrated in Fig.2.

When the channels are not identical, the quantization noise introduced to the two
channels are almost independent. As a result, the correlation between the two chan-
nels is decreased.

Correlation between the two channels can be decreased even more if independent
noise is added to the channels. Due to large overhead, every single DCT-band can-
not be optimally quantized. Instead they are divided into five regions, with specific
numbers of quantization levels. Define quantization-noise to mask ratio (QMR) as the
difference between the level of quantization noise and the level where distortion may
become just audible in a given MDCT band. Then it is possible to add non-perceivable
noise in those MDCT bands where QMR is positive. That is, for all MDCT bands in
the frequency region where the channel correlation need to be reduced, perform

QMR( j ) > 0 ⇒ X̃ j
MDCT = X j

MDCT + f (QMR( j )) · v
QMR( j ) < 0 ⇒ X̃ j

MDCT = X j
MDCT

whereX j
MDCT is the MDCT component in bandj and f (·), given by the global mask-

ing threshold, amplifies the noise componentv to be added, Fig.3. A block imple-
menting this channel decorrelation is added to the decoder right before the Inverse
MDCT, Fig. 2. The global masking information is not available in the decoder, but
because of the high frequency resolution of the MDCT, a simplified global masking
estimate can be calculated with low complexity.

4 Measurement Studies

The influence audio coding has on the convergence of the SAEC is exemplified by
simulations. The far-end speech is recorded in a room of size 330×500×272 cm, having
a reverberation time of 0.3 seconds. The two far-end microphones are positioned 60
cm apart. Recordings were made using 48 kHz sampling rate.
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To be able to access the misalignment of the estimated echo paths we use synthetic
near-end room responses. The lengths of these responses areN = 4096 samples when
the sample rate is 16 kHz and they have been estimated using data from a room of size
460×670×272 cm. Echo cancellation is performed using a sample rate of 16 kHz
where the length of the filters areL = 2048 each. No ambient near-end noise is added
in the simulations.

As adaptive algorithm the two-channel FRLS, [11], is used, which is in principle
the same algorithm as in [2] without numerical stabilization. The algorithm, [11], has
been modified in order to remain stable when speech is used as input. The MPEG-1
Layer III coder used can be found in [12].

Results from four far-end cases, original recording, MPEG Layer III encoded/de-
coded speech, MPEG Layer III encoded/decoded with modified decoder, non-linearly
modified far-end,α = 0.5, are shown. The last case is shown as a reference since this
technique has been proved effective, [5]. The MPEG coder is set to produce a bitrate
of 192 kbits/s at a compression ratio of 8:1.

Possible ill-conditioning of the correlation matrix is indicated by the coherence
function. Figure4 shows the coherence between the far-end channels of the four
cases. It is clearly seen that introduction of a non-linearity as well as audio coding
results in smaller coherence, especially at higher frequencies. However, the coherence
is still fairly close to one in lower frequencies. By modifying the decoding procedure
according to Section 3 the coherence can be made smaller also in the lower frequencies
without noticeable distortion, Fig.4c.

Convergence of the FRLS algorithm is shown in Fig.5. The convergence is pre-
sented in Fig.5c as the Echo Return Loss Enhancement (ERLE) and in Fig.5d as
misalignment. In all cases the algorithm achieve the same high ERLE. The misalign-
ment is on the other hand highly dependent on preprocessing of the far-end speech.
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Figure 4: Coherence of the four studied cases.

5 Conclusions

A perceptual audio coder indeed improves the ability of an SAEC algorithm to con-
verge to the true solution. Further improvement of the misalignment can be made by
decoding the data utilizing the QMR-margin that often exists after coding. Very good
perceptual quality is achieved while the complexity is maintained low since only a few
simple operations need to be added in the decoder.
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Paper V

Joint Filterbanks for Echo Cancellation and Audio
Coding

Abstract

In this paper, joint structures for audio coding and echo cancellation are in-
vestigated, utilizing standard audio coders. Two types of audio coders are con-
sidered, coders based on cosine modulated filterbanks and coders based on the
modified discrete cosine transform (MDCT). For the first coder type, two methods
for combining such a coder with a subband echo canceler are proposed. The two
methods are: a modified audio coder filterbank that is suitable for echo cancella-
tion but still generates the same final decomposition as the standard audio coder
filterbank, and another that converts subband signals between an audio coder fil-
terbank and a filterbank designed for echo cancellation. For the MDCT based
audio coder, a joint structure with a frequency-domain adaptive filter based echo
canceler is considered. Computational complexity and transmission delay for the
different coder/echo canceler combinations are presented. Convergence proper-
ties of the proposed echo canceler structures are shown using simulations with
real-life recorded speech.

Based on: P. Eneroth, “Joint Filterbanks for Echo Cancellation and Audio Coding,”IEEE Trans.
on Signal Processing, submitted January 2001.
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1 Introduction

Echoes in telephone systems became severe with the introduction of long distance
telephone services. In the 1960’s, it was found that adaptive filtering was an efficient
method to reduce the echoes caused by the electrical coupling in the 4 wire to 2 wire
hybrids [1]. By means of adaptive filtering, it is possible to estimate the impulse re-
sponse of this hybrid, and subtract an estimate of the echo from the return signal,
thereby reducing the annoying echo. When handsfree communication systems like
speaker phones and video conferencing became popular, a new source of echo was
introduced. In these systems, the echo originates from the acoustic coupling between
the loud-speaker and the microphone in the receiving room. The characteristics of
acoustic echoes differ from echoes due to the electrical coupling in that the impulse
responses are considerably longer. This results in a large increase of calculation com-
plexity, since adaptive filters have a calculation complexity that is proportional to the
adaptive filter length.

The calculation complexity of the long filters used in acoustic echo cancellation
can be reduced by applying the adaptive filter in a subband filterbank structure [2]. In
such a system, the signals are decomposed into several subband signals by an anal-
ysis filterbank. Then one adaptive filter in each subband suppresses the echo in the
subband signal, before the fullband residual echo signal is reconstructed with a syn-
thesis filterbank. If we haveM subbands, and each subband is downsampledr times,
M adaptive filters are needed. The calculation complexity reduction comes from the
fact that each subband adaptive filter isr times shorter than the fullband filter and
for r new fullband signal samples there will only be one new subband signal sam-
ple. That is, the calculation complexity of the adaptive filters will approximately be
reduced by a factorM/r 2. The filterbank will generate some overhead calculations,
but since efficient filterbank implementations exist, the adaptive filters are the major
contributor of calculation complexity. Also, the convergence rate can be improved.
For non-white signals, some frequency regions will have more signal energy than
others, and accordingly, the signal correlation matrix will have large eigenvalues cor-
responding to frequency regions with strong signal energy and smaller eigenvalues
corresponding to other regions. For certain adaptive filters, such as the normalized
least mean square (NLMS) algorithm, the convergence rate is slow in frequency re-
gions with small eigenvalues [3], [4]. In a subband system, the eigenvalue spread
in each subband is reduced compared to the fullband signal and consequently, some
adaptive algorithms, will perform better on non-white signals in a subband structure.
Other advantages with subband structures are increased adaptive filter stability, due
to shorter adaptive filters, and a structure that allows for efficient implementations on
parallel systems, since the adaptive algorithms in each subband operate independently
of one another. The two major disadvantages are the transmission path delay that is
introduced and possible aliasing due to downsampling.
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Another way to reduce the calculation complexity of the adaptive filter is to use
a frequency-domain algorithm. In a frequency-domain algorithm based echo can-
celer, blocks of the signals are transformed into the frequency-domain with a discrete
Fourier transform [5]. The echo transfer function is then estimated in the frequency-
domain. As the case with subband echo cancelers, a frequency-domain adaptive filter
(FDAF) algorithm usually achieves a fast convergence rate also in frequency regions
with small correlation matrix eigenvalues. This is due to the fact that the adaptive filter
in each frequency bin can have a normalization factor that corresponds to the energy
of the signal in that frequency bin [6]. Being a block based adaptive algorithm, the
transmission path delay is the biggest disadvantage of this method.

In a communication system, the audio signals need to be transmitted from one end
to the other. As sampled speech and audio are extremely redundant, coders are com-
monly used to reduce the redundancy. One class of audio coders, denoted perceptual
audio coders, uses a model of the human ear to determine which components of the
sound that are audible to humans [7], [8]. Only audio components that the coder deter-
mines as audible should be coded and transmitted to the other end. The cochlea in the
human ear actually acts as an octave band filterbank, dividing the sound into several
subbands, and what is audible is mostly affected by the audio components within one
frequency region. Subbands in the lower frequency region are narrower than subbands
in the higher frequency regions, since it is an octave filterbank. Because efficient al-
gorithms exist for linear filterbanks [9], some coder designs choose a linear filterbank
when decomposing the signal. Examples of such coders are MPEG 1 and 2 audio
layer 1, 2 and 3 [10], [11], where MPEG is an acronym for the Moving Picture Experts
Group. In a system with both a subband echo canceler and a subband audio coder, it
seems unnecessary to have two independent filterbanks. This paper describes methods
for how to use one filterbank or how to combine the two filterbanks. In more recent
perceptual audio coders, higher compression ratio has been made possible by increas-
ing frequency resolution of the subband signals. In e.g. the Advanced Audio Coding
(AAC) coder [12], an optional audio coder in MPEG 2, the subband filterbanks are
exchanged for high resolution modified discrete cosine transforms (MDCTs). Since
the MDCT has many similarities with the discrete Fourier transform used in FDAF,
this paper will also investigate the possibility of joint transforms between a MDCT
based audio coder and a FDAF based echo canceler.

The paper is organized as follows. In Section2, the traditional filterbank design
for echo cancellation is described. The cosine modulated QMF filterbank is also de-
scribed, as this filterbank is commonly used in audio coders. In Section3, we will
show possible modifications in order to combine the two types of filterbanks. Then,
in Section4, we will switch our interest to audio coders based on the MDCT trans-
form and FDAF based echo cancelers, and show possible joint designs for this type
of systems. Finally, simulations, calculation complexity and signal transmission delay
examples are given in Section5.
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2 Problem Formulation

In Fig. 1, a typical setup for a communication system including a filterbank based
audio coder and subband echo canceler is shown. In such a system, data from the
transmission side is received in a coded format, and the first step is to decode the
received signal. Of interest here is the final stage in the decoder, namely a synthesis
filterbank, which reconstructs the fullband audio signal from several subband signals.
This is depicted as filterbank number 1 in Fig.1. The cause of echo is the acoustic
coupling between the received signalx(n), and the signal to be transmittedy(n). This
coupling is denotedh(n) in the figure. Any additional speech or noise in the receiving
room is denotedv(n). In a system without an echo canceler,y(n) would be encoded
with the audio coder, and the analysis filterbank of this encoder is denoted filterbank
number 2 in the Fig.1.

With an echo canceler, an estimated echo signal,ŷ(n), is subtracted from the return
signal,y(n). The new return signal, now with less echo, is usually denoted the resid-
ual echo signal,e(n) in the figure. In a subband echo canceler, all fullband signals are
decomposed into downsampled narrow band signals. Echo cancellation is then per-
formed on these signals, and the fullband residual echo signal,e(n), is reconstructed
from the subband residual echo signals,em(n).

As is shown in Fig.1, the system uses 5 filterbanks. These filterbanks not only
have a calculation complexity cost, but what is worse, they also introduce transmis-
sion delay to the signals. The fundamental issue is that the aim of the audio coder
and the echo canceler filterbank differ; the echo canceler cannot be applied directly
to the subband signal from the audio coder’s filterbank because it is common to have
critical downsampling (hence alias) in the design. On the other hand, the echo can-
celer’s filterbank is usually not efficient enough for coding purposes. Furthermore,
the system designer usually has little control over the audio coder’s filterbank whereas
the echo canceler filterbank, which is independent of the rest of the system, can be
freely designed. The question is now: can the subband decomposition done by the
audio coder be modified and utilized by the echo canceler in order to reduce overall
complexity, system delay, memory etc? To answer this question, we need to look in
to some details regarding adaptive filter algorithms.

2.1 Normalized Least Mean Square Adaptive Algorithm

The NLMS is the most commonly used adaptive filter. Its strengths are robust behav-
ior, and a structure that allows for simple implementation. The error signal and the
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Figure 1: Subband echo canceler and model of acoustic echo path. In each
subband, an adaptive algorithm estimates the subband impulse responseĥm,
and the subband residual echo signalem(k) is generated.

filter updates are calculated as [4],

e(n) = y(n)− xH (n)ĥ(n)︸ ︷︷ ︸
ŷ(n)

,

ĥ(n+ 1) = ĥ(n)+ µ

xH (n)x(n)+ ereg
x(n)e(n),

(1)

wherex(n) is the transmission room signal vector containing the latestL samples,
ĥ(n) is the filter estimate vector,µ is the adaptive filter step size parameter, andereg
is the regularization parameter. The Hermitian transpose is denotedH . The normal-
ization factorxH (n)x(n) may be estimated with a low order recursive filter, and total
calculation complexity is then of the order of 2L real-valued multiplications per sam-
ple for real-valued signals and 8L for complex valued signals. The complex valued
version is usually needed in subband echo cancelers.

2.2 A Traditional Filterbank Design for Echo Cancelers

The purpose of the echo cancellation filterbank is to reduce the calculation complexity
of the adaptive filters. The complexity reduction is proportional to the downsampling
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factor of the subband signals, i.e. we desire as high a downsampling factor as possible.
On the other hand, the convergence and tracking performance of the adaptive filters
will be severely decreased if downsampling aliasing components are folded into the
subband signals [13]. In order to minimize aliasing, the downsampling factorr is
usually less than the number of subbandsMEC.

In an ordinary filterbank structure, all subband bandpass filters are modulated ver-
sions of a low pass prototype filter,hEC(n), [14]

hEC
m (n) = hEC(n)e

− j 2πnm
MEC , (2)

wherem denotes the subband number, andEC is used as an acronym for echo canceler.
Each subband signal can then be expressed as,

xm(k) = [hEC
m (n) ∗ x(n)] ↓ r, n = kr, (3)

where∗ denotes convolution and↓ downsampling. Because of symmetry between the
subband filters,hEC

m (n), efficient fast Fourier transform (FFT) based implementations
are possible, [14], [15]. With a synthesis filterbank it is possible to reconstruct the
fullband signal. The subband signals are first upsampled,

xm(n) ↑ r =
{

xm(k), n = rk,

0, n 6= rk.
(4)

Imaging, due to interpolation, is suppressed with bandpass filters, which are modu-
lated versions of a prototype filter,

f EC
m (n) = f EC(n)e

− j 2πnm
MEC . (5)

In order to guarantee a linear phase response of the analysis/synthesis filterbank struc-
ture, the synthesis prototype filter,f EC(n), is usually chosen as

f EC(n) = hEC(K EC− n− 1), 0 < n < K EC− 1, (6)

where K EC is the length of the prototype filters. The fullband signal can then be
reconstructed with

xrec(n) =
MEC−1∑

m=0

(xm(n) ↑ r ) ∗ f EC
m (n), (7)

and as for the analysis filterbank, efficient implementations based on the FFT exist. In
contrast to the pseudo quadrature mirror filter (QMF) and the perfect reconstruction
filterbanks discussed in the next section, the echo canceler filterbank usually does not
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Figure 2: Amplitude response of the echo cancellation filterbank, with non-
critical downsampling. The filters suppress aliasing by sufficient stopband at-
tenuation; see filter|H EC

0 ( f )| for f > 1
2r .

cancel aliasing. Instead, aliasing is appropriately suppressed by efficient stopband
attenuation [14], [15]. In Fig.2, the frequency responses ofhEC

m , m = 0, 1, 2, are
shown, and it also illustrates the suppression of aliasing components. It should be
noted that the subband signals, (3), are complex valued, i.e. a complex valued version
of the adaptive filter is needed. Normally the fullband signals are real-valued, and it

is therefore only necessary to cancel echoes in the lowerMEC

2 + 1 subbands, whereas
the upper subband signals can be reconstructed from the lower subbands, due to the
symmetry in (2).

Efficient structures suitable for implementation, both of the analysis and syn-
thesis filterbanks, are presented in [15]. In this structure, the filterbanks are com-
posed of two parts, polyphase filtering and an FFT. For both the analysis and the
synthesis filterbank, the number of real-valued multiplications needed for the fil-
tering is equal to the prototype filter lengthK EC. A Radix-2 implementation of
an FFT needs 2MEClog2MEC − 7MEC + 12 multiplications [16], whereMEC is
block size. In [16] it is also shown how one FFT can be used to transform two
real-valued signals, it only increases the complexity by 2MEC − 4 real-valued ad-
ditions. The filterbanks need to be updated once perr input samples. Therefore the
two analysis filterbanks and the synthesis filterbank in Fig.1 can be realized using
1
r (2K EC+2MEClog2MEC−7MEC+12) and1

r (K EC+2MEClog2MEC−7MEC+12)
real-valued multiplications per fullband sample, respectively.

2.3 A Traditional Filterbank Design for Audio Coders

The purpose of an audio coder filterbank is to decompose the fullband signal into a set
of low rate subband signals, which easily can be manipulated from a psycho-acoustic
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point of view and allow for the coder to efficiently reduce redundancy in each subband
signal. A non-critically downsampled filterbank would actually increase the informa-
tion rate and thus reduce efficiency. Aliasing components exist in the subband signals,
but these can be canceled in the synthesis filterbank. In the pseudo QMF filterbank
used in the MPEG 1 and 2 audio coder [10], only aliasing from adjacent bands is can-
celled, whereas in a perfect reconstruction filterbank [9], all aliasing components are
canceled. The pseudo QMF filterbank can be designed to have a very high stopband
attenuation, making reconstruction artifacts very small. If a lossy coder is used, such
as the MPEG 1 audio coder, some of the properties necessary for perfect reconstruc-
tion is destroyed. That is, the advantage that a perfect reconstruction filterbank has
over a pseudo QMF filterbank in audio coders is limited, the latter may even be better
if it is properly designed [17].

In contrast to the echo canceler filterbank presented in the previous section, the
subband signals are generally real-valued. The cosine function is used as modulator.
For the pseudo QMF filterbank used in the MPEG 1 audio coder, the subband filters
can be expressed as,

hAR
m (n) = hA(n) cos

(
π

MA (m+ 1

2
)(n− 16)

)
, 0 < m < MA − 1, (8)

= 1

2
hA(n)

(
e
− j π

MA (m+ 1
2 )(n−16) + e

j π

MA (m+ 1
2 )(n−16)

)
, (9)

wherehA(n) denotes the prototype filter for the audio coder filterbank, andhAR
m (n)

the real-valued filter corresponding to subbandm. Note how the filters are shifted
in the frequency one half band with the constant1

2. The phase shift 16 can differ in
different filterbanks, but only some phase values are valid for aliasing cancellation
[9]. In (9) it is seen how this filterbank can be constructed as a sum of two exponential
function modulated filterbanks. The real-valued subbandhAR

m (n) is constructed as the
sum of two frequency shifted prototype filters, one that is shifted to the right and one
to the left as±(m+ 1

2), and this is illustrated in Fig.3. In the figure, the frequency

response ofhA(n)e
− j π

MA (m+ 1
2 )(n−16) andhA(n)e

j π

MA (m+ 1
2 )(n−16) are denotedVm( f )

andUm( f ), respectively.Vm( f )+ Um( f ) constitute the real-valued subbandm. The
subband signals can be expressed as in (3), with r = MA and hAR

m (n) instead of
hEC

m (n). Reconstruction of the fullband signal can be performed as in (7) with f EC
m (n)

interchanged tof AR
m (n). The bandpass filterf AR

m (n) is also created as a modulated
version of a prototype filter,

f AR
m (n) = f A(n) cos

(
π

MA (m+ 1

2
)(n+ 16)

)
, 0 < m < MA − 1, (10)

where f A(n) denotes the prototype low pass filter used in the synthesis filterbank.
Again, (10) corresponds to the filters used in the MPEG 1 audio coder.
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Figure 3: Filterbank used in MPEG 1 audio, usually denoted pseudo QMF
filterbank. It has 32 real-valued subbands, and it is critically downsampled.
Each subband consist of a positive and a negative part, denotedUm( f ) and
Vm( f ) respectively.

The pseudo QMF filterbank is critically downsampled and therefore significant
aliasing exists in the subbands (see Fig.3). Moreover, the pseudo QMF synthesis
filterbank cancels alias components from adjacent subbands which will be shown in
more detail in a later section (see also [9]). This makes the pseudo QMF filterbank
unsuitable to use in a subband echo canceler. Not only will the aliasing drastically
decrease the performance of the adaptive filter [13], but the adaptive filtering will also
make alias cancellation to be performed by the synthesis filterbank impossible. One
solution presented in [13] is to let the adaptive filter have special cross-band filters, but
it is also concluded in [13] that this solution has a very high calculation complexity,
and that the adaptive filters have a slow convergence rate.

An efficient structure for the pseudo QMF filterbank is given in [9]. As for the EC
filterbank in the previous section, the implementation includes polyphase filtering and
a transform, namely a discrete cosine transform (DCT). The polyphase filtering needs
K A real-valued multiplications, whereK A is the length of the prototype filter, and the

DCT needsMA

2 log2MA real-valued multiplications [18]. That is, both the analysis

and synthesis filterbank need1
MA (K A + MA

2 log2MA) real-valued multiplications per
fullband sample each.

3 Modified Audio Coder Filterbank Structures for
Echo Cancelers

In this section we will investigate the possibilities of using a modified version of the
pseudo QMF filterbank, described in the previous section, for echo cancellation. We
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consider the coding filterbank to be pre-specified, i.e., we need to be able to recon-
struct a final output,̃em in Fig. 1, which is identical to the output of the audio coder
filterbank. We will also describe how the subband signals can be converted between
the traditional echo canceler filterbank and the pseudo QMF filterbank.

3.1 An Oversampled Real Valued Pseudo QMF Filterbank

One possible modification to the critically downsampled cosine modulated filterbank
is reduction of the downsampling factor. The hypothesis would be to use a downsam-
ple factor ofr = MA/2 before echo cancellation. The output of the echo canceler
should then be decimated by 2. However, this will not work, since we have significant
alias components in some subbands. Actually, significant alias components arise even
when we decimate with the smallest possible decimation factor,r = 2. Let us study
subband numberm = MA/2 in a MA band filterbank, where each subband is dec-
imated by a factor 2. Remember that cosine modulated real-valued filterbanks have
one positive and one negative frequency part, as is shown in (9) and in Fig.3. For
m = MA/2, the subband filter, (8), will have a passband in the frequency regions
−2m+3

4MA < f < −2m−1
4MA and 2m−1

4MA < f < 2m+3
4MA . The frequency-domain formula for

decimating a factorr can be expressed as [19],

Y( f ) = 1

r

r−1∑
i=0

X

(
f − i

r

)
. (11)

If we decimate the signal in subbandm by a factor two, using (11), we see that
we will have alias components in the frequency regions−1

2 < f < −2m−1
2MA and

2m−1
2MA < f < 1

2. Therefore, all oversampled pseudo QMF filterbanks, except for a fil-
terbank operating without downsampling, will have significant alias components and
will perform poorly in a echo canceler scheme.

3.2 An Oversampled Complex Valued Pseudo QMF Filterbank

If we once again return to (9), we can find a better modification, resulting in a non-
critically downsampled filterbank without significant aliasing components. Instead of
adding the two complex conjugate terms together as in (9), we can construct a 2MA

complex valued filterbank with the following modulation scheme,

hAC
m (n) = 1

2
hA(n)e− j π

MA (m+ 1
2 )(n−16)

, 0 < m < 2MA − 1, (12)

whereAC denotes a complex valued version of the audio coder filterbank, defined in
(8). We will continue to use (3) with r = MA andhEC

m (n) exchanged forhAC
m (n),
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i.e., we have 2MA subbands with a downsampling factor ofMA. As can be seen in
Fig.3, if we apply this modulation scheme to the filterbank used in the MPEG 1 audio
coder, all alias components will be suppressed by almost 100 dB. We would exchange
the filterbanks 3 and 4 in Fig.1 with this complex valued version of the audio coder
filterbank.

The reconstruction of̃em from em, performed by filterbanks 5 and 2 in Fig.1, can
be replaced by the trivial operation of adding 2 complex conjugate subband signals
together, as

ẽm(k) = em(k)+ e2MA−m−1(k), 0 < m < MA − 1, (13)

= em(k)+ e∗m(k), (14)

= 2Re{em(k)}. (15)

That is, we have reduced the 2MA subband complex valued filterbank used for echo
cancellation to aMA subband real-valued filterbank which is identical to the filterbank
used in the audio coder, (8). For both filterbanks we use a downsampling factor ofMA.
The total delay of the signal path, from̃xm to ẽm in Fig. 1, is now reduced to the delay
of filterbank 1 and 4. The next questions are; can we combine filterbank 1 and 3 in
Fig. 1, and if we can, what would we gain?

The gain is actually less obvious. We will of course still need filterbank 1 in order
to reconstructx(n), needed for the receiving room, and we will need filterbank 4. The
signal path delay is now determined by filterbank 1 and 4, plus a small extra delay
needed in order for the adaptive filters to be able to estimate a few non-causal taps,
usually needed in subband echo cancellation [2], [20]. If we, by combining filterbank
1 and 3, could reduce the delay of signalxm(k), the only signal delay reduction would
be to compensate for a few non-causal taps in each subband. Another possible gain
would be less calculation complexity.

One of the most important property of filterbank 1 in Fig.1 is to cancel aliasing. If
we are to combine filterbank 1 and 4, we need to be able to perform this cancellation.
Therefore, we must study how alias cancellation is performed, i.e., how aliasing terms
in adjacent subband cancel each other in the reconstruction. In Fig.4, the frequency
response of subbandm is shown. The gray areas show howUm andVm overlap after
downsampling which is the cause of aliasing. If we were to reconstruct subband 1, we
could try to modify (7) to only include subband 1,

x̌rec
1 (n) = (x̃1(n) ↑ MA) ∗ f AR

1 (n), (16)

where↑ is defined in (4). The frequency response ofx̌rec
1 (n) is shown in Fig.5. We

will have significant aliasing components, illustrated by the gray areas in Fig.5. The
two gray areas centered around± 1

2MA in Fig. 5 cover a subinterval of the frequency
range of subband 0,U0( f ) + V0( f ), shown in Fig.3. In the same way the two gray
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Figure 4: The frequency response of subbandm, m odd, after filtering and
downsampling of the pseudo QMF filterbank used in MPEG 1. The gray areas
represent aliasing. For evenm, Um andVm will exchange position, see (11).

areas centered around± 2
2MA covers a subinterval of the frequency range of subband

2, U2( f ) + V2( f ). The pseudo QMF filterbank is designed in such way that, that
the gray areas in Fig.5 are cancelled wheňxrec

0 (n) andx̌rec
2 (n) are added tǒxrec

1 (n).
That is, in order to reconstruct the complex valued subband 1 we need to perform the
following operation,

xrec
1 (n) =

[(
2∑

m=0

(x̃m(n) ↑ MA) ∗ f AR
m (n)

)
∗ hAC

1 (n)

]
↓ MA . (17)

The convolution with f AR
m (n) is a necessary condition for alias cancellation and the

convolution withhAC
1 (n) is necessary in order to suppress the frequency areas outside

of subband 1. As is shown in Section3.1, the upsample factor of̃xm(n) in (4) needs to
beMA in order to guarantee alias free subband signals. This shows that we cannot gain
any reduction in neither signal path delay nor calculation complexity by combining
filterbank 1 and 3 in Fig.1.

The use of a complex valued version of a QMF filterbank, e.g., a modified MPEG
1, 2 layer 1, 2 and 3 audio coder filterbank, has two major disadvantages compared
with a specially designed echo canceler filterbank. First of all, the passband region in
the QMF filterbank is larger. This will increase the eigenvalue spread, and therefore
decrease the convergence rate of an NLMS adaptive filter. Examples of this are given
in Section5. The second disadvantage concerns calculation complexity. Since we
have 2MA subbands and the downsampling factor is onlyMA, the adaptive filters will
have a higher computational complexity than in a specifically designed echo canceler
filter bank, where the downsampling factor typically could be 3MEC/4 for a system
with MEC subbands. Nevertheless, it should be remembered that using a complex val-
ued version of a pseudo QMF filterbank in combination with a pseudo QMF filterbank
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Figure 5: Frequency response of subband 1 after upsampling and suppression
of imaging, given by̌xrec

1 (n) in (16).

based audio coder, will only increase the signal transmission delay by a small value
corresponding to a few non-causal taps needed in each subband [2], [20]. In Section5,
an example shows that this delay is 16 ms.

The filterbank given by (12) can be realized in the same way as the filter bank in
Section2.2. This filterbank will be used to replace filterbanks 3 and 4 in Fig.1, i.e., we
will need two filterbanks. From Section2.2we find that, by replacingMEC with 2MA

andr with MA, the two filterbanks will need1
MA (2K A+4MAlog22MA−14MA+12)

real-valued multiplications per fullband sample. Filterbanks 2 and 5 in Fig.1 will then
be replaced with (15), requiring no multiplications. It should also be remembered that
we only need adaptive filters in theMA lower of the 2MA subbands.

3.3 A Joint Filterbank Structure for Audio Coding and Echo Can-
cellation

As is discussed above, the use of the complex valued version of a pseudo QMF filter-
bank for echo cancellation has two disadvantages. The calculation complexity could
be reduced in a filterbank with a larger downsampling factor, which also improves
the convergence rate of the adaptive filter. Therefore, in this section we will examine
the possibilities of a joint audio coder and echo canceler structure, where the echo
canceler uses the filterbank described in Section2.2 and the audio coder the filter-
bank in Section2.3. We will useMEC = 64 subbands with a downsampling factor of
r = 48 for the echo canceler filterbank and aMA = 32 subbands critically downsam-
pled audio coder filterbank. The frequency response of the lower subbands of the two
filterbanks are shown in Fig.6.

First we study possibilities of combining filterbanks 1 and 3 in Fig.1. In Sec-
tion 3.2, it is shown that the only delay reduction possible is a reduction of the delay
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Figure 6: Frequency response of the lower subbands of the two filterbanks.
The audio coder’s QMF filterbank is illustrated with a solid line, and the EC
filterbank with a dashed line.

that will compensate for a few non-causal taps needed in each subband [2], [20]. Also,
Section3.2describes how alias cancellation is performed. Let us examine how to re-
construct echo canceler subband number 2, i.e.x2(k), directly from the audio coder
subband signals,̃xm(k′), 0≤ m ≤ MA. In Fig.6, it is apparent that we need the audio
coder subbands 0 to 3 in order to reconstruct an alias cancelled signal that spans the
same frequency regions asH EC

2 ( f ), i.e.,

x2(k) =



 3∑

q=0

(x̃q(k′) ↑ MA) ∗ f AR
q (n)


 ∗ hEC

2 (n)


 ↓ r. (18)

If we neglect the small alias components from audio coder subbandsU0( f ) andU3( f )

the sum only needs two terms. We can also move the filterhEC
2 (n) to be performed

inside the sum,

x2(k) =




2∑
q=1

(x̃q(k′) ↑ MA) ∗
{

f AR
q (n) ∗ hEC

2 (n)
}

︸ ︷︷ ︸
g2,q(n)


 ↓ r. (19)

If we for each subband create the new filtersg2,q(n) = f AR
q (n) ∗ hEC

2 (n), the total
signal transmission delay is given byg2,q(n). In order to decrease the delay, we must
redesign this filter. This filter has a stopband attenuation equal to the sum of the
attenuation off AR

q (n) andhEC
2 (n) which is more than required. We can therefore

relax the design constraint ong2,q(n) by altering its passband region and reducing its
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length. Let us form the new shorter filter,

g̃2,q(n) =
{

g2,q(n), R≤ n ≤ K − R− 1,

0, otherwise,
(20)

whereK is the length ofg2,q(n), and 2R is the reduction in length we would like to
have. Only the non-zero coefficients ofg̃2,q(n) are then used in reconstruction of the
echo canceler subbands, and thereby the filterbank delay is reduced. Now we need to
find the filter coefficients iñg2,q(n) such that the frequency response in the passband
is nearly the same as forg2,q(n). We can achieve this by minimizing,

81 =
∫

f ∈passband
|G( f )− G̃( f )|2d f, (21)

whereG( f ) andG̃( f ) are the Fourier transform ofg2,q(n) andg̃2,q(n), respectively.
We also need to make sure the stopband suppression is sufficient by minimizing

82 =
∫

f ∈stopband
|G̃( f )|2d f. (22)

The total minimization problem can now be expressed as

min
g̃(n)

α181+ α282, (23)

whereαi ≥ 0 are trade-off parameters.
In contrast to the combination of filterbanks 1 and 3 in Fig.1, where the signal

x(n) is needed for the receiving room, we do not need to reconstruct the signale(n)

if we are to combine filterbanks 2 and 5. That is, we could possibly decrease the
delay significantly. We will start to study the reconstruction ofẽ1(n), by studying
the frequency region corresponding to the region of filterV1( f ) andU1( f ) in Fig. 3.
From Fig.6, it can be seen howU1( f ) is covered by the filtersH EC

1 ( f ) andH EC
2 ( f ).

Similarly, V1( f ) is covered by the filtersH EC
MEC−1

( f ) and H EC
MEC−2

( f ). But since
em(k) = e∗

MEC−m−1
(k), we can reconstruct the frequency region that coversV1( f ) by

taking the real value of the signal. We also know from Section2.2that we do not need
to cancel aliasing. The audio coder subbandẽrec

1 (k′) can therefore be reconstructed
as,

ẽ1(k
′) =


2 ·Re




2∑
q=1

(eq(k) ↑ r ) ∗ f EC
q (n)


 ∗ hAR

1 (n)


 ↓ MA . (24)

For subband 1 it is not necessary to increase the sampling rate to the rate of the full-
band signal. Actually, it is enough to increase the sampling rate by a factor 3 because
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a signal with the bandwidth ofFEC
1 ( f ) plus FEC

2 ( f ) can be represented by a signal
with downsampling factorr/3 = 16. This can be seen in Fig.6, as we can use the
fact thatH EC

q ( f ) andFEC
q ( f ) have the same amplitude response, see (6). In order to

avoid aliasing, the creation of the real-valued signal need to be performed last, and the
complex valued version of thehAR

1 (n) has to be used,

ẽ1(k
′) = 2 · Re




2∑
q=1

(eq(k) ↑ 3) ∗ f̃ EC
q (n′) ∗ h̃AC

1 (n′)


 ↓ 2, (25)

where f̃ EC
q (n′) andh̃AC

1 (n′) denotef EC
q (n) ↓ (r/3) andhAC

1 (n) ↓ (r/3), respectively.
By studying Fig.4 we realize that (25) can be generalized for reconstruction of all
subbands. We just need to modulate each input subband signal to the correct frequency
region, according to

ẽm(k′) = 2 · Re




2∑
q=1

(eq(k)ej κm,qk ↑ 3) ∗ f̃ EC
q (n′) ∗ h̃AC

1 (n′)


 ↓ 2, (26)

whereκm,q is the modulation factor, individual for each subband. By creating one
filter from of f̃ EC

m (n′) and h̃AC
1 (n′), like in (19), we can reduce the total length the

same way as was done in equations (21) to (23).
It should be noted that even if it is possible reduce the delay, by using these re-

construction methods, the calculation complexity will increase. This since we will
not be able to use the efficient structures available for the exponential modulated echo
canceler filterbanks or the cosine modulated QMF filterbank.

4 FDAF and MDCT Based Audio Coders

In order to achieve higher compression ratio in audio coders, high frequency resolu-
tion is advantageous. This can be achieved by exchanging the filterbank presented in
Section2.3 for a modified discrete cosine transform (MDCT). As this transform has
several similarities with the discrete Fourier transform, which is used in frequency-
domain adaptive filtering, we will in this section investigate the possibilities of re-
ducing signal transmission delay and calculation complexity by combining an audio
coder based on the MDCT transform with an echo canceler using a frequency-domain
adaptive filter.
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4.1 Frequency-Domain Adaptive Filtering

In this section, the frequency-domain adaptive filter (FDAF) [5], [4] is explained. The
basic aim of the FDAF is to reduce the calculation complexity and to increase the
convergence rate (compared to the classical time domain NLMS adaptive filter) for
non-white input signals by performing the adaptive filtering in the frequency-domain.

The input signals are partitioned in blocks, and the transmission room signalx(n)

is transformed with a discrete Fourier transform into the frequency-domain,

X(k) = diag
{
F
[
x(kN− N) . . . x(kN+ N − 1)

]T}
, (27)

y(k) = [y(kN− N) . . . y(kN+ N − 1)
]T

, (28)

whereN is the block size of the FDAF,X(k) is a (2N × 2N) matrix andy(k) is a
(N × 1) matrix. The Fourier matrixF can be expressed as,

[F](p,q) = 1√
2N

e− j 2πpq
2N , p, q ∈ [0, . . . , 2N − 1], (29)

where [F](p,q) denotes element(p, q) in the matrixF. The actual residual error can
be formed in the time domain as,

e(k) = y(k)− [0N×N I N×N
]
F−1X(k)Ĥ(k)︸ ︷︷ ︸

ŷ(k)

, (30)

whereI N×N denotes the identity matrix of sizeN. In (30), the lastN samples of the
vectorF−1X(k)Ĥ(k) are the estimated time domain echo signal,ŷ(n). Only the last
N samples are used since multiplication of two discrete Fourier transformed variables
corresponds to a circular convolution of the time domain variables. Finally, a zero
padded and transformed version of the residual error signal,e(n), is used to update the
transfer function estimate,̂H(k), as,

E(k) = F
[
0N×N I N×N

]T e(k), (31)

Ĥ(k + 1) = Ĥ(k)+ µXH (k)E(k), (32)

whereµ is the step size parameter. A complete version of the FDAF algorithm is
given in Table1. In this version the step size parameter is individually normalized in
each frequency bin, and it is possible to have several filter taps in each frequency bin.
An analysis of the FDAF can be found in [5], [6], and a multi-channel FDAF can be
found in [21], [22].

It should be noted that it is always possible to update the transfer function estimate
Ĥ(k) more frequently than once per block by letting input data overlap. This will
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improve the convergence rate, and examples are given in Section5. The number of
updates perN samples is denotedα, e.g., without input data overlapα = 1, and
for 25% new data per blockα = 4. The calculation complexity of the algorithm is
increased by a factorα.

The unconstrained version of the FDAF algorithm given in Table1 is only usable
for P = 1 filter tap per frequency bin. This version needs 20N P + 8N real-valued
multiplications, 8N P real-valued divisions, 2 FFTs with real-valued input signals and
1 inverse FFT (IFFT) with a real-valued output signal. Like before, we assume that we
use a Radix 2 FFT, and that two real-valued signals can be transformed with one FFT.
We also assume that the cost of one real-valued division equals 4 multiplications. The
number of real-valued multiplications is thenαN {60N+ 2(2Nlog2N − 7N + 12)} per
fullband input sample. For the constrained version, an additionalP complex valued
FFTs andP complex valued IFFTs are needed. The calculation complexity is there-
fore α

N {52N P+ 8N + (2+ 2P)(2Nlog2N − 7N + 12)} real-valued multiplications
per fullband input sample.

4.2 MDCT

The MDCT is an overlapped transform. In a transform withM output components we
need 2M input samples, out of whichM samples overlap with the previous frame. In
contrast to the discrete Fourier transform, the MDCT is a real-valued transform based
on the cosine function. The MDCT is defined as [23], [24], [12],

Xm(k) =
2M−1∑
n=0

w(n)x(kM + n) cos
[ π

4M
(2n+ 1+ M)(2m+ 1)

]
,

m= 0 . . . M − 1, (33)

wherem denotes the frequency component andk the time frame. The window function
w(n) can be used to improve frequency selectivity. Equation (33) can also be written
as the sum of two components of discrete Fourier transforms of size 2M,

X̃m(k) = 1

2
e− j π

4M (1+M)(2m+1)

2M−1∑
n=0

w(n)x(kM + n)e− j πn
2M e− j 2πnm

2M ,

Xm(k) = X̃m(k)+ X̃∗m(k), m= 0 . . . M − 1,

(34)

wherew(n)x(kM + n)e− j πn
2M is the windowed and modulated input signal to the dis-

crete Fourier transforms. With an inverse MDCT (IMDCT) it possible to perfectly
reconstruct the original signal. Each IMDCT results in 2M output samples, and an
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Table 1: Frequency-domain adaptive filter. The block size is denotedN, and the
number of adaptive coefficients per frequency binP, resulting in a total filter length
of P N. The power spectrum estimation forgetting factor is denotedβ and the adaptive
step sizeµ. In the unconstrained version,FW2F−1 is replaced by the identity matrix
I . The Fourier matrixF is defined in (29).

Input signals Matrix sizes

X(k) = diag
{
F
[
x(kN−N) · · · x(kN+N−1)

]T}
(2N×2N)

y(k) = [y(kN) · · · y(kN+ N − 1)
]T

(N×1)

Power spectrum estimation with regularization

S(k) = βS(k− 1)+ (1− β)XH (k)X(k) (2N×2N)

S̃(k) = S(k)+ diag{ereg} (2N×2N)

Filtering

e(k) = y(k)−W1F−1
P−1∑
p=0

X(k− p)Ĥ p(k) (N×1)

E(k) = FWT
1 e(k), (2N×1)

Ĥ p(k + 1) = Ĥ p(k)+ µFW2F−1S̃−1(k)XH (k − p)E(k) (2N×1)

Definitions

e(k) = [e(kN) · · · e(kN+ N − 1)
]T

(N×1)

Ĥ p(k) = F
[
ĥT

p(k) 01×N

]T
(2N×1)

ĥp(k) = [ĥpN(k) · · · ĥpN+N−1(k)
]T

(N×1)

W1 =
[
0N×N I N×N

]
, W2 = diag

{[
11×N 01×N

]}

overlap add method is used to reconstruct the fullband signal,

x̃rec(p, k) = w(p)

M

M−1∑
m=0

Xm(k) cos
[ π

4M
(2p+ 1+ M)(2m+ 1)

]
,

p = 0 . . . 2M − 1,

xrec(n) = x̃rec(n%M + M, bn/Mc) + x̃rec(n%M, bn/Mc + 1),

(35)
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whereb·c denotes the nearest smaller integer and % the modulus operator. Usually the
2M long window is a symmetric function and in order to achieve perfect reconstruc-
tion, the window function needs to satisfy the property (37),

w(n) = w(2M − n− 1), n = 0 . . . 2M − 1, (36)

w2(n)+w2(n+ M) = 2, n = 0 . . .2M − 1. (37)

Two simple windows that satisfy (36) and (37) are

w1(n) = 1, n = 0 . . .2M − 1, (38)

w2(n) = √2 sin

(
π

2M

(
n+ 1

2

))
, n = 0 . . . 2M − 1. (39)

It is possible to construct windows with better frequency selectivity by using numeri-
cal design methods. This is done in, e.g., the MPEG 2 AAC coder [12].

In [25], it is shown how the MDCT can be repartitioned, making it possible calcu-
late it with an FFT of sizeM. Using this method, and a Radix 2 FFT, the MDCT can
be calculated with only 2M log2M + 3M + 12 real-valued multiplications, including
the multiplications needed to repartition the data before and after the FFT.

4.3 A Joint Transform Structure for Audio Coding and Echo Can-
cellation

In a stand alone FDAF echo canceler, the output signal is the time domain signale(n).
If we were to combine the FDAF based echo canceler with an audio coder that is based
on the MDCT transform, it would be attractive to transform the error signal, (30), to
the frequency-domain. Thus, we need to exchange (30) and (31) for the frequency-
domain counterpart,

E(k) = F
[
0N×N I N×N

]T y(k)︸ ︷︷ ︸
Y(k)

−F
[
0N×N 0N×N

0N×N I N×N

]
F−1X(k)Ĥ(k)︸ ︷︷ ︸

Ŷ(k)

. (40)

The constraint used in the calculation ofŶ(k) is needed, sinceX(k)Ĥ(k) corresponds
to circular convolution in the time domain. By using (34), we can construct the output
of the MDCT directly from the frequency-domain output of the echo canceler,E(k)

in (40). This requires the FDAF block sizeN to be equal to the number of input
samples in each MDCT, i.e.,N = 2M. It also requires that the MDCT window,w(n),
is incorporated inE(k). This can be done by exchangingI N×N in (30) for diag{w},
wherew = [w(0) . . .w(N−1)]. Also in (30), we need to pre-multiplyy with diag{w}.
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Equivalently, the twoI N×N in (40) can be exchanged for diag{w}. Like for the MDCT,
see (33), the input data will need to overlap by 50%. Simulations show a somewhat
slower convergence rate for the windowed FDAF, but a proper convergence analysis
is not available.

By exchanging (30) and (31) for (40) the calculation complexity for the FDAF
will actually increase by one discrete Fourier transform of size 2N. However, one
transform of size 2M in the audio coder can be saved, since output of the MDCT in
the coder can be constructed directly fromE(k) in (40) by using the MDCT transform
in (34). As mentioned above, the FDAF must have a block size ofN = 2M. The
frequency-domain residual echo vector,E(k), will be of size(2N×1), due to the zero
padding in (31) or equivalently in (40). Therefore, only half the components inE(k)

are needed in the reconstruction of the output of the MDCT.
We have now shown that it is possible to combine the transforms in an MDCT

based audio coder and an FDAF based echo canceler. However, there are a couple of
things that limit the usefulness of combining the two transforms.

FDAF Calculation complexity: As we have seen above, due to the constraint needed
in (40), the number of discrete Fourier transforms cannot be reduced by com-
bining the transforms of the echo canceler and the audio coder, when standard
FDAF based echo cancelers are used. This is a fundamental problem caused by
the fact that the time domain filtering,y(n) = x(n) ∗ h(n), cannot be written as
a simple matrix product in the discrete Fourier domain, i.e.Y(k) 6= X(k)H(k).

Adaptive MDCT size: The use of large MDCT transforms improve frequency res-
olution, whereas time resolution is decreased. Therefore, large transforms can
create problems for transient signals. Encoder quantization errors, extending
more than a few millisecondsbeforea transient event are not effectively masked
by the transient itself. This leads to a phenomenon called preecho, in which
quantization error from one transform block is spread in time and becomes au-
dible. It is common that advanced audio coders use shorter MDCT transforms
during transient signals and longer MDCT transforms otherwise [12]. Such a
switch would of course affect the construction of joint transforms for echo can-
cellation and audio coding. One solution is to re-map the estimated transfer
function, Ĥ p(k), from, e.g., an estimate withL = 1024 frequency bins and
P = 1 taps per frequency bin to aL = 256 andP = 4 transfer function esti-
mate. This can be done by using the definition ofĤ p(k) in Table1. In order to
reduce calculation complexity, we could also decide to updateĤ p(k) only for
blocks whereL = 1024.

Coder pre-processing:Some audio encoders process the signals before the MDCT
transform is performed. For example, the MPEG-2 AAC coder offers three
profiles, each one tuned for different needs. In one of these profiles, the scalable
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sampling-rate profile, the input signal is divided into four frequency bands with
a critically downsampled filterbank. Then, in each frequency band, the gain is
adjusted before the bands are processed by four independent MDCT transforms.
In this situation, it is impossible to combine the transforms of the coder and the
echo canceler due to the downsampling alias caused by the 4 band filterbank.

Combining the discrete Fourier transform used in the FDAF based echo canceler
with the MDCT transform used in the audio coder may not always be advantageous,
as has been shown above. In those situations, we should at least use the same sig-
nal sample buffers for the audio coder and a frequency-domain based echo canceler.
This way, the signal delay imposed by the echo canceler could be zero in theory. In a
practical situation, the delay caused by the echo canceler would be limited to the time
needed to process equations (27) and (30). This solution would also be very flexible,
in that the suitable values of the FDAF block sizeN could be such thatM = kN, k
positive integer. ForN > M we have two options. One is to wait for allN samples,
and thereby introduce a delay to the transmission signal path. The second way would
be to let the data in the buffers represented by (27) and (28) overlap. If we use onlyM
new samples for each FDAF cycle, no delay needs to be introduced to the transmission
signal path. Using overlapped buffers will increase the calculation complexity, but the
convergence rate of the adaptive filter will also increase. This should be compared to
the valueN = 2M necessary for joint echo canceler and coder transforms. In this
situation, the input data need to overlap by 50%.

5 Simulations

This section exemplifies the performance of the echo canceler in a couple of different
situations. In all simulations, the same source signal is used. The transmission room
signal,x(n) (Fig. 1), is recorded at 16 kHz sampling rate in a quiet office-like room.
The receiving room impulse response,h(n), is measured in a quiet office-like room.
The response is 2048 taps long, corresponding to 128 ms. Then the receiving room
signal,y(n), is given by filteringx(n) with h(n), and adding a recorded background
noise signal. The average SNR, measured at the microphone, is 38 dB. The echo
signal,y(n), is shown in Fig.7(a).

The normalized mean square error2 (MSE) energy of the residual is used as per-
formance index. The MSE is given by,

MSE= LPF[e(n)−w(n)]2

LPF[y(n)−w(n)]2
, (41)

2Since we normalize with the power of the echo. We can regard this as the inverse of the echo return
loss enhancement (ERLE).
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Figure 7: (a) The echo signal,y(n), used in all simulations. (b) The MSE
performance for three different systems: System 1a, fullband NLMS (solid
line). System 2, subband system with non-critical EC filterbank (dashed line).
System 3, subband system with modified filterbank from the MPEG 1 and 2
audio coder (dashed-dotted line).

wherew denotes the receiving room background noise signal and LPF denotes a low-
pass filter; in this case it has a single real pole at 0.999.

In Table2, the number of real-valued multiplications per fullband input sample
and the signal transmission delay are summarized for all systems considered in this
section. The numbers include all components shown in Fig.1, i.e., also the filterbank
or the MDCT transform used in the audio coder. It should be noted that the delay
figures are valid for 16 kHz sampling rate, i.e., the delay would be reduced by 50%
for 32 kHz sampling rate.
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Table 2: Calculation complexity as the number of real-valued multiplication per sam-
ple and the signal transmission delay in ms, for the algorithms used in the Section5.
The contributions from all components in Fig.1 are included.

Filterbank based audio coder and echo canceler

System 1a System 2 System 3
nbr. of subbands, MEC – 64 64
downsamp. factor, r – 48 32

complex. (mult.) 2085 327 406
delay (ms) 32 104 48

MDCT based audio coder and FDAF based echo canceler

System 1b System 4
MDCT size, M 1024 1024
FDAF size, N – 1024

FDAF overlap,α – 4
complex. (mult.) 2094 390

delay (ms) 128 128†

MDCT based audio coder and FDAF based echo canceler

System 1c System 5 System 6
MDCT size, M 256 256 256
FDAF size, N – 256 256

FDAF overlap,α – 1 4
complex. (mult.) 2086 345 1264

delay (ms) 32 32† 32†

†The delay for the systems using a FDAF based echo canceler, does not include the delay needed
for equations (27) and (30), explained in Section4.3.

Filterbank Based Echo Canceler/Audio coding Systems

In this section we consider systems where the audio coder is based on a real-valued
QMF filterbank with 32 subbands. The filterbank used in the MPEG 1 coder is used
for complexity and delay calculations. We will consider three different systems con-
siderations, listed below, and the MSE of these systems are shown in Fig.7(b).

System 1aA real-valued fullband NLMS EC which is considered as the reference
system with 1024 adaptive filter taps and a step size parameterµ = 0.5.

System 2 A subband EC based on the filterbank design in Section2.2 is the second
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system under consideration. This system has 64 subbands and a downsampling
factor of 48. The length of the filterbank prototype filter is 895 and it introduces
a delay of 56 ms. Each subband adaptive filter has 27 coefficients which cor-
responds to 1046 fullband taps. To these we have added 250 non-causal taps,
which increase the delay by 16 ms. The step size parameter of NLMS adaptive
filters is also 0.5.

System 3 The third system uses the complex version of the MPEG 1 audio coder
filterbank described in Section3.2. This filterbank, like the previous, has 64
subbands but the downsampling factor is only 32. Each adaptive filter has 40
adaptive filter taps, corresponding to 1030 fullband taps plus 250 non-causal
taps. Since the filterbank can be combined between the audio coder and the
echo canceler the transmission delay caused by the echo canceler is reduced.
There is still a small delay caused by the need of the non-causal filter taps, and
this delay is as before 16 ms.

The three systems appear to have similar MSE performance. As was predicted in
Section3.2, the system based on the MPEG 1 audio coder filterbank has a somewhat
slower convergence rate than the system based on the filterbank design in Section2.2,
see Fig.7(b) at approximately the time instance 3 s.

In Section1 it was claimed that a subband NLMS based echo canceler has a faster
convergence rate than a fullband NLMS based echo cancelers in frequency regions
with small eigenvalues. In order to show this, the power spectrum of the residual
echo signals of the three systems have been computed. The power spectra was av-
eraged over the time interval 1.8 to 3.1 s of the residual echo signals used to derive
the MSE plots in Fig.7. These spectra are presented in Fig.8 with the same line
types as in Fig.7. Additionally, the spectra of the transmission room signal,x(n), and
the receiving room signal,y(n), are shown with a thick solid line and a dashed line,
respectively. The subband systems have good suppression of the echo signal in all
frequency regions, whereas the fullband NLMS systems only perform well in regions
with large signal energy. In Table2, the calculation complexity and the transmission
delay for the considered systems are summarized.

Transform Based Echo Canceler/Audio coding Systems

In the following, the same set of simulations as above are performed with the frequency-
domain algorithm presented in Table.1. In the first scenario we apply an MDCT that
is used in, e.g., the MPEG 2 AAC coder. For this MDCT,M = 1024 for non-transient
signals. That is, 1024 new samples are needed for each block.

System 1b Like system 1a, however, instead of a filterbank based audio coder, an
MDCT based audio coder, with block sizeM = 1024, is now used. The delay
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Figure 8: The power spectra of the residual echo signals used to derive the
MSE plots in Fig.7, averaged over the time interval 1.8 to 3.1 s. The thick
solid lines depict the power spectrum of the transmission signal,x(n), and the
thick dashed line of the receiving room signal,y(n). Other conditions same as
in Fig. 7(b).

and calculation complexity caused by the coder will make this system differ
from System 1a.

System 4 An MDCT with block size ofM = 1024 could efficiently be combined
with a frequency-domain EC with the same block size,N = 1024. We will use
one filter tap per frequency bin (P = 1), the step size parameterµ = 0.08 and
the power spectrum estimation forgetting factorβ = 0.96. In the algorithm in
Table.1, the input data blocks have no overlap,α = 1. By overlapping the input
data, it is possible to increase the convergence rate, and in this simulation, we
update 4 times per block (α = 4), i.e., only 25% new input-data is used for each
iteration. The unconstrained version in Table.1 is used.

In Fig. 9, the MSEs for System 1b and 4 are depicted. The power spectra estimates
are presented in Fig.10.

Finally we have an audio coder with an MDCT size ofM = 256 for non-transient
signals, and we will combine this with an FDAF based echo canceler also with the
same block size,N = 256. This block size is used in, e.g., an AC-3 coder from Dolby
Laboratories [26]. The shorter block size is compensated in the FDAF based echo
canceler by havingP = 4 filter taps per frequency bin. ForP > 1, the constrained
version of Table.1 is needed. The filter parametersµ andβ have the same values as
in the previous simulations.

System 1cLike system 1b, however, the bock size of the audio coder is nowM =
256.



162 Paper V Joint Filterbanks for Echo Cancellation and Audio Coding

0 1 2 3 4 5 6 7 8 9

−40

−30

−20

−10

0

s

dB

Figure 9: The MSE performance: Fullband NLMS (System 1b, solid line),
and System 4, an unconstrained FDAF (dashed line). The FDAF block size
N = 1024 was used.
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Figure 10: Power spectra of the residual echo signals used to derive the MSE
in Fig. 9, other conditions same as in Fig.8.

System 5 A FDAF based echo canceler with block sizeN = 256 andP = 4 filter
taps per frequency bin. No input signal overlap, i.e.α = 1.

System 6 Like System 5, however we now have only 25% new data per block, i.e.,
α = 4, in order to increase the convergence rate.

The results of the simulations with System 1c, 5 and 6 are shown in Fig.11and Fig.12.

6 Conclusions

In this paper, joint structures for audio coding and echo cancellation are considered.
The paper focuses on two types of audio coders; coders based on cosine modulated
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Figure 11: The MSE performance: Fullband NLMS (System 1c, solid line),
constrained FDAF with block overlap parameterα = 1 (System 5, dashed
line) and constrained FDAF with block overlap parameterα = 4 (System 6,
dashed-dotted line). The FDAF block sizeN = 256 andP = 4 adaptive taps
per frequency bin were used.

filterbanks and audio coders based on the modified discrete cosine transform (MDCT).
For audio coders based on filterbanks, the preferred configuration is highly depen-

dent on the desired performance of the system. If we are to construct a system aimed
for a platform where low calculation complexity is of importance, we would proba-
bly select the modified audio coder filterbank presented in Section3.2 and denoted
System 3 in the Simulation section. This choice is a good compromise between low
calculation complexity and low signal transmission delay. In situations where long
signal transmission delay is acceptable, we can gain even lower calculation complex-
ity by using separate filterbanks for the coder and the echo canceler, as depicted in
Fig. 1. This system will also have a better convergence rate for the echo canceler,
as illustrated with System 2 in the Simulation section. For systems with two audio
channels, we need a stereophonic echo canceler. In these systems, the demands on the
adaptive filter in the echo canceler is higher, and usually more complex adaptive filters
are needed [27]. If the two-channel fast recursive least squares (FRLS) algorithm [28],
[15], [27] is chosen, the convergence performance should not be significantly affected
by the filterbank choice. However, the calculation complexity for the two-channel
FRLS algorithm is significantly higher than for the NLMS algorithm. Therefore the
calculation complexity difference between systems using the two types of filterbanks
will increase, to the advantage of the specially designed echo canceler filterbank. In
this situation, the joint structures presented in Section3.3could be the best solution.

Audio coders based on the MDCT process blocks of data, and therefore a block
based echo canceler, e.g. a frequency domain based echo canceler, is preferable. In
Section4.3 it is shown how an MDCT based audio coder can share transforms with a
frequency-domain based echo canceler. However, it is also shown that the advantages
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Figure 12: Power spectra of the residual echo signals used to derive the MSE
in Fig. 11, other conditions same as in Fig.8.

of joint transforms are limited. In most situations it may be preferable to let the audio
coder and the echo canceler share the signal sample buffers. The advantages over a
design where the audio coder and the echo canceler are two completely separated units
include negligible signal transmission delay caused be the echo canceler. Compared
to the situation with joint transforms, the shared buffers system has smaller restric-
tions on the design of the frequency-domain based echo canceler. The only restriction
is that the maximum block size of the echo canceler is the block size of the audio
coder. Larger blocks will increase the signal transmission delay. Frequency-domain
adaptive algorithms usually have good convergence and properties, as is exemplified
in Section5. Another advantage of a frequency-domain based echo canceler is the ex-
istence of efficient two-channel algorithms, suitable for communication systems with
stereophonic sound [21], [22], [27].
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