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Abstract

Climate changes have had marked impacts on theahaitstems. However its impact will be
significant with the hydrological cycle. It is agekthat climate change have adverse impacts
on socio-economic development of all nations. Buis expected that its impact will hit
developing countries the worst. The objective @ thesis is to assess the impact of climate
change on Gilgel Abay River. Gilgel Abay River ietlargest tributary to Lake Tana basin.
Lake Tana basin is located in the north-westernoBta. It lies between latitude 109&nd
12.78N, and longitude 36.8%nd 38.2%. Lake Tana is the key socio-economic focal point
in the area. However, due to climate variabilityd athange, the water level in the lake
fluctuates. GCM derived scenarios of climate chawgee used for predicting the plausible
future climate of the study area. The HaDCM3 A2d BRa scenario experiments were used
for the climate projection. As the GCM data are toarse for impact assessment at regional
level, SDSM was used to downscale the GCM data fimer scale. A physically based
hydrological model, SWAT, was developed, calibrated validated. SDSM downscaled
climate outputs were used as an input to the SWATehand used to assess the impact of
climate change on the Gilgel Abay River and Lakendldasin. The climate projection
analysis was done dividing the coming 90 years thtee time periods. The 1990-2001 was
taken as baseline period against which comparismmade. The mean annual precipitation
may decrease in the 2020s and increase in the 20802080s. However, the mean monthly
precipitation may both increase and decrease. Eoeedse in mean monthly precipitation
may be up to 30% in 2020s and the increase may n@@ado 34% in 2080s. The maximum
and minimum temperature indicated an increasingdtréeThe change in monthly mean
maximum temperature ranges between %is the 2020s and +% in the 2080s. The change
in monthly mean minimum temperature ranges betweefc in the 2020s and +4°2 in the
2080s. The impact of climate change may cause eease in monthly flow volume up to
46% in the 2020s and increase up to 135% in th@<(8is observed that climate change has
negligible effect on the low flow condition of threver. Seasonal flow volume may show
increase up to 136% and 36% for Belg and Kirenspeetively. The increase in Belg season
flow will have a paramount importance for smalllecarigation activities practiced by local
farmers. It is observed that there may be a net@rincrease in flow volume in Gilgel Abay
River due to climate change. As Gilgel Abay is lest tributary river feeding into Lake
Tana, any effect on this river is reflected in tteke water level. The increase in flow will
help to harness a significant amount of water lerdngoing dam projects in the Gilgel Abay
river basin. However, it may also aggravate thement flooding problems in the Lake Tana
surrounding area.
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Introduction

1. Introduction

1.1 Background

Weather is the state of the atmosphere at a gives whilst climate is the average weather
over a period of time (Thorpe, 200®)espite the annual periodicity in weather patteths,
Earth’s climate has changed many times during thiegb's history, with events ranging from
ice ages to long periods of warmth. Climate chariga®e had visible impacts on the natural
systems. However its impact will be significantiwihe hydrological cycle. Climate change is
expected to aggravate current stresses on watarroes availability from population growth,
urbanization and land-use change. Wide spread hoasss from glaciers and reductions in
snow cover over recent decades are projected delerate throughout the 2icentury,
reducing water availability, hydropower potentialhd changing seasonality of flows in

regions supplied by melt water from mountain range€C, 2008).

Scientists agreed that climate change have adwasacts on socio-economic development
of all nations. But the degree of the impact wély across nations. It is expected that changes
in the earth's climate will hit developing counsrigke Ethiopia first and hardest because their
economies are strongly dependent on crude formsatfral resources and their economic
structure is less flexible to adjust to such dcastianges (NMSA, 2001).

Ethiopia has twelve major river basins. Most ofnthare untapped for modern irrigation and
energy development. According to NMSA (2001), ofity of the potential irrigable land are

developed and the water supply coverage is 76%rfzan and 18.8% for rural areas. Besides
financial constraints, the transboundary naturthefrivers is a problem for the development
in the sector. Currently, there are flash spot kbgment in some river basins for energy
generation and large scale irrigation projects @b gower to neighbouring countries and

attain food self sufficiency respectively. Howevire impact of climate change is behind the

set objectives.
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1.2 Problem Statement

Water is one of several current and future critisgues facing Africa. About 25% of the
contemporary African population experience wategsst, while 69% live under conditions of
relative water abundance (Vorésmarty et al., 2008ater supplies from rivers, lakes and
rainfall are characterized by their unequal natgedgraphical distribution and accessibility,
and unsustainable water use. By 2025, water avidtyain eastern Africa is limited to 1000-
1700 nilperson/yr. These estimates are based on populgtmsth rates only and climate
change has the potential to impose additional presson water availability and accessibility
(IPCC, 2008).

As Ethiopia is following agricultural based indualization which is strongly tied with
climate and being a large part of the country id and semi-arid, climate change should be a
concern. Studies done by many researchers inditaé¢dhe water resources are sensitive to
climate change. The studies done in Awash and ABRie Nile) can be taken as an example.
However, most of the studies made so far are manthe catchment level. As a catchment
encompasses different climatic zones, it might iffecdlt to identify the exact impact of the
climate change so as to take adaptive measuresefoleit is advisable to study the impact
of climate change in sub-basin level. Hence, thusl\swas targeted to address the impact of

climate change on sub-basin level.

This study focused on Gilgel Abay sub-basin whigtaimong the tributeries of Abay (Blue
Nile). Gilgel Abay is used for various purpose®likvater supply and irrigation. Recently, the
Federal Democratic Republic of Ethiopia (FDRE) iwirgy greater attention for the
development of irrigation projects in the basinlgéli Abay is the largest river feeding Lake
Tana, the biggest lake in Ethiopia. Lake Tana & kby socio-economic focal point in the
area. It is used for hydropower generation, irf@at recreation, fishing and navigation.
However, due to climate variability and change, thater level in the lake fluctuates.
Inundation of the flood plains bordering Lake Tasa yearly recurrent phenomenon. On the
other hand, water level drop is also observed mesperiods of the year and navigation of the
boats is hampered to different islands in the l&kence, this study will have a paramount
importance in giving an insight on the vulnerapilif Gilgel Abay and Lake Tana to climate
change.
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1.3 Objective
The objective of this thesis is to assess the itnpladimate change in the time scale up to
2100 on Gilgel Abay river in particular and on keakana in general. The specific objectives

include:

= Downscaling climate model outputs and developingspially based distributed
hydrological model for lake Tana basin

= Calibration and validation of the hydrological mbtte Gilgel Abay sub-basin, and

= Assessing the impact of climate change on GilgeyAfiver and giving an overall

insight on Lake Tana effects

1.4 Delimitation
World Meteorological Organization recommends a li@sgeriod of at least 30 years against
which future climate projection to be done. Owingdata availability this study considered

1990 to 2001 as a baseline period, which oughettydm 1961 to 2001.

In this study the impact of climate change was s assuming the land cover will remain
the same. However, in real world the land covedysamic due to natural and human
influences. It is also assumed that the socio-emame@ondition in the area will remain the

same.



Description of the Water shed

2. Description of the Watershed

2.1 Location

Lake Tana basin is located in the north westernoRi. It lies between latitude 109&nd
12.78N, and longitude 36.8%nd 38.2%E. It has a drainage area of approximately 15,000
km? (USBR, 1964). Figure 1 shows the location of tBemiajor Ethiopian drainage basins.

Lake Tana basin is the beginning of Abay (Blue Nbasin. The Abay Basin is the most

important drainage basin in Ethiopia. It accountsaimost 20 percent of Ethiopia’s land area

and 50 percent of its total average annual rure@@£OM, 1999).
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Figure 1: Major Ethiopian river basins (shape fitan MoWR)
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2.2 Topography

The Lake Tana basin is characterized by a largetdlvery gently sloping plain bordering the
lake on the north and east and an extensive aredliofy to hilly uplands on the south. The
elevation ranges from 1786 to 2991 masl for Megear basin, 3050 masl for Gumera river

basin, 3524 masl for Gilgel Abay river basin, ad®@ masl for Ribb river basin.

2.3 Climate

The climate of Ethiopia is mainly controlled by teeasonal migration of the Inter-tropical
Convergence Zone (ITCZ) and associated atmospbiecglation as well as by the complex
topography of the country. It has a diversifiedngte ranging from semi-arid desert type in

the low lands to humid and temperate type in thehsoest.

The climate of the Lake Tana sub-basin is dominétetropical highland monsoon. There
are three recognized seasons. The main rainy sdkgsemt) lasts generally from June to
September during which south-west winds bring r&os the Atlantic Ocean. About 70-90
percent of total rainfall occurs during this seawdrich is also typified by minimum levels of
sunshine, low variation in daily temperatures aigt melative humidity. A dry season (Bega)
lasts from October to January during which clealeskare associated with maximum
sunshine, high daily temperature variation, and lelative humidity. Minor rainy season
(Belg) lasts from February to May during which $eetast winds bring the small rains from
the Indian Ocean and temperatures are at theiekigh

There is a climatic variability in time and spacetihe basin. According to analysis of the
climatic data from 1995-2004, the annual rainfalliithin the range of 1118 to 1658 mm or
an average of 1438 mm at Bahir Dar station, andt@94904 mm or an average of 1365 mm
at Gondar, indicating that the south region of ldle has a tendency for more rain than the
north region. There is a diurnal difference in tengpure, but the temperature is
comparatively uniform throughout the year. The ainaverage daily maximum and
minimum temprateure at Bahir Dar station are 47ahd 13.1% respectively, and those at

Gondar are 22°t and 9.7 respectively.
2.4 Hydrology

2.4.1 Rivers
The major rivers feeding Lake Tana are the GilgaRibb, Gumara, and Megech. These
rivers contribute more than 93% of the flow (Sete2®08). The outflow from the lake is the
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main source of the Blue Nile river. The Blue Nilewis through the eastern outskirts of the
city of Bahir Dar at the southern end of the laké,&lows down approximately 35 km in a
southeast direction where it forms the famous $& Falls to drop into a gorge having a
depth of about 45 m. According to a study done Iy dapan International Cooperation
Agency, the river flows down this deep canyon fpprximately 800 km to reach the

Ethiopian-Sudanese border approximately 650 km ioeyehich it joins with the White Nile.

The Megech River catchment is situated in the morthportion of the sub-basin and has a
catchment area of about 700 %nThe river flows generally in the southerly diieat
emptying into Lake Tana. The main tributeries @& Megech River are the West Fork and the
Angereb. The Ribb River is one of the two riverstloa east side flowing in to the Lake Tana
with a watershed 1800 KmThe second river flowing on the east side ofléie is Gumara
River which has a drainage area of 150¢.kfthe main tributeries of the Gumera River are
the North Fork, the South Fork, and the Little Guandhe fourth and largest river draining to
Lake Tana is the Gilgel Abay River. It has a catelet area of 5004 KmThough the initial
target of the study was to assess the impact wiatd change on the entire Lake Tana basin,

due to time limitation the study concentrates os tiver.

2.4.2 Lake and Lake Level

Lake Tana is the largest lake in Ethiopia and kil tlargest in the Nile Basin. Lake Tana is
73 km long by 68 km wide and has a surface are@0d2 knf at 1786 masl. The lake is
shallow and has a mean depth of 9.53 m, while depést part of the lake is 14 m (Abay
river basin integrated development master plangptpjl999). The lake has an extensive shore
length fringed by shallow wetlands and cliffs. Tlake was created by a basalt outflow in the
Pleistocene, cutting off the basin at the soutlesitremity of the lake at Chara-Chara which is
near to a city called Bahir Dar. There are aboutsknds in the lake, some with several
historical monasteries and churches having relgend cultural importance.

Due to the restriction at its outlet and its lasg@rage capacity, the lake rises slowly to reach
its maximum level in September at the end of heaurys and recedes slowly to its minimum

water level in June. According to the ministry cdter resources Abay River Basin integrated
master plan project, Lake Tana stores 29.17%#t0of water at an altitude of 1786 masl and

when the water level is at an altitude of 1785 mtsd lake may have a volume of about
26*10°m”.
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According to information from the Zonal Water O#&; flooding and water level drop are
frequent phenomenon happening in the Lake. Thervatel of the lake was more or less
steady however it has shown great fluctuation flewvel since 1995. Figure 2 shows the
annual mean water level variation at Bahir Danctabetween 1.9 and 3.2 m.
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Figure 2: Annual mean lake Tana water level varratit Bahirdar station

According to the analysis done on the measuredriexel data from 1981 to 2006 at Bahir
Dar gauging station, the maximum recorded gaugel lesas 4.2 m in September and the

minimum was 0.88 m in June.

2.5 Land Cover and Land Use

Aerial photographs and SPOT imagery surveys taketff@rent time showed that the land
cover of the area is bushland, cultivated, Eucalkypglassland, lake, shrubland, settlement,
swamp, water surface, wetland and wood. Cultivarea is understood as an area devoted to
crops but including fallow land, private grazingqhdaand scattered homesteads. Cultivated
area surrounded by Eucalyptus plantation is ndbieeaas Eucalyptus has become an
important source of income from the sale of poWstland and swamp are used as grazing
land during the dry season in the same way asvatdtl land is used for aftermath grazing.
The farming system of the area is a mixed farmiggtesn with more emphasis on crop
production. The main crops grown in the area a; sorghum, maize, finger millet and

chick peas.
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2.6 Geology and Soil

Lake Tana lies in a large structural basin surrednoly volcanic mountains composed mostly
of basaltic lava. The lakebeds northwest of Lakaalare the only sedimentary rock
formations in the vicinity of the lake and consmbstly of siliceous shales, sand-stones,
lignite beds, and cherty marl (USBR, 1964). Theksowith in the basin are all extrusive

volcanic rocks representing three or more phasegsloénic activity.

The soils in the Lake Tana sub-basin are a mixttidelatic and recent river alluvial deposits
and are not homogeneous. The major soil typesdratha includes chromic luvisols, eutric
cambisols, eutric fluvisols, eutric leptosols,reutegosols,, eutric vertisols, haplic luvisols,

haplic alisols, haplic nitisols, and lithic leptéso



Litrature Review

3. Literature Review

3.1 Climate Change

3.1.1 Definition of Climate Change

Climate change refers to a change in the statkeotlimate that can be identified by changes
in the mean and/or the variability of its propestend that persists for an extended period,
typically decades or longer (IPCC, 2007).

3.1.2 Global Climate Change

Warming of the climate system in recent decadeshegious, as is now evident from
observations of increases in global average airogedn temperatures, widespread melting of
snow and ice, and rising global sea level (IPCA)80The global average temperature
showed a 100 year linear trend of 0.% from 1996-2005 (IPCC, 2007). Trends in
precipitation amount have been observed in mameleggions. Globally, the area affected by
draught has likely increased since the 1970’s (IP@@7). The ocean circulation is also
predicted to change and sea level is expectedséoat a rate of abolt7 mm/year as the
ocean expands as heat is gradually diffused dowdsmarthe ocean (Thorpe, 2005). There
are also numerous long term changes in other aspéctliimate. Some extreme weather
events have changed in frequency and/or intensiof. days, hot nights, heat waves, and

heavy precipitation events have become more freéguesr most land areas.

3.1.3 Climate Change and Variability in Ethiopia

According to the Ethiopian National Meteorologi&grvices Agency (NMSA, 2001) study

for 42 meteorological stations, the country haseeiemced both dry and wet years over the
last 50 years. Trend analysis of the annual rdisfadwed there was a declining trend in the
northern half of the country and southern Ethioplale there is an increasing trend in the
central part of the country. However, the overahtl in the entire country is more or less
constant. Figure 3 shows the year to year variatiorainfall over the country expressed in

terms of normalized rainfall anomaly averaged @\&stations.
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Figure 3: Annual variability of rainfall over Noen half (left side) and Central (right)

Ethiopia expressed in normalized devation (NMSABD00

The study of NMSA at the same year for 40 statem®wved that there have been very warm
and very cold years. However the general trend skaivere was an increase in temperature
over the last 50 years. The average annual mininamperature over the country has been
increasing by about 0.7% every ten years while average annual maximum ¢eatpre has
been increasing by about 0°t. The study also noted that the minimum tempeeatsr
increasing at a higher rate than the maximum teatpez. Figure 4 shows the year to year
variation of annual maximum and minimum temperagrpressed in terms of normalized

temperature anomalies averaged over 40 stations.
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Figure 4: Annual mean maximum (left side) and mumm(right side) temprature variability
and trend over Ethiopia (NMSA, 2001)

Associated with rainfall and temperature change\ambility, there was a recurrent draught
and flood events in the country. There was als@fagion of water level rise and dry up of
lakes in some parts of the region depending ongdmeeral trend of the temperature and

rainfall pattern of the regions.
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3.1.4 Causes of Climate Change

Climate change may be due to both natural (i.ermal or external processes of the climate
system) as well as anthropogenic forcing (ex. i®een concentrations of greenhouse gases).
Historically, natural factors such as volcanic ¢iaps, changes in the Earth's orbit, and the
amount of energy released from the Sun have atfatie Earth's climate. Beginning late in
the 18th century, human activities associated thi¢hindustrial Revolution have also changed
the composition of the atmosphere and thereforg \igely are influencing the Earth's

climate fttp://www.epa.gov/climatechange/basicinfo.htmlThe IPCC (2007) report,

concluded that most of the observed warming overldist 50 years was likely due to the

increase in greenhouse gas concentrations.

The radiative forcinfof the climate system is dominated by the longdigreen house gases
(GHG). The green house gases include Carbon dig<ide), methane (Ch), nitrous oxide
(N20O), and halocarbons. Carbon dioxide (C@ the most important anthropogenic GHG.
Global GHG emissions due to human activities haw&g since pre-industrial times, with an
increase of 70% between 1970 and 2004 (IPCC, 2@la@hal increase in C{concentrations

is primarily due to fossil fuel use, with land-usbange providing another significant
contribution. The increase in Gldoncentration is predominantly due to agriculiame fossil
fuel use. The increase in,®™ concentration is primarily due to agriculture.a@bes in the
atmospheric concentrations of GHGs and aerosatsl t@ver and solar radiation alter the
energy balance of the climate system and are drieérclimate change. They affect the
absorption, scattering and emission of radiatiothiwithe atmosphere and at the Earth’s
surface. The resulting positive or negative changesergy balance due to these factors are
expressed as radiative forcing, which is used topare warming or cooling influences on
global climate (IPCC, 2007).

3.1.5 Climate Change and Water

Water is involved in all components of the climagstem. Therefore, climate change affects
water through a number of mechanisms. Althoughatiéthange is expected to affect many
sectors of the natural and man-made sectors ddritieonment, water is considered to be the

most critical factor associated with climate chamgpacts. Therefore, it is very important to

! In an equilibrium climate state the average neiatazh at the top of the atmosphere is zero. A gean either
the solar radiation or the infrared radiation ctemthe net radiation. The corresponding imbalasicalled
radiative forcing.

11
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make evaluations of the expected impact on the diggy and water resources due to

expected climate changes regardless of the direofithe change (Ringius et al. 1996).

3.1.6 Developing Climate Change Scenarios

A climate scenario is a plausible representatiofutfre climate that has been constructed for
explicit use in investigating the potential impactfsanthropogenic climate change (IPCC,
2001).Climate change scenarios are developed to givereohenternally consistent and
plausible descriptions of future state of the w¢tRICC, 1999). The climate change scenarios
should be assessed according to consistency witbalprojections, physical plausibility,
applicability in impact assessments and represeiya(Smith and Hulme, 1998). Figure 5
shows the alternative data sources and procedarestistructing climate scenarios.

Matural farcing Anthropagenic farcing
{orbital, solar, volcanic) {fossil emissions, land use}

Palasodlimatic Historical GCMs Simple
reconstructions observations Parareierisaticn IR 8=

Present climate Slobal

mean
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SCEnanios climate el [ ulure climate

Fallarr
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Raqovaisahion

Ineremental GOM grid box Statistical @ Dyrnamical
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SCENAN0s simpla models
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Figure 5: Some alternative data sources and proesdior constructing climate scenarios for

use and impact assessments (IPCC, 2001)

Climate change scenarios for impact assessmerbeaeveloped in three major techniques;
analogue, synthetic and GCM-based climate changeasios. These scenario construction

techniques were dealt as below.

a. Analogue Scenarios Analogue scenarios are constructed by identifyangecorded
climate regime which may resemble the future clevetticipated for a particular site

12
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or region. These recorded climates may be idedtifiethe long observational record
at a sitgltemporal analogug¢®r from other geographical locations (spatial aga€3.
Temporal analogues can be either palaeoclimatilogues or instrumental analogues.
In palaeoclimatic analogues the past climate may réeonstructed by using
information from the geological record and usedctmstruct scenarios used to
represent future climate conditions. While the nmstental analogues uses the past
periods of instrumental records to provide analofprethe future climate. Spatial
analogues are regions which today have a climatgous to that anticipated for the
study region in the future. In essence, the climaterd from one location is assumed
to represent the future climate at a different fimca Such scenarios have the
advantage of representing conditions that have adgtubeen observed and
experienced. However, since the causes of the gmaldimate are most likely due to
changes in atmospheric circulation, rather thantdugeenhouse gas-induced climate
change, these types of scenarios are not recommmh@éadepresent the future climate

in quantitative impact assessments (Smith and HuLI®@8).

b. Synthetic Climate Change Scenarioit is also called arbitrary scenario, which is the
simplest scenario available. In this scenario typéjstorical record for a particular
climate variable is simply perturbed by an arbitramount. For example the station
temperature may increase by’e¢2lt is mainly important to identify the sensitiwiof
an exposure unit to a plausible range of clima@ciations. In this scenario it is
impossible to describe a realistic s#t changes for all climate variables that are

physically plausible and internally consistent

c. Scenario from Global Circulation Models global climate models are the only
credible tools currently available for simulatingetresponse of the global climate
system to increasing green house gas concentrdtiBieC-TGCIA, 1999). Although
the output from GCMs is not generally of a suffitieesolution or reliability to be
applied directly to represent present day climateconsequently future climate
conditions, it is standard practice to use obsedagd in the form of daily or monthly
time series representing the current baseline ge@og. 1961-1990) and to apply

changes derived from GCM information (i.e. the sc@s) to these observed data.

13
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The climate models simulate the present climat@kbended simulation periods under
present climate conditions without any change itemal climate forcing. Then the

quality of the simulation is evaluated with obsé¢iwas of the current climate. After

the model is evaluated, two different strategiegehaeen applied to make projections
of future climate change. The first, so-called &guum method is to change, e.g.

double, the carbon dioxide concentration and to the model again to a new

equilibrium. The differences between the climatatistics of the two simulations

provide an estimate of the climate change corredipgnto the doubling of carbon

dioxide, and of the sensitivity of the climate teal@ange in the radiative forcing. This
method does not provide insight into the time depeece of climate change. The
second, so-called transient method is to forcentibelel with a greenhouse gas and
aerosol scenario. The difference between such atroal and the original baseline

simulation provides a time-dependent projectionclifinate change. This transient
method requires a time-dependent profile of greasbo gas and aerosol

concentrations. These may be derived from so-cadletdssion scenarios (IPCC,

2001).

The IPCC Data Distribution Cenfe(DDC) archives climate change scenarios
constructed from GCM experiments undertaken at rakviaternational modeling
centers. The IPCC DDC also provides access toibhasahd scenario data for a range
of non-climatic data like land use and land cogeg level, and water availability and
water quality which need to be considered in cotidgcclimate change impact and
vulnerability assessments. Below are some of tlem@gs whose data is archived in
the IPCC DDC.
» BCCR:BCM2:Bjerknes Centre for Climate Research (BCCR), Umsiwgrof
Bergen, Norway
= CCCMA:CGCM3_1-T47: Canadian Centre for Climate Modeling and
Analysis (CCCma)
= CONS:ECHO-G: Meteorological Institute of the University of Bonn
(Germany), Institute of KMA (Korea), and Model abdta Group.
= GFDL:CM2: Geophysical Fluid Dynamics Laboratory, NOAA

? http://www.ipcc-data.org/
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= INM:CM3: Institute of Numerical Mathematics, Russian Acadexh$cience,
Russia.

= MPIM:ECHAMS5: Max Planck Institute for Meteorology, Germany

= MRI:CGCM2_3 2:Meteorological Research Institute, Japan Meteoro#bg
Agency, Japan

= NASA:GISS-EH:NASA Goddard Institute for Space Studies (NASA/GISS
USA

= NCAR:CCSM3:National Center for Atmospheric Research (NCAR)

= UKMO:HADCMS3: Hadley Centre for Climate Prediction and Reseaktét,
Office, United Kingdom

= UKMO:HADGEML1: Hadley Centre for Climate Prediction and Reseak#t,
Office United Kingdom

3.1.7 Defining the Baseline Climate

Baseline climate information is important to chaeaize the prevailing conditions and its
thorough analysis is valuable to examine the ptessimpacts of climate change on a
particular exposure ufiitlt can also be used as a reference with whichrékelts of any
climate change studies can be compared. The chadideaseline period has often been
governed by availability of the required climatetadaAccording to World Meteorological
Organization (WMO), the baseline period also caliefgrence period generally corresponds
to the current 30 years normal period. A 30-yeaiopeis used by WMO to define the
average climate of a site or region, and scenafiadimate change are also generally based
on 30-year means. Most impact assessments seekdomine the effect of climate change
with respect to the present, and therefore recasélme periods such as 1961 to 1990 are
usually in favor. A further attraction of using 19& 1990 is that observational climate data
coverage and availability are generally bettertfis period compared to earlier ones (IPCC,
2001).

2.1.8 Emission Scenarios
To determine how the composition of the atmosphane, consequently how climate may
change in the future, it is necessary to constseeharios of greenhouse gas and sulphat

aerosol emissions for the next 100 years and beybmd requires assumptions to be made

* ‘Exposure unit’ is the term used by the IPCC to diesan activity, group, region or resource thay e
exposed to significant climate variations (IPCC949
* http://www.wmo.int/pages/index_en.html
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about how society will evolve in the future. Fotuffefent narrative storylines were developed
to describe the relationship between emission migiviorces and their evolution. Each
storyline represents different demographic, socmremic, technological and environmental
developments. The four qualitative storylines yiedr sets of scenarios called families (A1,
A2, B1, B2). The four scenario families give 40 SR&cenarios which are all equally valid

with no assigned probabilities of occurrence. Adouy to the special report on emission

scenarios (SRES, IPCC 2000) the associated stesyéire summarized below.

The Al storyline and scenario family describes a future world of very rapid economic growth,
global population that peaks in mid-century and declines thereafter, and the rapid
introduction of new and more efficient technologies. Major underlying themes are
convergence among regions, capacity building, and increased cultural and social interactions,
with a substantial reduction in regional differences in per capita income. The Al scenario
family develops into three groups that describe alternative directions of technological change
in the energy system. The three Al groups are distinguished by their technological emphasis:
fossil intensive (A1FI), non-fossil energy sources (ALT), or a balance across all sources
(A1B).

The A2 storyline and scenario family describes a very heterogeneous world. The underlying
theme is self-reliance and preservation of local identities. Fertility patterns across regions
converge very dowly, which results in continuously increasing global population. Economic
development is primarily regionally oriented and per capita economic growth and
technological changes are more fragmented and slower than in other storylines.

The Bl storyline and scenario family describes a convergent world with the same global
population that peaks in midcentury and declines thereafter, as in the Al storyline, but with
rapid changes in economic structures toward a service and information economy, with
reductions in material intensity, and the introduction of clean and resource-efficient
technologies. The emphasis is on global solutions to economic, social, and environmental
sustainability, including improved equity, but without additional climate initiatives.

The B2 storyline and scenario family describes a world in which the emphasis is on local
solutions to economic, social, and environmental sustainability. It isa world with continuously
increasing global population at a rate lower than A2, intermediate levels of economic
development, and less rapid and more diverse technological change than in the B1 and Al
storylines. While the scenario is also oriented toward environmental protection and social

equity, it focuses on local and regional levels.
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All of these scenarios do not include climate atities of the United Nations Framework
Convention on Climate Change (UNFCCC) or the emissargets of the Kyoto Protocol

However, non-climatic change policies designedafavide range of other purposes influence
the GHG emission divers such as demographic chasogéal and economic development,
technological change and pollution management. iftisence is reflected in the storylines

and resultant scenarios.

3.2 Climate Models

“The major components of the climate system thatienportant for climatic change and its
consequences, such as sea level rise, during tktecaptury are: the atmosphere, oceans,
terrestrial biosphere, glaciers and ice sheetdatisurface. In order to project the impact of
human perturbations on the climate system, it eggary to calculate the effects of all the
key processes operating in these climate systenpaoemts and the interactions between
them. These climate processes can be representedtirematical terms based on physical
laws such as the conservation of mass, momentudheaergy. However, the complexity of
the system means that the calculations from theghamatical equations can be performed in
practice only by using a computer. The mathemaftaahulation is therefore implemented in
a computer program, which is referred to as a mdfiehe model includes enough of the
components of the climate system to be useful imukating the climate, it is commonly
called a climate model” (IPCC, 1997). Modern climanodels are composed of a system of
interacting model components, each of which sinegla different part of the climate system
(Bader et al.,, 2008). The atmospheric and oceanpooents are known as General
Circulation Models (GCMs) because they expliciilpslate the large scale global circulation

of the atmosphere and ocean (Bader et al.2008).

Atmospheric general circulation models (AGCMs) ammputer programs that evolve the
atmosphere’s three dimensional state forward ir.tilfthis atmospheric state is described by
such variables as temperature, pressure, humiditygls, water and ice condensate in clouds.
These variables are defined on a spatial grid, gitti spacing determined in large part by
available computational resources (Bader et al08R0The model’'s grid-scale evolution is
determined by equations describing the thermodycsam@mnd fluid dynamics of an ideal gas
(Bader et al., 2008). Ocean general circulation el®(ODGCMSs) solve the primitive equations

for global incompressible fluid flow analogous hetideal-gas primitive equations solved by

® http://unfcce.int/kyoto_protocol/items/2830.php
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atmospheric GCMs (Bader et al. 200855CM and OGCM can be coupled together to form
an atmosphere-ocean coupled general circulationem@OGCM). With the addition of
other components (such as a sea ice model or al fuvdevapotranspiration over land), the
AOGCM becomes a full climate model.

Most GCMs have a horizontal resolution of betwe®@ &nd 600 km, and 10 to 20 vertical
layers in the atmosphere. A typical ocean modebhaasrizontal resolution of 125 to 250 km
and a resolution of 200 to 400 m in the verticRIGC, 2001). Their resolution is thus quit

coarser relative to the scale needed by impactssse

3.3 Regionalization Techniques
The horizontal resolution of coupled AOGCMs is teky coarse to explicitly capture the
fine scale structure that characterizes climatigcabdes in many regions of the world that is
needed for impact assessments studies. Many inmpaatpects of the climate of a region
(e.g., climatic means in areas of complex topogyaphextreme weather systems such as
tropical cyclones) can only be directly simulatédrauch finer resolution than that of current
AOGCMs (IPCC, 2001). Therefore, a number of techegjhave been developed to enhance
the regional information provided by the AOGCMs atal get a finer scale regional
information. These approaches are called regicatédiz techniques and are classified into
three categories:

= High resolution and variable resolution AGCM exp@nts

= Nested limited area (regional) climate models (REMs

= Statistical methods

RCMs and statistical models are often referred $o dawnscaling tools of AOGCM

information. It might be important to define redon levels when we deal about
regionalization techniques. According to IPCC (200&nge of 16to 10 km? is defined as

regional scale, scales smaller thafl i’ are referred to as local scale and scales gréwter

10" km?® are referred to as planetary scales. Circulat@mtsirring between foand 10 km?

are resolved using the regional circulation models.

3.3.1 High Resolution and Variable Resolution AGCM Experiments
The concept behind the use of high or variablelotism AGCM simulations is that, given the
sea surface temperature, sea ice, trace gas andobhdorcing, relatively high-resolution

information can be obtained globally or regionaWjthout having to perform the whole
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transient simulation with high resolution modelsieTmain theoretical advantage of this
approach is that the resulting simulations are a@lglronsistent, capturing remote responses
to the impact of higher resolution. The use of bighesolution can lead to improved
simulation of the general circulation in additiom froviding regional detail (e.qg.,
HIRETYCS, 1998; Stratton, 1999a cited from IPCQ)20

Use of high resolution and variable resolution glolnodels is computationally very
demanding, which poses limits to the increase soltgion obtainable with this method.
However, it has been suggested that high-resol#®&Ms could be used to obtain forcing
fields for higher resolution RCMs or statisticalwdtscaling, thus effectively providing an
intermediate step between AOGCMs and regional amgrecal models (IPCC, 2001).

3.3.2 RegionalClimate Models
The nested regional climate modeling technique is1®f using initial conditions, time-

dependent lateral meteorological conditions andasarboundary conditions to drive high-
resolution RCMs. The driving data is derived frol®\8s (or analyses of observations) and
can include GHG and aerosol forcing (IPCC, 200Ihey can provide high resolution (up to
10 to 20 km or less) and multi-decadal simulatiansl are capable of describing climate
feedback mechanisms acting at the regional scateindportant advantage of dynamical
models is that they account for local conditionsjol may include changes in land-surface

vegetation or atmospheric chemistry in physicatigsistent ways.

Two main limitations of this technique are the eféeof systematic errors in the driving fields
provided by global models and lack of two-way iatgions between regional and global
climate (IPCC, 2007). This technique has been usd®g in one-way mode, i.e., with no
feedback from the RCM simulation to the driving GCM

3.3.3 Statistical Methods

Statistical downscaling is based on the view thgtanal climate is being conditioned by two

factors: the large scale climatic state and redilmtal physiographic features (e.g.,

topography, land-sea distribution and land use)nAhis viewpoint, regional or local climate

information is derived by first determining a ss#ital model which relates large-scale
climate variables (predictors) to regional and la@aiables (predictands). Then the predictors
from an AOGCM simulation are fed into this statiatimodel to estimate the corresponding

local and regional climate characteristics.
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One of the primary advantages of these techniggeshat they are computationally
inexpensive, and thus can easily be applied touulmm different GCM experiments.
Another advantage is that they can be used to gedwcal information, which can be most
needed in many climate change impact applicatidriee applications of downscaling
techniques vary widely with respect to regionstispand temporal scales, type of predictors

and predictands, and climate statistics (IPCC, 2001

The major theoretical weakness of statistical dmalisg methods is that their basic
assumption is not verifiable, i.e., that the stai#d relationships developed for present day
climate also hold under the different forcing cdiwlis of possible future climates. In
addition, data with which to develop relationshipay not be readily available in remote

regions or regions with complex topography.

3.4 Uncertainties in Climate Change Studies

There are several sources of uncertainty in theergdéion of climate change information.
There is uncertainty associated with alternativenados of future emissions and their
radiative effects. Uncertainties in the climati¢eefs of manmade aerosols (liquid and solid
particles suspended in the atmosphere) constitutajar hesitation in quantitative studies.
Bader et al., 2008 stated that we do not know hawhmwarming due to greenhouse gases
has been cancelled by cooling due to aerosols. rtémctes related to clouds increase the
difficulty in simulating the climatic effects of ewsols, since these aerosols are known to
interact with clouds and potentially can changeudloadiative properties and cloud cover
(Bader et al., 2008 The numerical models introduce uncertainties bexanfsthe finite
approximation to the continuous equations. Thisr@gmation has two related aspects: one
that there is a truncation error because of theemaal method and the other because of the
effects of scales of motion smaller than the gesbiutionon the resolved scale flow must be
included (Thorpe, 2005).

3.5 Hydrological Models

There are many different reasons why modeling efrtinfall-runoff processes of hydrology
is needed. The main reasons behind are a limitederaof hydrological measurement
techniques and a limited range of measurementgaoesand time (Beven, 2000). Therefore,
it is necessary to develop a means of extrapoldtog those available measurements in
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space and time to ungauged catchments and intéutbee to assess the likely impact of
future hydrological change. Hydrological models atearacterizations of the real world
system. A wide range of hydrological models aredubg the researchers, however the
applications of those models are highly dependarthe purposes for which the modeling is
made. Beven (2000) stated that many rainfall-rumofidels are carried out purely for
research purposes as a means of enhancing knowddage hydrological systems. He also
added that other types of models are developedeamuloyed as tools for simulation and
prediction aiming ultimately to allow decision maketo improve decision making about

hydrological problems.

Before developing the hydrological models it isavito understand how the catchment

responds to rainfall under different conditions.

3.5.1 Classification of Hydrological Models

There are a number of ways of classifying modelas<$ifications are generally based on the
method of representation of the hydrological cymlea component of the hydrologic cycle.
Owing to the complex nature of rainfall-runoff pesses, different hydrologists have different
modeling approaches even to the same hydrologysét®. This process is called perceptual
modeling (Beven, 2000).

Beven (2000) categorized rainfall-runoff modelihimped or distributed and deterministic
or stochastic. In lumped models the hydrologic peters do not vary spatially with in the
basin and thus, basin response is evaluated otiiye atutlet, without explicitly accounting for
the response of individual sub-basins (Cunderlik03. Cunderlik added that the
representation of hydrologic processes in lumpedrdiggic models is usually very
simplified; however they can often lead to satigfac results, especially if the interest is in
the discharge prediction only. The distributed nieaeake predictions that are distributed in
space by discretizing the catchment into a largeber of elements or grid squares and
solving the equations for the state variables astat with every element or grid square
(Beven, 2000). Distributed models generally reglarge amounts of data parameterization in
each grid cell. Cunderlik (2003) stated that if ganing physical processes are modeled in
detail and properly applied, distributed models paovide the highest degree of accuracy.
There is a third type of model in this categorylemhlsemi-distributed model. In semi-
distributed model, the parameters of the model adl@ved to vary partially in space by

dividing the basin into a number of smaller subkims The main advantage of semi-
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distributed models is that their structure is mahgsically based than the structure of lumped
models, and that they are less demanding an inpta than fully distributed models
(Cunderlik, 2003). Deterministic models permit onlye outcome from a simulation with one
set of inputs and parameter values while stochastidels allow for some randomness or
uncertainty in the possible outcomes due to unicgytain input variables, boundary

conditions or model parameters (Beven, 2000).

Conceptual and physically based models are ther ditvens of model classification.
Conceptual models are based on limited representati the physical processes acting to
produce the hydrological outputs, for instance iygresentation of a drainage basin by a
cascade of stores, while physically based modelsased more solidly on understanding of
the relevant physical processes (Ward & Robins@®02 Ward & Robinson added that
models may also be linear or non-linear in eitter $ystems theory or statistical regression

sense.

3.5.2 Hydrologic Model Selection

There are a range of possible model structureswich class of models. Hence, choosing a
particular model structure for a particular apgima is one of the challenges of the model
user community. Beven (2000) suggested four coiberifor selecting model structures as

below.

1. Consider models which are readily available andsehavestment of time and money
appeared worthwhile.

2. Decide whether the model under consideration willdpce the outputs needed to
meet the aims of a particular project.

3. Prepare a list of assumptions made by the modekhadk the assumptions likely to
be limiting in terms of what is known about the pesse of the catchment. This
assessment will generally be a relative one, dreat a screen to reject those models
that are obviously based on incorrect represemtsidd the catchment processes.

4. Make a list of the inputs required by the model dedide whether all the information
required by the model can be provided within theetiand cost constraints of the

project.
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4. Methodology

4.1 Climate Projection

4.1.1 Climate Scenario

GCM derived scenarios of climate change were usedpfedicting the plausible future
climate of the study area as they conform to méshe criteria proposed by the IPCC task
group on data and scenario support for impact #nthte assessment (IPCC-TGICA). IPCC
recommends using multiple scenarios; at minimunmages constructed from two different
GCMs in impacts assessments. However, in this stludyto availability of limited public
domain GCM data and time constraint, only the GChtadfrom UK Hadley Center
(HadCM3) was used. Besides, it was also for thisviGiata a freely available downscaling
tool was obtained. The GCMs data obtained wereoswse in resolution that it was less
certain to apply them directly into impact asses#mBPespite the advances in computing
technology that have enabled large increases irrabelution of GCMs over the last few
years, climate model results are still not suffitig accurate at regional scales to be used
directly in impacts studies (Mearns et al., 19%¥nce, downscaling techniques were used to
bridge the spatial and temporal resolution gapséen what climate modelers are currently
able to provide and what impact assessors reqWity & Dawson, 2007). In this study
Statistical DownScaling Model was used for thiktas

4.1.2 Statistical DownScaling Model

Statistical DownScaling Model (SDSM) is a decisgupport tool for assessing local climate
change impacts using a robust statistical downsgakchnique. SDSM facilitates the rapid
development of multiple, low cost, single site su@ws of daily surface weather variables
under present and future climate forci®PSM calculates statistical relationships, based on
multiple linear regression techniques, betweenelmtple (the predictors) and local (the
predictand) climate. These relationships were dgpexl using observed weather data and, it
was assumed that these relationships remain valithe future. SDSM used to obtain
downscaled local information for future time periog driving the relationships with GCM-

derived predictors.
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4.1.3 Statistical DownScaling Model Input
The predictor variables provide daily informatiooncerning the large-scale state of the
atmosphere, while the predictand describes comditet the site scale (i.e. temperature or

precipitation observed at a station).

Large-scale predictor variable information obtainém the National Center for
Environmental Prediction (NCEP) reanalysis data(feetthe calibration and validation) and
HadCM3 GCM data for the baseline and climate scéernagriods. The HadCM3 predictor
variables are available for the A2a and B2a expamisi and are downloaded from the
Environment Canadavebsite. The predictor variables are suppliedaagrid by grid box
basis on entering the location of the site. For ghely area (latitude: $66-11°51'N and
Longitude: 3844-37°23E) the correct grid box calculated and a zippesliias downloaded.
The downloaded data consists of three data fildsi@sl below and represents a resolution of
2.5 latitude by 3.73longitude.

= NCEP_1961-2001: This directory contains 41 yeardailfy observed predictor data,
derived from the NCEP reanalyses, normalized dwecomplete 1961-1990 period

= H3A2a 1961-2099: This directory contains 139 yexdrdaily GCM predictor data,
derived from the HadCM3 A2(a) experiment, normaliner the 1961-1990 period

= H3B2a_ 1961-2099: This directory contains 139 yexdirdaily GCM predictor data,
derived from the HadCM3 B2(a) experiment, normalipger the 1961-1990 period

The predictors of the NCEP and HadCM3 GCM experimesre listed in th&able 1 with
their descriptions.

® http://www.cccsn.ca/Download Data/HadCM3_Predictors-e.html
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Table 1: Daily predictor variable held in the gbiox data archive

Variable | Description Variable Description

Temp Mean temperature at 2m s850 Specific humidity50 hpa
height

Mslp Mean sea level pressure Derived| The following variables have

variables | been derived wusing the

geostrophic approximation

p500 500hpa geopotential height ** f Geostrophidlaiv velocity
p850 850 hpa geopotentail height ** 7 Vorticity
Rhum Near surface relative humidity ** U Zonal v@tg component
r500 Reative humidity at 500 hpa **_v Meridional velocity
height component
rg8s50 Relative humidity at 850 hpa **zh Divergence
height
Shum Near surface specific humidity **th Wind ditiea
s500 Specific humidity at 500 hpa
height

** refers to different atmpspheric levels: the swé (p_), 850hpa height (p8) and 500 hpa height (p5

The predictand variables used in this study weezipitation, maximum and minimum
temperature. Among the stations in the study abemgila station was considered for
downscaling as it had a relatively better dataiguahll of the stations in the drainage basin
lay in the same grid box in the African window ahd/as assumed that the results obtained
at Dangila station will also represent other stagion the drainage basin as well.

4.1.4 SDSM Modeling Approach

The downscaling of the GCMs data using SDSM wasdofiowing the procedures in the
flow chart (Figure 6). Before starting the main 3ID8ownscaling operation, quality control
of the data was undertaken to check an input dietdor missing and unreasonable values.

Scatter plot analysis was performed and it waslatthat all the predictands were normally
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distributed; hence transformation operation wasndownimportant. The other operations

performed for downscaling are dealt in detail ia thllowing sections.

7
Select Qmuality Station A
predictand control —"" data I
s i
s 1| = f !
Sca elect cTeen s NCLCE /
1{;‘;;[5‘1’ predictors warahles — data .,r'
’
(Unlonditdonal Set model Transfom
process? stacture wariables
Calilpanies / Stalivo aud !
modcl ——F MNCEP data
Fi A
~ - \\\
F E—— e i —_—
NCOEFR # ‘/ Do wenscale i ,-'f [ s
f,-"r predicios s \\\iedlct:md // :’_, prredicioe s -
W mallien \/ Scenmaro
gcﬂ;tmtor Et‘ul:l.il.lul.
Tl d el
output
Sunmmary Frequency L'ou::}{n_'e Time series
Statisdcs analysis resull analysis
Chart
resulis

Figure 6: SDSM 4.1 climate scenario generation fobvart (Wilby & Dawson, 2008)

4.1.4.1 Screening of downscaling predictor variables
The screen variables option used to select theopppte downscaling predictors for model

calibration. The screening of variables was doneriay and error procedure and it was the
most time consuming activity in the downscaling ga@ss. For maximum and minimum
temperature downscaling an unconditional process sedected as the predictor-predictand
process is not regulated by an intermediate proedsse as for the precipitation as the
amount depends on wet-dry day occurrence, a conditiprocess was selected. The
significance level which tests the significancepoédictor-predictand correlation was set to
the default (P<0.05). The correlation analysis wesed to investigate inter-variable
correlations for specified periods (monthly, seatoor annual). The correlation matrix gives
a report for the partial correlations between thkeaed predictors and predictand which
helped to identify the amount of explanatory potet is unique to each predictor. Using the
partial correlations statistics, predictors whidmowed the strongest association with the

26



Methodol ogy

predictand were selected. The scatter plot operatias also performed for visual inspection
of inter-variable behavior for specified sub-pesgdchonthly, seasonal, or annual). The scatter
plots were used to see the nature of associatioea(, non-linear, etc) between the predictor
and predictand which was important to decide wirethre not data transformation was

necessary.

4.1.4.2 Model Calibration
The NCEP reanalysis data which was used to caditaatl validate the model has a range of

data from 1960-2001 and the observed data colledteth the Ethiopian National
Metrological Services Agency (NMSA) was from 199002. Hence, the data from 1990-
1997 was used for model calibration and from 199812was used for model validation.

The calibrate model process constructs downscatiodels based on multiple regression
equations, given daily weather data (predictand) r@gional scale, atmospheric (predictor)
variables. The ordinary least squares optimizateminique was preferred against the dual
simplex to calibrate the SDSM because the modginogess was slowed down when chow
test was performed with the dual simplex optim@mati An unconditional process was
selected for the maximum and minimum temperatuigt @nditional for the precipitation

owing to the presence of intermediate processesnoithly temporal resolution of the

downscaling model was chosen to derive differentdeh@arameters for each month. Upon
completion of the appropriate selections, the moasat calibrated. The resultant model
calibration parameter (*.par) file generated waachted in appendix-2 for the precipitation,

maximum and minimum temperature.

4.1.4.3 Weather Generation
A synthetic ensembles of daily weather series weosluced giving the observed (NCEP

reanalysis) atmospheric predictor variables andessgon model weights produced by the
calibrate model operation. The generated weathes wsed for the verification of the
calibrated model for an independent data set (Z¥8:) withheld from the calibration
process. An ensemble size of 20 (default) values generated. Despite individual ensemble
members are considered equally plausible, the roédhe 20 ensembles was used for the

model validation process.

4.1.4.4 Scenario Generation
The calibrated and validated model was used forgémeration of ensembles of synthetic

daily weather series giving daily atmospheric petati variables from the HadCM3 A2a and
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B2a experiment. The scenario generation producesh0mbles of synthetic weather data for
139 years (1961-2099), and the mean of the ensemids calculated and used for impact
assessment. It was adequate to consider the meéha ehsembles as the aim of such type of
study is to see the general trend of climate chamgiee future, and to preserve inter-variable

relationships (Lijalem, 2007).

4.2 Hydrological Modeling

A physically based hydrological model was develofiedthe Lake Tana basin to assess the
impact of climate change on tributary rivers andtlom lake. Soil and Water Assessment tool
(SWAT) was selected as the best modeling tool owangnany reasons. First and for most it

is a public domain model and it is used for freec@dly in countries like Ethiopia, there is a

shortage of long term observational data seriasséosophisticated models; however, SWAT
is computationally efficient and requires minimuietal Besides SWAT was checked in the
highlands of Ethiopia and gave satisfactory res(@estegne, 2007). SWAT model was

developed to predict the impact of land managenpeattices on water, sediment, and

agricultural chemical yields. However, this studyncentrated on the hydrological aspect of
the sub-basin. The description of the model, magalits and model setup are discussed in
detail in the subsequent sections.

4.2.1 Soil and Water Assessment Tool (SWAT) Background

SWAT is a physically based river basin scale maldsleloped by Dr. Jeff Arnold to predict
the impact of land management practices on wageliireent and agricultural chemical yields
in large complex watersheds with varying soils,dlarse and management conditions over
long periods of time (Neitsch et al., 2005). SWADdul is a continuation of several non-
point sources modeling but a direct outgrowth of FEBRB model (Simulator for Water
Resources in Rural Basins). SWRRB is a continuons step model that was developed to
simulate nonpoint source loadings from watershiigst¢ch et al., 2005). The number of sub-
basins in SWRRB was limited to ten and the modela® water and sediment transported out
of the sub-basins directly to the watershed ouwtleich were the difficulty to use the model
for large watersheds. These limitations led to deeelopment of a model called ROTO
(Routing Outputs to Outlet) (Arnold et al., 199®kich took output from multiple SWRRB
runs and routed the flows through channels andvess. The input and outputs of multiple
SWRRB files were cumbersome and required consiteerabbmputer storage. Besides, all
SWRRB runs had to be made independently and thpuat ito ROTO for channel and
reservoir routing. To overcome the awkwardnesshi arrangement, SWRRB and ROTO
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were merged into a single model, SWAT in the e2f90s (Neitsch et al., 2005). SWAT has
undergone continued review and expansion of capebilsince its development. The
interfaces for the model have been developed ind®s (visual basic), GRASS, and
ArcView. The ArcSwat2005 ArcGIS extension was uf@dhis study.

For all types of problems dealt in SWAT, water bakais the driving force behind everything
that happens in the watershed. Simulation of thérdiggy of a watershed in SWAT is

separated into two major divisions. The first dimsis the land phase of the hydrological
cycle as depicted in Figure 7 which controls theoamh of water, sediment, nutrient and
pesticide loadings to the main channel in eachlmsgn. The land phase of the hydrological

cycle is simulated by SWAT based on the water lzaaaguation:

SW, = SWy + Y- 1 (Raay — Qsurt — Ea — Wseep — Qgu) -vveevvveeervvveeainnnn. Eqn 1

where:SW, is the final soil water content (mm H,0)
SW,is the initial soil water content on day i (mm H,0)
tis the time in days
Rgay is the amount of precipitation on day i (mmH,0)
Qsursis the amount of runoff on day i (mmH,0)
E, is the amount of evapotranspiration on day i (mmH,0)
Wyeep is the amount of water entering the vadose zone from the soil profile
on day i (mmH,0)

Qgw is the amount of return flow on day i (mmH,0)
The second division is the water or routing phakehe hydrological cycle which is the

movement of water, nutrients, sediment and pestcitirough the channel network of the

watershed into the outlet.
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Figure 7: Schematic representation of the hydralagiycle (Neitsch et al., 2005)

SWAT requires daily values of precipitation, maximwand minimum temperature, solar
radiation, relative humidity and wind speed. Thi#ies may be given as an input to the model
or can be generated from the monthly average demensrized over a number of years using
WXGEN (an in-built weather generator model). TheBmatic variables are central in the
determination of hydrological cycle of the drainabasin besides land use, soil and

management practices inputs.

It might be vital to discuss the most important foydgical cycle components and their
estimation by SWAT model for this study; for furthdetailed explanation the author
recommends referring the SWAT2005 theoretical dantation.

Most of the water in the earth’s surface is remolbgdevapotranspiration. Roughly 62% of
the precipitation that falls on the continents vamotranspired (Neitsch et al., 2005). Hence
accurate estimation of Evapotranspiration is vitahe assessment of water resources and the
impact of climate and land use on these resouBY&AT uses the Penman-Monteith method,
the Priestley-Taylor method, and the Hargreaveshaodktfor the estimation of potential
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evapotranspiration. Three of the methods haveréiftenput data requirements. The Penman-
Monteith method requires solar radiation, air terapge, relative humidity and wind speed.
The Priestley-Taylor method requires solar radmtair temperature, and relative humidity.
The Hargreaves method requires only air temperatoe this study due to availability of
only temperature data, the Hargreaves method wexs fos the determination of the potential

Evapotranspiration.

The Hargreaves method was developed in 1975 beralevnprovements were made to the
original equation. The form used in SWAT (Eqgn 2)swaublished in 1985 (Neitsch et al.,
2005).

AEp = 0.0023 * Hg * (Tyx — Tonn) %> (Tay + 17.8) oo e et cee e e v e e e LEQN 2

where:A is the latent heat of vaporzation (M] kg™1)
E, is the potential evapotranspiration (mm d™1)
H, is the extraterrestrial radiation (MJm~2d™1)
Tpx is the maximum air temprature for a given day (°C)
Tpn is the minimum air temprature for a given day(°C)

T,y is the mean air temprature for a given day (°C)

SWAT provides the SCS curve number procedure aadstleen & Ampt infiltration method
for estimating surface runoff. For this study th@SScurve number procedure was preferred
over the Green & Ampt infiltration method. The Gre& Ampt infiltration method assumes
that there will be excess water at the surfacdl sinees which was invalid assumption in the
study area. Besides, the Green and Ampt infiltratieethod requires sub-daily precipitation

data which was other limitation to use this method.

The SCS curve number method is simple, widely used efficient for determining the
approximate amount of runoff from a rainfall evemnider a varying land use and soil types.
The 1972 SCS curve number equation (Egn 3) is ims88VAT model.

2
(Rday_la)

m PSPPI == o | § JC

Qsurf =

whereQq, is the accumulated rainfall excess (mm H,0)
Rgay is the rainfall depth for the day (mm H,0)

[, is the initial abstraction which includes surface storage, infilitration
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and infiltration prior to runoff (mm H,0)

S is the the retention parameter (mm H,0)
The retention parameter varies spatially due tangéa in soils, land use, management and
slope and temporarily due to changes in the soiemweontent. The retention parameter is

defined as in Eqgn 4.
S =25.4 (% - 10) RO = |1 B

where, CN is the curve number for the day. Theveunumber is based on the area's
hydrologic soil group, land use and hydrologic dtod. The initial abstractions,, is
commonly approximated as 0.2S and Eqn 3 becomes:

2
_ (Rgay—0.28)

Qgurf = W PPV PPPPPRN =1 | I

The other component of the hydrological cycle whicimtributes to the stream flow is the
groundwater. SWAT simulates two aquifers in eadhtisasin: shallow and deep. The shallow

aquifer is an unconfined aquifer and deep aqusé¢né confined aquifer.

The water balance for the shallow aquifer is désctiin Eq 6.

aAqshi = Aqshi-1 + Wrchrgsh — ng — Wrevap — Wpump,sh =+ o wos oee o Eqn 6

whereaqgy ; is the amount of water stored in the shallow aquifer on day i (mm H,0)
A(sh i—1 is the amount of water stored in the shallow aquifer on
dayi—1 (mm H,0)
Wichrg 1S the amount of recharge entering the shallow aquifer on day i (mm H,0)
Qgw is the groundwater flow, or base flow, into main channel on day i (mm H,0)
Wrevapl$ the amount of water moving into the soil zone in response to water

difficiencie on day i (mm H,0)

Wpump,sh 1S the amount of water removed from shallow aquifer by pumping

on day i (mm H,0)

Water that moves past the lowest depth of thepsoiile by percolation or bypass flow enters
and flows through the vadose zone before becontiatjosv and/or deep aquifer recharge.

The lag between the time that water exits the mafile and enters the shallow aquifer will
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depend on the depth to the water table and theahiidiproperties of the geologic formations

in the vadose zone and groundwater zones.

SWAT utilizes an exponential decay weighing functproposed by Venetis (1969) and used
by Sangrey et al. (1984) in a precipitation/grouatiw response model to estimate the time
delay in aquifer recharge once the water exitsdsié profile (Neitsch et al., 2005). The

recharge to both aquifers on a given day is caledlasing Eqn 7.

Wrchrgi = (1 — eXp[—1/84y]) * Wseep + €XP[—1/8gw| * Wrchrgi—1 -+ s wov cee eee e ..EAN 7

where:wyqyrg is the amount or recharge enetering the aquifers on day i ((mm H,0)

84w is the delay time of the overlaying geologic formations (days)

Weep is the total amount of water exiting the bottom of the soil profile

ondayi (mm H,0)

Wrchrgi-1 iS the amount or recharge entering the aquifers

ondayi— 1 ((mm H,0)
The total amount of water exiting the bottom of Hudl profile on a day is calculated using
Eqgn 8.

Wseep = percly=n + WEPR,btm «ee sor soe ver sn see s vnn s vnn un v Eqn 8

where:wk ptm is the amount of water percolating out of the lowest layer, n, in
the soil profile on day i (mm H,0)
Werkbtm 1S the amount of water flow past the lower boundary of the soil
profile due to pass flow on day i (mm H,0)
The shallow aquifer contributes base flow to thénmnchannel or reaches within the sub-basin.
Base flow is allowed to enter the reach only if Hmount of water stored in the shallow

aquifer exceeds a threshold value specified byiee,aqsp s 4-

SWAT uses the Hooghoudt's (1940) equation (Eqro9Qdtermine the steady-state response
of groundwater flow recharge.

_ 8000+kgy;
2

swW

where:Kg,; is the hydraulic conductivity of the aquifer (ZlTI;)

Lgw is the distance from the ridge or sub — basin divide for the groundwater
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system to the main channel (m)
hy,tp) is the water table height
SWAT calculates the water level fluctuations duado-steady-state response of groundwater

flow to periodic recharge using Eqn 10 (SmedemaRyatoft, 1983).

dhyp) _ Wrchrg,sh_Qw
at 800 R (o | o I K0
where: 2wl g the change in water table height with time (icheay)

dt
u is the specific yield of the shallow aquifer (%)

assuming that variation in groundwater flow is &éiflg related to the rate of recharge in water
table height, Eqn 9 & 10 can be combined to okEan 11.

ngw Ksat
at =10 * u*:‘;;w * (wrchrg,sh - ng) = Ogy * (Wrchrg,sh - ng) PRSP = o | o I I §
where:

gy is the baseflow recission constant and all the other terms are as defined before

Integration and rearranging of Eqn 11 yields EqRs&113 which is used to calculate the

groundwater flow.

ng,i = ng,i—l * eXp[_agw * At] + Wrchrg,sh * (1 - exp[_agw * At])

if aqgsp > aqhihr,g e e oo Egn 12

Qgwi =0 if aqgy < aQgpenr,g - e oor oee ven e - wEQN 13

where:Qg,,; is the groundwater flow in to the main channel on day i (mm H,0)
Qgw,i—1 is the ground water flow into the main channel on day i — 1 (mm H()

At is the time step (1day)

a(shthr,q iS the threshold water level in the shallow aquifer for groundwater

contribution to the main channel to occur (mm H,0) and all the other terms are as

defined above

Water may move from the shallow aquifer into theertaying unsaturated zone. SWAT
models the movement of water into the underlyingattrated layers as a function of water
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demand for evapotranspiration. When the materiatlging the aquifer is dry, water in the

capillary fringe evaporate and diffused upward.weder is removed from the capillary fringe

by evaporation, it will be replaced from the ungery aquifer. This process is termed as
‘revap’. ‘Revap’ is allowed to occur only if the aomt of water stored in the shallow aquifer
exceeds a threshold valuggspeny rew-

The maximum amount of water that will be removethfrthe aquifer via ‘revap’ on a given

day is as in Eqn 14.

Wrevapmx = Brev * Eg o oo oo v v e LEQN 14

WhEere:wyeyap mx is the maximum amount of water moving into the soil zone in

response to water difficiences (mm H,0)
Brev is the revap coefficient
E, is the potential evapotranspiration for the day (mm H,0)

The water balance for the deep aquifer is caluedlaly Eqn 15.
aqdp,i = aqdp‘i_1 + wdeep - wpump,dp Eqn 15

where:aqgp,; is the amount of water stored in the deep aquifer on day i (mm H,0)
aqgp,i—1 is the amount of water stored in the deep aquifer on day i — 1 (mm H,0)
Wgeep IS the amount of water percolating from the shallow aquifer in to the
deep aquifer on day i (mm H,0)
Wpump,dp 1S the amount of water removed from the deep aquifer by

pumping on day i (mm H,0)

In SWAT, the amount of water entering to the degpifar is not considered in water budget

calculations and can be considered to be lost frensystem.

SWAT uses manning’s equation to define the rate aldcity of flow. Water is routed
through the channel network using the variableagferrouting method or the Muskingum
river routing method. Both of the methods are \taones of the kinematic wave model. In this
study due to its simplicity, the variable storagedal was selected. SWAT assumes the main

channels are a trapezoidal shape.
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Storage routing is based on the continuity equdtiom given reach:
Vl - Vout = Avstored WEas mEs wEs mEs mEs sEs wEs wEs wEw wEw mEw wms wmw owmmw ...Eqn 16

where:V;, is the volume of inflow during the time step (m3® H,0)
V,ut is the volume of outflow during the time step ( m3H,0)

AVsiorage is the change in the volume of storage during time step (m3 H,0)

The Egn 16 can be written as:

Qin,1tqin,2 Qout,1tdout,2 | __
s (BeOns) |y, (Semsttons) Ly Ly BT

where:At is the time step (s)

3

in,1 is the inflow rate at the begining of the flow rate (mT)

3
in,2 is the inflow rate at the end of the flow rate (mT)

3
Qout1 1S the outflow rate at the begining of the flow rate (mT)

3
Qout2 is the outflow rate at the end of the flow rate (mT )

Vstored,1 1S the storage volume at the biginning of the time step (m?* H,0)

Vstored,2 1S the storage volume at the end of the time step (m*® H,0)

Rearranging Eqn 17, all the known variable arehenleft side of the equation,

Vstored,1 Qout,1 Vstored,2 Qout
; 4 e — = = S e EQN 18
qm,ave At 2 At 2 q

where:qip ave is the average inflow rate during the time step
The time in the reach is computed by dividing tb&ume of water in the channel by the flow
rate.

TT = Vstored _ Vtorear _ Vstoreaz . Eqn19
Jout qout,1 Jout,2

where:TT is the travel time and others are as defined before
By substituting Eqn 19 is substituted in to Eqnta@&8evelop a relationship between travel

time and storage coefficient.

Vstored,1 Qout,1 Vstored,2 Qout,2
Qinave T (g)*(vsmred,l) S = (g)*(vsmred,z) T e EQN 20
TT dout,1 TT dout,2

which simplifies to
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2xAt 2xAt
qout‘z — (m) * qin,ave + (1 - 2*TT+At) * qout,l AEN nus mEe NEE mEE B ® HEE ..Eqn 21

This equation is similar to the coefficient methempiation

qout,Z = SC * qin,av + (1 — SC) * qout,l fua amr eaa es wes ees ees nes ses wes ses s s Eqn 22

whereSC is the storage coefficient. Eqn 22 is the basighie SCS convex routing method

and the Muskingum method. From equation Egn 21stbeage coefficient in Eqn 22 is

defined as

SC = e e e 2 BN 23
It can be shown that

(1= SC) % Goue = SC+ ™2 e e QN 24
Substituting Eqn 24 into Eqn 22 gives

Qoutz = SC* (@inay + 22) oo QN 25

To express all values in units of volume, both sidkthe equation are multiplied by the time
step and Eqgn 26 obtained.
Voutz = SC * (Vin F Vstored 1) =+ v e see see eee see wes wue v o EQN 26

4.2.2 SWAT Model Inputs

4.2.2.1 Digital Elevation Model

The digital elevation model (DEM) data was usedd&ineate the sub-watersheds in the
ArcSWAT interface. The DEM data was downloaded frtime CGIAR Consortium for
Spatial Information (CGIAR-CSI) webslteinfact the DEM data was the property of NASA
shuttle Radar Topographic Mission (SRTM). The SRdigital elevation data provided on
this site has been processed to fill data voikdee DEM data used for this study was
downloaded in GeoTiff format for the coordinatestbé study area (latitude: 1096 to
12.78N and Longitude: 36.8€ to 38.25E). The Downloaded DEM data was shown in
Figure 8. It had a resolution of 90m and was predith mosaiced 5 deg x 5 deg tiles for easy
download and use. The vertical error of the DEMadats reported to be less than 16m.
Before the DEM data was loaded in to ArcSWAT irded, it was projected into projected

coordinate system. The projection of the DEM da#a Wone using the Arctool box operation

" http://srtm.csi.cgiar.org/SELECTION/inputCoord.asp
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in ArcGIS. The projected coordinate system parameters of Hthigpudy area) are: UT—
other GCS-Adindan UTM zone 37N.pi

D

Figure 8 DEM data for the study area (left side) and regiothe world map for which tr
DEM is downloaded (righside’ (sourcehttp://srtm.csi.cgiar.org/SELECTION/inputCoord.)

As the downloaded DEM covered a larger &n which part of it wa not required for th
modeling work but reduceithe proessing tine of the GIS functions, a mask s created for
the study area. Hence, only the portion of DEM covered by the masprocessed by the

interface.

4.2..2.2 Stream Network

The stream network data seés collected from the Ethiopian Ministry Water Resources
(MoWR), GIS department duringeld visit. The stream network was a shape file format
consisting of the major and minor river systemshie study areashown ir Figure9). The
stream network dataset svauperimposed onto the DEM to define trcation of the strear
network. Burningin stream network operati is most important in situations where the DI
doesnot provide enough detail to allow the interfaceatzurately predict the location of t

stream network.
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Legend

main river

all river

Figure 9: Stream network map in the study arear@@owshape file obtained from the MOWR)

4.2.2.3 Land Use/Land Cover

The land use/land cover map of the study area whscted from MoWR GIS department
which was obtained in shape file format. The lasd/cover data reclassified according to the
SWAT land use/cover type. Redefining was done basethe data collected from physical
observation during field visit and personal judgiménwidely cultivated cereal crop locally
called “teff” was not included in the SWAT cromthbaseThis is due to that fact that teff is
growing only in Ethiopia. Hence, the charactersstaf this intriguing grain were set after
having a discussion with the model developers. éklap table that identifies the 4-letter
SWAT code for the different categories of land edlaed use were prepared so as to relate
the grid values to SWAT land cover/land use clasS®¥AT calculated the area covered by
each land use. The different land use/cover typepresented in Table 2 and Figure 10. The
characteristic land use parameter values were sedtlm Appendix 3.

39



Methodol ogy

Table 2: Land use/land cover types in the studg arel redefinition according to SWAT

code

Original land use/land cover Redefined Land usemag to SWAT Code

SWAT Database

Afro alpine Forest deciduous FRSD
Forest Forest evergreen FRSE
Dominantly cultivated Teff TEFF
Grassland Range-grasses RNGE
Moderately cultivated Agricultural Land-Row crops GRR
Plantation Agricultural Land-Generic AGRL
Shrub land Range-brush RNGB
Swamp Wetlands-non forested WETN
Water body Water WATR
Urban Urban URBN

landcover

[ <all other values>
LANDCOV

[ A: Afro alpine

F2: Forest
'l G1: Grassland

G2: Grassland
[ H1: water body
[5] H2: Swamp

P1.1: Plantations

S1: Shrubland
[ u: Urban

WO: Woodland open

[] c1: Dominantly cultivated
[ c2: Moderatly cultivated

Figure 10: Land use/land cover map of the studg &eurce: shape file obtained from

MOWR)
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4.2.2.4 Soil Data

Soil data was also collected from the Ethiopian MRW8IS department during field visit.
However, this data (Figure 11) was only in shape fiormat and the characteristics of the
soils needed by the SWAT couldn’t be found. The data used for this study was rather
downloaded from the digital soil map of the worl®-®OM Africa map sheet clipped to the
extent of the region under study. Chromic Luvis@&stric Cambisols, Eutric Fluvisols, Eutric
Leptosols, Eutric Regosols, Eutric Vertisols, HapMisols, Haplic Luvisols, Haplic Nitisols,
and Lithic Leptosols are the major soils in thedgtarea. However, FAO merges these soll
types into four soil classes as I-Y-ab-#92, I-Y#8%, |1-Rd#79 and Qcl15-1a#169. This data
was found in raster format and has a resolutiohO&im. The basic characteristics of the soils
and the look up table which links the grid sizehwiite soil type was obtained from Katholic

University of Leuven, Water Resources Engineeriggaitment research team.

Legend

tana soil

[ <all other values>
MAJORSOIL

[ Chromic Luvisols
[ Eutric Cambisols
[ Eutric Fluvisols
[ Eutric Leptosols
[ Eutric Regosols
[ Eutric Vertisols
[ Haplic Alisols
[ Haplic Luvisols
[ Haplic Nitisols
[ Lithic Leptosols
[ Urban

[ water

Figure 11: Soil map of the study area (Source: sliidgg obtained from MoWR)
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4.2.2.5 Meteorological Data

Meteorological data is needed by the SWAT moddalitaulate the hydrological conditions of

the basin. The meteorological data required fas ghudy were collected from the Ethiopian
National Meteorological Services Agency (NMSA). Timeteorological data collected were
precipitation, maximum and minimum temperatureatreé humidity, wind speed and

sunshine hours. Data from ten stations, which atkirwand around the study area, were
collected. However, most of the stations have shergth of record periods. Six of the

stations have records within the range of 1988-200d most of them have missing data
especially during 1991-1992 where there was govemtntransition in Ethiopia. In some

stations the missing data extends to 1995. Ther gthgblem in the weather data was
inconsistency in the data record. In some peribdsetis a record for precipitation but there
will be a missing data for temperature, and vicesaeAs the SWAT model requires data of
the same periods of record, the weather data useld study was set from 1995-2004.

N

A

Megech river hydrogauging station ‘

) Addis Zemen metrological station ‘

Ribb river hydro gauging station ‘

’ Gumera river hydro gauging station

Debre Tabor metrological station ‘

’ Abay river hydro gauging station

’ Gilgel Abay river hydrogauging station

Legend

A metrology station

@ hydro gaging station
m——main river

— all river

Figure 12: Meteorological and hydrological gaugstgtions in the study area (Source: shape
file obtained from MoWR)
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Data quality analysis was performed using SDSM iguabntrol operation. Based on the
SDSM quality control analysis and data availabjlithe precipitation data from Adet,

Bahirdar, Dangila, Debre Markos, Debre Tabor, andddr, and the maximum and minimum
temperature data of these stations except Deberkoslavere used as input to the model.

Figure 12 shows the location of some of the statighich are found within the watershed.

4.2.2.6 Hydrological Data

The hydrological data was required for performirgnstivity analysis, calibration and
uncertainty analysis and validation of the moddie Thydrological data was also collected
from the Ethiopian MoWR hydrological section. Thediological data collected was daily
flow for the four major rivers feeding in to Lakafa and the lake water level. The four rivers
draining into Lake Tana are: Gilgel Abay, Gumeré&liRand Megech. However, due to time
limitation to accomplish sensitivity analysis anaileration for the four river basins, it was
decided to concentrate on the largest river (Gilyeay) for modeling and climate impact
analysis. Hence, it was only the hydrological datahe Gilgel Abay used for sensitivity
analysis, calibration and validation. The locatidrihe gauging stations is presented in Figure
12.

4.2.3 ArcSWAT Model Setup

4.2.3.1 Watershed Delineation

ArcSWAT uses digital elevation model (DEM) dataaistomatically delineate the watershed
into several hydrologically connected sub-watershéthe watershed delineation operation
uses and expands ArcGIS and Spatial Analyst exdenginctions to perform watershed

delineation. The first step in the watershed delilme was loading the properly projected
DEM. To reduce the processing time of the GIS fiamst, a mask was created over the DEM
around the study area. Next, a polyline stream ostwlataset was burnt-in to force SWAT
sub-basin reaches to follow known stream reachesniBg-in a stream network improves
hydrological segmentation, and sub-watershed daiime. After the DEM grid was loaded

and the stream networks superimposed, the DEM mdpyvgs processed to remove the non-

draining zones.

The initial stream network and sub-basin outletsewdefined based on drainage area
threshold approach. The threshold area definesnthenum drainage area required to form
the origin of a stream. The interface lists a munim) maximum and suggested threshold area.

The smaller the threshold area, the more detaheddrainage network delineated by the
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interface but the slower the processing time amdldéinger memory space required. In this

study, defining of the threshold drainage area aase by successive re-run of the stream and
outlet definition routine from the suggested to thi@imum area until known smaller streams

were created. Besides those sub-basin outletsedrdat the interface, outlets were also

manually added at the four hydro gauging statiohere sensitivity analysis, calibration and

validation tasks were later performed. The watatstielineation activity was finalized by

calculating the geomorphic sub-basin parameter.

4.2.3.2 Hydrologic Response Unit Analysis

Hydrologic response units (HRUs) are lumped langagarwithin the sub-basin that are
comprised of unique land cover, soil and managemembinations. HRUs enable the model
to reflect differences in evapotranspiration angeothydrologic conditions for different land
covers and soils. The runoff is estimated separditel each HRU and routed to obtain the
total runoff for the watershed. This increasesabeuracy in flow prediction and provides a

much better physical description of the water badan

The land use and the soil data in a projected shigg®rmat were loaded into the ArcSWAT
interface to determine the area and hydrologicrpatars of each land-soil category simulated
within each sub-watershed. The land cover classae wefined using the look up table. A
look-up table that identifies the 4-letter SWAT eotbr the different categories of land
cover/land use was prepared so as to relate tkevgiues to SWAT land cover/land use
classes. After the land use SWAT code assignedl nag categories, calculation of the area
covered by each land use and reclassification wene. As of the land use, the soil layer in
the map was linked to the user soil database irdbom by loading the soil look-up table and
reclassification applied. The land slope classe®akso integrated in defining the hydrologic
response unitsThe DEM data used during the watershed delineatias also used for slope
classification. The multiple slope discretizatigmecation was preferred over the single slope
discretization as the sub-basins have a wide rafigdopes between them. Based on the
suggested min, max, mean and median slope statddtithe watershed, five slope classes (0-
3, 3-6, 6-10, 10-15 and >15) were applied and slgpels reclassified. After the

reclassification of the land use, soil and slopdsgoverlay operation was performed.

The last step in the HRU analysis was the HRU de&fim The HRU distribution in this study
was determined by assigning multiple HRU to each-watershed. In multiple HRU

definition, a threshold level was used to eliminatieor land uses, soils or slope classes in
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each sub-basin. Land uses, soils or slope classiet wover less than the threshold level are
eliminated. After the elimination process, the apédhe remaining land use, soil, or slope
class was reapportioned so that 100% of the laed ar the sub-basin is modeled. The
threshold levels set is a function of the projesalgand amount of detail required. In the
SWAT user manual it is suggested that it is bdtieuse a larger number of sub-basins than
larger number of HRUs in a sub-basin; a maximum16f HRUs in a sub-basin is
recommended. Hence, taking the recommendations aorisideration, 2%, 10%, and 20%
threshold levels for the land use, soil and slolasses were applied, respectively so as to

encompass most of spatial details.

4.2.3.3 Importing Climate Data

The climate of a watershed provides the moistuie emergy inputs that control the water
balance and determine the relative importance eflifferent components of the water cycle.
The climatic variables required by SWAT consistdafly precipitation, maximum/minimum
temperature, solar radiation, wind speed and wedtumidity. However, the data to be used
by the model depends on the type of method chosen ektimation of potential
evapotranspiration. Due to data availability andaliy, daily precipitation, and
maximum/minimum temperature in dbase format weesdimatic input variables imported
together with their weather location. And as disedsabove it was the Hargraves method
which was used to determine the potential evapsprieation.

4.2.3.4 Sensitivity Analysis

SWAT is a complex model with many parameters thakes manual calibration difficult.
Hence, sensitivity analysis was performed to lithe number of optimized parameters to
obtain a good fit between the simulated and medsde¢a. Sensitivity analysis helps to
determine the relative ranking of which parametamst affect the output variance due to
input variability (van Griensven et al., 200%hich reduces uncertainty and provides
parameter estimation guidance for the calibratimp ©f the model. SWAT model has an
embedded tool to perform sensitivity analysis arayiges recommended ranges of parameter
changes. SWAT2005 uses a combination of Latine Ky Sampling and One-At-a-Time
sensitivity analysis methods (LH-OAT method) (varie@sven, 2005). The concept of the
Latin-Hypercube Simulation is based on the MontelcC&imulation to allow a robust
analysis but uses a stratified sampling approaahahows efficient estimation of the output
statistics while the One-Factor-At-a-Time is aregration of a local to a global sensitivity

method (van Griensven, 2005). In local methodshean has only one parameter changed
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per simulation which aides in the clarity of a cgann outputs related directly to the change

in the parameter altered (Green and van GrienG40Y,).

4.2.3.5 Model Calibration
Even though the target of this study was to calébthe model at four of the gauging stations
in the Lake Tana basin, calibration was performelg at Gilgel Abay gauging station due to

time limitation.

There are three calibration approaches widely bydtie scientific community. These are the
manual calibration, automatic calibration and a lbmation of the two. Manual calibration is
the most widely used approach. However it is teslidime consuming, and success of it
depends on the experience of the modeler and kdgelef the watershed being modeled
(Eckhardt & Arnold, 2001). Automatic calibrationvislves the use of a search algorithm to
determine best-fit parameters. It is desirabld esléss subjective and due to extensive search

of parameter possibilities can give results bettan if done manually.

SWAT has two built-in calibration tools: the manuedlibration helper and the auto-
calibration. The manual calibration approach hetpgompare the measured and simulated
values, and then to use the expert judgment tardate which variable to adjust, how much
to adjust them, and ultimately assess when reatomnesults have been obtained. The auto-
calibration technique is used to obtain an optifitaf process parameters which is based on
a multi-objective calibration and incorporates tS8auffled Complex Evolution Method
algorithms (Green and van Griensven, 2007). In dtigdy both of the techniques were
employed to get the best model parameters.

First, the manual calibration was performed and rwkiee model evaluation parameters
reached to an unchanged level, the model was namatically. Parameter changes in SWAT
affecting hydrology were done in a distributed Way selected sub-basins and HRU’s. They
were modified by replacement, by addition of anoilte change and by multiplication of a

relative change depending on the nature of thenpatex. However, a parameter was never
allowed to go beyond the predefined parameter iadgeing the calibration process. In the
manual calibration, first the water balance wasibcailed followed by temporal flow

calibration. The procedure followed for calibratithg SWAT model is shown in Figure 13.

The calibration for the water balance was doné fos average annual conditions. Once the
run was calibrated for the average annual condititthe average monthly followed by daily
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records was performed to fine-tune the calibratidre calibration was done separately for the
surface runoff and base-flow as the parameterstaite them were different. A base-flow
filter programe was used to determine the relginggortion of annual flow contribution from
surface runoff or base-flow. The automated web kdSed hydrograph analysis tool (WHAT)
was used to separate the surface runoff from thee-law. WHAT, accessed from

http://cobweb.ecn.purdue.edu/~wheah also compute’Rnd Nash-Sutcliff coefficient. After

the base flow and surface runoff were separateel, stirface runoff was calibrated by
adjusting the sensitive parameters which affectaserrunoff like CN2 (Initial SCS runoff
curve number for moisture condition,ICh_N2 (Manning’s “n” value for the main chanhnel
and Esco (Soil evaporation compensation factbine simulated versus observed values for
each adjustment were evaluated with coefficiendefermination (B and Nash-Sutcliffe
efficiency (Eus) and when the values of Rnd Es were above 0.5, calibration of base-flow
was followed. Base-flow calibration was performeg dujusting the sensitive parameters
which affects groundwater contribution. The mosts#tve base-flow parameters which were
adjusted were GW_REVAP (Groundwater “revap” caoaént), REVAPMN (threshold
depth of water in the shallow aquifer for “revamt percolation to occur), and GWQMN
(depth of water in the shallow aquifer required feturn flow to occur Like surface runoff
calibration, the simulated versus observed valuesevevaluated with Rand Es. The
parameters were adjusted until thé &d Es results were above 0.Blowever, after
adjustments of base-flow parameters were doneutiace runoff was checked because the

adjustments of the base-flow parameters will affeetsurface runoff in some way.

Once the water balance was calibrated temporal fakbration was performed at each step
by adjusting parameters which affects the shapbehydrograph. The parameters adjusted
were Ch_K (effective hydraulic conductivity in maihannel alluvium), alpha_B@aseflow
alpha factor), Surlag (Surface runoff lag coefintjeand GW-delay (Groundwater delay

time).

After the parameters were manually calibrated aaceweached to acceptable value as per the
R? and ks, the final parameter values that were manuallipcted were used as the initial
values for the auto-calibration procedure. Maximand minimum parameter value limits
were used to keep the output values within a redsdenvalue range. Finally, the auto-

calibration tool was run to provide the best fitvibeen the measured and simulated data.
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4.2.3.6 Model Validation

In order to utilize the calibrated model for estimg the effectiveness of future potential
management practices, the model tested againstdapendent set of measured data. This
testing of a model on an independent set of datasseommonly referred to as model
validation. As the model predictive capability wdamonstrated as being reasonable in both
the calibration and validation phases, the mode$ waed for future predictions under

different management scenarios.

Figure 13: Calibration procedure for flow
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4.2.3.7 Determination of impacted flow

SWAT model helps to simulate climate change impbgamnanipulating the climatic input that
is read in to the model (precipitation, temperatw@ar radiation, relative humidity, wind
speed, carbon dioxide level and potential evapspiaation). In this study changes in
precipitation and temperature were adjusted totlseeeffect of climate change in the river
flow. It was assumed that other climatic variabdes be constant. In fact, their omission or
inclusion doesn't affect the hydrological processthe Hargreaves method was used to
determine the potential evapotranspiration. Thengha were applied by setting adjustment
factors in to the interface. The model calculates ¢hange in precipitation, maximum and
minimum temperature using equations 27, 28 andegpectively. The adjustment terms were

applied from month to month so as to simulate seasthanges in climatic conditions.

adjpc
Ruayadj = Raay * (1 +522) e EQN 27

where: R 4ay 2qj is the adjusted precipitation falling in the sub — basin
on a given day (mm H,0)
Rgay,agj is the precipitation falling in the sub — basin on a given day (mm H,0)

adjp¢p is the percent change in rainfall

Tmax,ad]' = me + adjtmp Eqn 28

where: Tyax agj is the adjusted daily maximum temprature (°0)
Tpax is the daily maximum temprature (°C)

adj¢mp 1s the change in temprature (°0)

Tmn,ad]' = Tmn + adjtmp Eqn 29

where: Tpin agj is the adjusted daily minimum temprature (°0)
Tmin is the daily minimum temprature (°C)

adjymp is the change in temprature (°0)
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4.2.4 Model Evaluation

The performance of SWAT was evaluated using sidisineasures to determine the quality
and reliability of predictions when compared to etved values. Coefficient of determination
(R% and Nash-Sutcliffe simulation efficiencyy& were the goodness of fit measures used to
evaluate model prediction. Thé Ralue is an indicator of strength of relationsb@gween the
observed and simulated values. The Nash-Sutcliffielation efficiency (lks) indicates how
well the plot of observed versus simulated valtethe 1:1 line. If the measured value is the
same as all predictionsy&is 1. If the s is between 0 and 1, it indicates deviations betwee
measured and predicted values. {EES negative, predictions are very poor, and theragye
value of output is a better estimate than the mpdediction (Nash and Sutcliffe, 1970). The

R? and Es values are explained in equations 30 and 31 ré&sphc

(Z1(0i-0)(Pi—P)”

2 _
R* = T OO R (D)2 T T .Eqn 30
3R 4(0;-0)2-F  (P;—0p)?
Ens = 3T (0,-0)2 [PPPRUPRN =0 | o JRC X |

where:n is the number of observations during the simulation period
O; and P, are the observed and pridicted values at each comparison point i

0 and P are the arithimetic means of the observed and predicted values
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5. Results

5.1 Climate Projection

5.1.1 Predictor Variables Selection

The best correlated predictor variables selectegffecipitation, maximum temperature and
minimum temperature are listed in Table 3. The dpson of the predictors is presented in
Table 1.

Table 3: Selected predictor variables for the mtaaids (precipitation, maximum and

minimum temperature) at Dangila station

predictand
Predictor PRCP TMAX TMIN
Mslp v
Pv v
P zh v
r500 v
P8 z v v v
P z v
P500 v v v
P8 u v v
Rhum v
P f v
P_th v

The strongest correlation was obtained betweemtedictands and each predictor for each
month. The precipitation showed a better corretatith p8 z in the months May, June,
October and November. The correlation of maximumypierature with the predictor variables
was exceptionally strong for all the selected priens. Most of the predictors gave better
correlation from May to August. P8 z also showedjomd correlation from October to
December. The correlation between minimum tempezadnd p500 was strongly correlated
for all months except March and October. P_zh aksowed good correlation with the

minimum temperature from September to December.

5.1.2 Calibration and Validation
The calibration was carried out from 1990-1997 daght years and the withheld data from
1998-2001 were used for model verification. The elatkvelops a better multiple regression

equation parameters for the maximum and minimunpé&rature than the precipitation. This
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is mainly due to the conditional nature of prea@pdn. In conditional models, there is an
intermediate process between regional forcing awadllweather (e.g., local precipitation
amounts depend on wet—/dry—day occurrence, whichuin depend on regional-scale
predictors such as humidity and atmospheric pre3gWwilby and Dawson 2004). This can

clearly be seen in the’Ralues presented in Table 4.

Table 4: Calibration and Validation R2 values & 8DSM downscaling of precipitation,

maximum and minimum temperature at Dangila station

R2
Precipitation Max Temperature Min Temperature
Calibration 0.418 0.49 0.47
Validation 0.31 0.52 0.46

Twenty ensembles of synthetic daily weather segesgerated using NCEP-reanalysis data for
the verification of the calibrated model. The meainthe 20 ensembles of maximum
temperature and minimum temperature values gavettarb® values, inferring that future
projections would also be well replicated. The ppkation verification showed that the
calibrated model couldn’t able to replicate theeipendent data set. This is due to complicated
nature of precipitation processes and its distidlbutin space and time. Climate model
simulation of precipitation has improved over tidmet is still a problematic (Bader et al.,
2008). Thorpe (2005) also added that rainfall mtains have a larger degree of uncertainty
than those for temperature. This is because raiigfahighly variable in space and so the
relatively coarse spatial resolution of the currgeneration of climate models is not adequate
to fully capture that variability. The summarizedmthly values of the observed precipitation,
maximum temperature and minimum temperatig¢he corresponding modeled values are
shown in Figure 14, Figure 15, and Figure 16 retypaly.
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Figure 14: Observed and generated mean daily pratm for the Dangila station

Figure 15: Observed and generated mean daily maitamperature for the Dangila station

Figure 16: Observed and generated mean daily mmitemperature for the Dangila station
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It is easily seen from the graphs that SDSM ableefdicate the maximum and minimum

temprature values well; however, it didn’t giveisfctory results for the precipitation values.

5.1.3 Scenario Generation

Predictors from HadCM3 experiment for the perio®1-:2099 were used to downscale the

present and future climate forcing. The calibrateddel was then used for the scenario

generation from 2010 to 2099. The scenario genematmduces 20 ensembles of synthetic

weather series and the mean of the ensembles wdshese in the analysis. The generated
scenario was divided in to three 30 years of dat@es based on the recommendation of the
WMO as the 2020s, being 2020’s in the middle; 206@sg 2050's in the middle and 2080s,

being 2080’s in the middle. For the ease of siniglithe generated scenarios were dealt
individually for each predictand as below. All tbemparisons in the following analysis were

done with respect to the baseline period (1990-p@@ia. The summarized SDSM result is

presented in appendix 4.

5.1.3.1 Precipitation

The precipitation projection exhibited a decreas@annual mean precipitation in the 2020s
and an increase in the 2050s and 2080s. As caadpeirs Figure 17, in 2020s there may be a
decrease in precipitation for all months except Mayne and July for both scenarios (A2a
and B2a). In 2020s, the A2a scenario showed a rtyomtéan precipitation decrease up to 29
% and B2a showed a decrease up to 30%. In 2020ndhéhly mean precipitation increase
may reach up to 19 % in A2a scenario and 18 %d#®mB2a scenario. In the 2050s, there may
be an early occurrence and early end of precipratiompared with the normal situation.
This is reflected by an increase of precipitationApril and a decrease in September. The
overall effect in 2050s may be an increase of naamual precipitation by 3.8% in the A2a
scenario and 2.2% in the B2a scenario. In 205@sintrease in monthly mean precipitation
may reach up to 29% in the A2a scenario and 28%henB2a scenario. In the 2050s, the
decrease in monthly mean precipitation may reactod2% in the A2a scenario and 14% in
the B2a scenario. In 2080s, there may be an inergasnean annual precipitation in all
months except September in the A2a scenario angte®ber and October in the B2a
scenario. The A2a and B2a scenarios showed anasEren mean annual precipitation
amount by 19% and 12% respectively. The increaseonthly mean precipitaton may reach
up to 34% for the A2a scenario and 31% for the B@nario. Figure 17 a & b show the
monthly percentage change in precipitation for ¢thening 90 years for each month and

season.
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Figure 17: (a & b) Percentage change in monthlgipr&tion in the future from the baseline
period average precipitation

As shown in the Figure 17, there may be an increageecipitation in Kiremt season in the
next 90 years. And there may be a corrospondingg@se in precipitation amount in Belg
season for the next 60 years (2050s and 2080sgnKifwet season) and Belg(less rainy
season) are the cropping seasons in Ethiopia. HAstudy can give us an insight on the

possible impact of climate change on the agricaltarthe study area.

5.1.3.2 Maximum Temperature
The maximum temperature scenario generation shtwegdhere may be an increase in mean
maximum temperature in all the months except Apfhy and June in the 2020s and 2050s.

However, there may be an increase in temperatuaé the months in the 2080s. The change
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in monthly mean maximum temperature ranges betw2eflc in May (2020s) and% in
September (2080s) for the A2a scenario; and betw2&’c in May (2020s) and 4%8 in
September (2080s) for the B2a scenario. Seasonallpronounced increase in mean
maximum temperature is observed in the Bega (dag@® and Kiremt (rainy season). The
monthly change mean daily maximum temperature fitmenbaseline period data is shown in
Figure 18 a &b.
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Figure 18: (a & b) change in mean maximum tempeeafor the period 2010-2099 from the

baseline period mean maximum temperature

The overall analysis (2010-2099) of the mean marmmemperature showed that there may
be an increasing trend in both scenarios (A2a ata).Bt is observed that there may also be

an increase of mean maximum temperature by’6/8@cade and 0.3#decade for A2a and
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B2a scenarios respectively. Figure 19 clearly shiwvesincreasing trend in mean annual

maximum temperature for both scenarios.
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Figure 19: Trend for mean annual maximum tempeedat@m 1990-2099 at Dangila station

5.1.3.3 Minimum Temperature

The annual mean minimum temperature trend in thg fan may be increasing as compared
to the baseline period for both scenarios. In 2QB8s:et annual mean minimum temperature
change may be negligible as resulting from botmages since the decrease and increase
from the baseline period is shared equally amomrgnionths. However, in 2050s all the
months except September, October and November shopossible increase in mean
minimum temperature for both scenarios. In thisqeethe net effect may result in an increase
in mean minimum temperature in the Belg seaso080s, there may be an increase in mean
minimum temperature in all months of the year aralaffect will be significant in the Belg
season.

No table of figures entries found.

As shown in Figure 20 a & b, the change in meanimum temperature ranges between -
1.4 in October in the 2020s and +%2n March in the 2080s for the A2a scenario; and -
1.3% in October in the 2020s and + %81 March in the 2080s for the B2a scenario.
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Figure 20: (a & b) Change in mean minimum tempeeai{2010-2099) from the baseline

period mean minimum temperature at Dangila station

The long term trend analysis is exhibited in FigRlewhich shows that the mean minimum
temperature may increase by Je&t8ecade and 0.2%/decade for the A2a and B2a scenarios

respectively.
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Figure 21: Trend graph for mean minimum temperafiuna 1990-2099
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5.2 Hydrological Modeling

5.2.1 Simulation for Lake Tana Watershed

The overall watershed delineation and HRU definisamulation in the Lake Tana basin gave
a watershed area of 14952 %which resulted in 34 sub-basins and 189 HRUs.Wétershed
delineation of the area gave minimum, maximum amémelevations in the basin of 1759,
4109, and 2025 masl respectively. The area covdrggeach land use type is presented in
Table 5.

Table 5: Land use types and their areal coveragieke Tana Basin

Land Use SWAT code Area (Kn| % of total area
Forest Decidious FRSD 1034.73 6.92
Ethiopian Teff TEFF 6124.14 40.96
Wetlands-Non forested WETN 679.20 4.54
Ranged Grasses RNGE 931.31 6.23
Agricultural Land-Row Crops AGRR 1725.12 11.54
Residential URBN 427.86.48 2.86
Range Brush RNGB 347.54.39 2.32
Water WATR 3248.74 21.73
Forest ever green FRSE 410.43 2.74
Agricultural Land-Generic AGRL 22.86 0.15

Most of the area in the watershed is covered by dred Water (the lake). Teff is the most
stable crop in Ethiopia and highly cultivated instlegion and covers about 41% of the
watershed. The lake covers 3249%kmmich is 22% of the watershed.

Due to larger resolution of the FAO digital soil pnaf the world CD-ROM Africa map sheet,
only four soil types extracted in the study aread Ahe majority of the land was covered by
soil type I-Y-ab#92. The SWAT result for the soiésea coverage in the watershed is shown
in Table 6.
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Table 6: Soil types/ slope classes and their @@atrage in lake Tana basin

Soil type/slope class Area (K % of total area
[-Y-ab#92 13044.68 87.24
Soil types [-Y-ab#91 743.03 4.97
[-Rd#79 1164.25 7.79
0-3 7557.87 50.55
3-6 2598.22 17.38
Slope classes 6-10 1343.25 8.98
in % 10-15 424.27 2.84
>15 3028.35 20.25

SWAT slope computation using the DEM data indicated half of the watershed has a slope
of less than 3% and 20% of the watershed havepe giceater than 15%. The slope classes

and their areal coverage are shown in Table 6.

Though simulation was done for the entire basinjbion and subsequent impact
assessment was done in a gauging station at GAlgay and only sub-basins above the
gauging station were given a due attention. Acemydo SWAT definition, the sub-basins 26
to 34 were above the gauging station. These suibsasver 2878 kfmwhich is 19% of the

total watershed.

5.2.2 Sensitivity Analysis

The results of the sensitivity analysis gave thgrele of sensitivity of 26 parameters and the
parameter bound which was important for the maramadl auto-calibration activities.
Alpha_Bf, and Gw_Delay were the most sensitive patars which has effect on base-flow
contribution while Cn2, Esco, Ch_N2, and Surlagev@mong the most sensitive parameters
which has effect on the surface runoff. The tentnsessitive parameters, their ranking and

description is exhibited in Table 7.

61



Results

Table 7: Sensitive parameter ranking and final -aatlidration result

Rank Parameter description Range Auto-calibrated
resut

1 Alpha_Bf Baseflow alpha factor 0-1 0.38

2 Cn2 Initial SCS runoff curve -25% to +25% -5%
number for moisture condition
[l

3 Ch_N2 Manning’'s “n” value for the 0-1 0.059
main channel

4 Ch_K2 Effective hydrauli¢ 0-150 122.86
conductivity in main channel
alluvium

5 Surlag Surface runoff lag coefficient 0-10 0.61

6 Esco Soil evaporation compensatjon 0-1 1
factor

Gw_Delay Groundwater delay time -10% to +10% -10%

8 Sol Z Depth from soil surface 10-25% to +25% 24.41%
bottom of layer

9 GW_REVAP| Groundwater “revap” -0.036 to 0.06
coefficient +0.036

10 Revapmn the threshold depth of water ir100 to +100

the shallow aquifer fo

“revap” or percolation to the

deep aquifer to occur

r

5.2.3 Model Calibration

The calibration of the model was performed for wears (1995 to 2000) using Gilgel Abay

river flow data at Merawi runoff station. The perfance of the model was evaluated using

R? and s statistical measures for both manual and autdweaion. After manual calibration

the model Rand Fs values reached to 0.66 and 0.54 respectively@srsin Figure 22.

62



Results

Conparison of Heasured Data with Sinulated Data
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Figure 22: Comparison of measured data at GilgelyAnoff station with simulated data

after manual calibration (WHAT %and Es computation)

The manual calibration followed by auto-calibratiomproved the Rand s values to 0.74
as can be seen from Figure 23. Santhi et al. (26@19d that efficiency values greater than or
equal to 0.50 are considered adequate for SWAT haggeication. Hence, it is observed that
SWAT exhibited strong performance in representihg hydrological conditions of the

watershed.
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Figure 23: Comparision of measured data at GilgeyArunoff station with simulated data

after auto-calibration (WHAT Rand Fs computation)
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Other statistical measures, as shown

Table8, also exhibit a descent agreement between thdaieauand measured data.

Table 8: Calibration and validation period statistior measured and simulated flows at

Gilgel Abay runoff station

Period Total flow (r¥s) Average flow (nYs) % error
Observed Simulated Observed simulated

Calibration 129077 124757 58.88 56.91 3.34

(1995-200)

Validation 71196 70657 48.73 48.36 0.75

(2001-2005)

It can be seen from the flow hydrograph (FiguretR4} the simulated flows well replicate the
observed flows except that the peak values coula’'taught. This might be due to the fact
that greater attention was paid for the water lzadaralibration than shape of the hydrograph.
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Figure 24: Observed and simulated flow hydrogragptitie calibration period (1995 - 2000)

5.2.4 Model Validation

The validation of the model at the Gilgel Ababy giawg station was done for an independent
data set of four years from 2001 to 200dlidationof the model showed the model’s strong
predictive capability through fand Esvalueof 0.78 each. Other statistical measures shown

in

64



Results

Table 8 also proved the model’'s strong performance. As lmarseen from Figure 25, the

model replicated the observed flows well. Howeitezpuldn’t able to catch the peak flows.
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Figure 25: Observed and simulated flow hydrogrdphshe validation period (2001 - 2005)

From the calibration and the validation resultdsideduced that the model represented the

hydrological characteristics of the watershed agnlch it can be used for further analysis.

5.3 Impact of Climate Change on the Flow Volume

The impact of climate change on flow volume wasly®l on a monthly, seasonal and

annual basis. The effect of climate change on low fvas also analyzed. The results for the
analysis were discussed in the following sectioms the summarized results are enclosed in
appendix 5.

5.3.1 Impact on Monthly Flow Volume

The impact of climate change was analyzed takieglt®90-2001 river flow as the baseline
flow against which the future flows for the 202@850s and 2080s compared. Precipitation,
minimum and maximum temperature were the climatangk drivers considered for the
impact assessment. The inputs for the change inigmiaion, maximum and minimum
temperature are discussed in section 5.1.3 andemexs in appendix 4. The monthly
percentage change in flow volume in both scendaiothe period 2020s, 2050s and 2080s are

presented in Figure 26 and Figure 27.

In the 2020s for the A2a scenario, the flow volumay show a decrease for all the months
except May, June, July and August. In this periatterease up to 43% and an increase up to

58% in monthly flow volume may be expected. Incesasflow volume may be observed in
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months which showed an increase in monthly preatipih. However, in August there may be
a decrease in monthly precipitation by 4% but amease in monthly flow volume by about
7% will be observed. The increase flow volume migatdue to catchment and groundwater
lag time effects. In the 2020s for B2a scenarie,dame effect as the A2a scenario of 2020s

may be observed. But the decrease in monthly flownae is expected to reach up to 46%

and the increase might reach up to 57%.
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Figure 26: Monthly percentage change in flow volulmethe A2a scenario for the periods

2020s, 2050s and 2080s against the baseline fltwwmeo
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Figure 27: Monthly percentage change in flow voluorethe B2a scenario for the periods
2020s, 2050s and 2080s against the baseline fltwwmeo

In 2050s for both scenarios, the increase in pitatipn is reflected in an increase in flow
volume and a decrease in precipitation is reflesteldecrease in flow volume. But in March
and September, though there may be a decreaseeaipipation, the flow volume may
increase. In September it is attributed to thectftd increase in precipitation in the previous
months but, it is hard to explain the reason beliedMarch’s exceptional increase in flow
volume while there may be a decrease in precipitafThis might arise from problem of the
input data. In the 2050s, monthly flow volume woiridrease up to 100% and decrease up to
20% for the A2a scenario and increase up to 97% dmwmlease up to 19% for the B2a

scenario were expected.

In 2080s for the A2a scenario an increase in fl@ume in all months except October may
be observed. The increase in monthly flow volume meech up to 135%. But a decrease in
precipitation in September by 4.6% may be refledted decrease in flow volume by 7% in
October. In 2080s B2a scenario, the pattern of hpiritow volume change may be more or
less the same as the A2a scenario and the inarefie&/ volume may reach up to 106%. But
a decrease in precipitation in September and Octopé.3% and 4% respectively may be
reflected in a decrease in flow volume in Octobad &November by 12.5% and 5.2%

respectively. However, as shown in Figure 26 argufé 27 exceptionally high increase in
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flow volume is observed in March. This indicatesttlthe model couldn’'t simulate the

hydrological condition in March for an unknown reas

5.3.2 Impact on Seasonal and Annual Flow Volume

In this section, the impacts of climate change loe geasonal and annual flow volume are
presented so as to foresee its consequence omdleezonomic condition of the area. As
discussed in the section 2.3, there are three sgasothe study area: Kiremt (rainy and
cropping season), Belg (small rain season) and Beégaseason). Figure 28 and Figure 29

exhibit the implication of climate change on theeriflow in these seasons.
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Figure 28: Percentage change in seasonal and aflowalolume in respect to baseline

climate for the A2a scenario
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Figure 29: Percentage change in seasonal and afloualolume in respect to baseline
climate for the B2a scenario

As can be seen from Figure 28 and Figure 29, tmangbe an annual increase in flow volume
for the next 90 years. Belg season is expectechdéwv ghe larger share in increased flow
volume. The increase may reach up to 136% in 2680khe A2a scenario and 99% in 2080s
for the B2a scenario. Kiremit season also showssceht increase in flow volume. The
increase ranges from 15% to 36% for the A2a scersand 12% to 32% for the B2a scenario.
However, both scenarios show that there might Becaease in flow volume in Bega season.

The decrease would reach up to 30% for the A2aasimeand 31% for the B2a scenario.

5.3.3 Low Flow Analysis

Analyzing low flow statistics is important for watguality and aquatic habitat needs. Climate
change affects both the high flows and low flowsrmato variability in the precipitation and
temperature. In this study a 95 percent exceedarad®ability was considered to characterize
low flow conditions in the stream. It is found thhere may be no significant effect in the low
flows at this probability of exceedance. Howevére teffect is significant at 70 percent
exceedance probability which shows that in 202@s20%0s the low flow may decrease but it
may increase in the 2080s for both scenarios ipeso the baseline situation. Table 9 and
Figure 30 & 31 exhibit the low flow statistics a0% exceedance probability and flow

duration curve respectively.
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Table 9: Low flow statistics at 70% exceedence ability for both scenarios at different time

periods
Scenario Period
Baseline | 2020s 2050s 2080s
A2a 1.89 0.79 161 2.50
B2a 1.89 0.77 1.35 1.98
“paseline period is not under any of the scenarios
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Figure 30: Flow duration curve for the A2a scenéoiodifferent time periods
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Figure 31: Flow duration curve for the B2a scen&oradifferent time periods
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5.4 Uncertainities in the study

There are various sources of uncertainties whigkearom data quality, associated with
model assumptions and level of understanding sihecia the climate system. The
uncertainities related to climate change studiegeimeral are discussed in section 3.4. In the
hydrological model the impact of climate change wWase only considering the changes in
the precipitation, maximum and minimum temperattt@wever, in real world, other climatic
variables will also change. And the scope of thigdg was limited to change in climate
assuming land use pattern keeps the same in tine fithe resolution of the soil data was so
coarse that it also adds another uncertainity thighhydrological model estimation.

This study is done with a climate data which 3 $bort and having lots of gaps. Besides the
SDSM model prediction assumes that the relationdbigloped between the predictands and
predictors at recorded climatic conditions will thdhe same in the future. However, this

assumption may not be true.

The commulative assumptions and poor data quaiitied above will certainly reduce the
reliability of the results. This is clearly seentire SDSM downscaling result of precipitation
projection. As precipitation is one of the main utg of the SWAT model it will result in
uncertainity in the estimations of flow volumesdiie long run.
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6. Conclusion and Recommendation

6.1 Conclusions

It was difficult to get high quality input data perform the modeling work; however every
single effort was exerted to produce good outputascade of models was used in this study
and the result was really satisfactory. However,isitundeniable that there are some

uncertainties due to unavoidable assumptions taken.

The results of the climate projection showed thBSBl is able to replicate the observed
maximum and minimum temperature well; however, SD@MIdn't able to replicate well the

observed precipitation with the simulated precijpta due its conditional nature and high
variability in space. Still the simulated precipibm values follow the same trend as the

observed precipitation. Hence, the overall perforoesof SDSM was considered satisfactory.

SDSM downscaling showed that in 2020s the meanamracipitation may show a decrease
up to 10% (A2a scenario) and 13.3% (B2a scenatibjtimay show an increase in the 2050s
and 2080s up to 19.3% (A2a scenario) and 11.8% gB&aario). Seasonally, there may be an
increase in precipitation in Kiremit for the neXd 9ears, and Belg may show an increase in
precipitation after 2040. As Kiremit and Belg ahe tcropping seasons in Ethiopia, climate
change may have positive implication to the agtical sector even if the increase in the
maximum and minimum temperature has a contradict@fyject by increasing
evapotranspiration condition. The results of prigaijpn simulation showed that the A2a

scenario will be wetter than the B2a scenario.

The SWAT2005 calibration and validation simulatiomsll replicated the observed values;
however it couldn’t able to simulate the peak valughis was due to the fact that greater
attention was given to water balance calibrati@ntthe temporal flow calibration. It was also
observed that peaks were due to flash floods ooguim June, July and August, which were
difficult to consider in the modeling work. The t$tical measures showed that the validation
results were better than calibration results. & most likely due to better input data
quality for the validation simulation. Input dataadysis showed that recently collected data
had relatively less missing data values than teradnes. The other possible reason would be
the fact that recent data may be collected usilaively advanced equipments. Goodness of
fit evaluation results of 0.74 both fo Bnd Es was found during the calibration which is
comparable to the performance reported by SWAT mnddeelopers (Santhi et al. 2001).
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Therefore, based on these satisfactory resultanthéel was used to assess the impact of
climate change on the hydrological conditions efwatershed.

The calibrated and validated model was used foaochpssessment. In the coming 90 years a
decrease in monthly flow volume up to 46% in th@@0and an increase up to 135% in the
2080s may be expected. There may be a significantase in flow volume in Belg season up
to 136% and there may also be a descent increai@nrnvolume in Kiremit season up to
36%. The increase in Belg season flow may havenpawat importance for small scale
irrigation activities practiced by the local farreelt is generally observed that the increase in
precipitation will be accompanied by a correspogdincrease in inflow volume and vice
versa. It was also observed that the flow volumes aéfected more by a change in

precipitation than a change in temperature.

This study showed that there may be a net anngatase in flow volume in Gilgel Abay
river flow due to climate change. As Gilgel abaythe largest tributary river feeding in to
Lake Tana, any effect on this river is easily retibel into the Lake. Besides as the basin is
small, it is believed that the impact of climateaoge will be more or less the same in other
tributary rivers as well. Hence, it can be conctideat climate change may result in an
increase in flow volume into Lake Tana. This mayeéha positive as well has a negative
implication to the socio-economic condition of ttegion. The increase in flow will help to
harness a significant amount of water for the amgaam projects in the Gilgel Abay river
basin. However, it may also aggravate the recurfleoding problems in the Lake Tana

surrounding area.
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6.2 Recommendations

This study was done in a limited time and resourtEnce the results of this study should be
taken as a starting point for further studies. ©héhe limitations of this study was that the
downscaling accuracy of SDSM is based on the assomghat the predictor-predictand
relationships developed for the historical perioe #me-invariant. However, latest research
results indicate that this assumption has alreaggnbviolated in the observational data
(Wilby, 1997). Besides, downscaled scenarios is #tudy were generated using only one
GCM model experiment. Downscaled scenarios usingro6CM models running the same
experiment may likely produce slightly differentytbequally plausible results. Hence, it is
recommended to assess the impact of climate cheangjee region using different GCM
model outputs. In this study, downscaling of theydascale variables was done at Dangila
station, and it was assumed that this change willapplicable to other stations as well.
However, it is recommendable if climate change ssmwent will be done downscaling large

scale variables at each station considered irsthdy.

The hydrological modeling was done for the entieké. Tana basin; however, due to time
limitation, calibration, validation and impact asseent was done at Gilgel Abay river only.
The author recommends the work to be continuedssim ghow the overall climate change

effect on the entire Lake Tana basin.
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Appendix

Appendix 1: Summary of Average Monthly Meteorological Variables from

1995-2004 for Stations Considered in the Modeling Work

)] Monthly precipitation in mm
Adet Station
year Jan Feb Mar| Apr May Jun Jul Aug Sep Ot Nov ¢ De
1995 0 0 34.00 36 136 154 396 33 146 28 19 78
1996 6 3 95 167 174 208 334 285 277 20 106 1
1997 3 0 51 21 248 160 258 196 238 170 45 0
1998 3 0 24 19 182 154 330 265 171 198 10 1
1999 27 0 2 25 96 131 337 244 113 145 27 16
2000 0 0 3 134 57 101 250 25 130 161 25 31
2001 0 4 3 33 138 195 343 373 148 95 a5 12
2002 12 4 38 35 51 138 283 20( 122 54 $) 14
2003 0 8 11 7 16 163 341 297 20 53 21 4
2004 8 8 2 32 10 191 288 249 20 122 22 0
AVG 5.9 2.7 26.3 50.9] 110.8 159|5 316 2484. 175.9 10430.9 | 15.7
Bahir Dar Station

year Jan Feb Mar| Apr May Jun Jul Au Sep Ot Nov c De
1995 0 4 8 19 77 261 419 260 104 21 3 5
1996 0 1 28 49 99 265 299 36( 215 41 26 0
1997 0 0 20 29 239 123 233 22( 178 137 24 10
1998 0 0 18 1 106 196 387 354 242 116 0] 0
1999 9 0 0 8 50 130 395 487 196 199 3 0
2000 0 0 0 92 63 155 315 517 226 178 28 0
2001 0 1 6 35 69 277 382 564 146 99 13 ig
2002 0 1 13 16 2 440 465 398 158 1y L 1
2003 0 0 0 0 2 243 620 447 259 74 @ 6
2004 9 21 6 39 7 145 484 297 233 90 3 0
AVG 1.8 2.8 9.9 28.8] 714 2235 3999 390 195.77.39] 11.7| 3.9
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Dangila Station

year Jan Feb| Mar  Apr May Jun Ju Aug Sep oct Nov c De
1995 0.6 0 61.1f 415 130.2 209{2 208 263 177.9 85h.3.3 | 21.2
1996 0 19| 974, 943 1824 185(6 339.8 3859 249.742 | 43.2| 0.3
1997 0 0 35.7| 525 2095 2059 3514 379.7 1y5 6163905 | 3.4
1998 0 0 22.7) 139 186.1 3075 2823 343.2 254.28.314 5.8 0
1999 2 0 0 36.3] 243.7 280.8 3388 370.8 3295 2633.8| 7.8
2000 0 7.1 7.5 77 135.3 344411 318 436.1 237.8 265.30 25
2001 0 0 145/ 139 157.3 318/3 3895 259.3 1053 697 3.3 | 7.1
2002 0 3.6| 119 144 52.1 278/8 2989 351.7 182,723 1 30.3 2
2003 0 4.5 7.5 2.2 23.1 3306 3388 279 30L.9  26.855 0
2004 0.5 9.1 2.3 9015 60.7 230/5 488.2 363.8 266.84.7 21 0
AVG | 0.31 | 2.62| 26.0§ 43.69 138.04 269.13 316/15 3#3.228.06] 131.32 35.82 4.43
Debre Markos Station
year Jan Feb| Man Aprl  May Jun Ju Aug Se¢p Ort Nov c De
1995 0 1 20.3| 904 146.p 1264 2461 3446 151.2.414124| 955
1996 27.6 46| 741 108 224 291|7 252.3 30p.5 152331 | 35.2| 23.2
1997 14.3 0 29.6 974 17.2 151 286.8 338.8 205.83.518 85 6.7
1998 2.9 2.2 21 44| 1424 992 2032 2526 270.70.820 6.9 0
1999 72.6 0 2.8| 432 46.8 180{7 252.1 340.3 164.30.22| 25| 283
2000 0 0 29| 110% 2995 1749 2954 2111 271 265%.7 | 12.3
2001 0 3.7| 581 1012 129/6 154{7 3652 32p.2 1y066.9 0 2.2
2002 57 0 92.2 752 11.1 155/9 2763 3355 283469 3. 22 | 615
2003 3.6 574 69.4 19.2 5.3 212 2055 351.6 256.80.71 0.3 18.8
2004 4.1 7.6| 13.8 1200 19.8 195 286.6 31y.7 205&/.5 | 37.7| 23.2
AVG | 1821 | 7.65| 38.44 76.9Y 77.63 1745 26695 @12.208.2] 107.72 21.4p 27.17
Debre Tabor Station
year Jan Feb Mar| Apr May Jun Jul Au Sep Ot Nov c De
1995 0 8 46 95 109 353 355 13( 37 20 D 0
1996 1 2 33 59 155 203 282 271 118 28 5 42
1997 7 8 67 110 206 234 310 304 160 45 41 5
1998 3 0 74 43 198 229 449 361 197 324 12 82
1999 14 0 21 7 204 12§ 404 41% 254 8p D 0
2000 34 0 0 24 46 203 459 357 246 252 11 20
2001 0 0 7 124 79 205 423 464 235 147 35 3
2002 0 1 18 24 99 207 496 434 195 70 i 8
2003 0 1 61 45 48 205 255 324 129 3 16 19
2004 0 14 35 19 10 99 440 404 2 1y 33 15
AVG 5.9 34 | 36.2 55 1154 2066 387)3 346.7 178.58.19] 15.7| 194
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Gondor Station

year Jan Feb Mar| Apr May Jun Jul Aug Sep Ot Nov ¢ De
1995 0 0 36 24 100 104 283 308 104 1p i 19
1996 0 4 24 84 184 195 250 26( 76 68 23 0
1997 0 2 28 42 126 184 242 23( 34 199 42 14
1998 0 0 10 4 95 285 383 492 128 128 5 0
1999 36 0 0 42 129 145 448 401 214 351 11 54
2000 0 1 3 73 60 366 453 369 170 268 1 4
2001 1 1 4 48 95 408 570 494 12p 145 16 0
2002 15 3 45 17 88 197 317 24 79 44 6 5
2003 0 21 11 0 38 242 317 28 136 2P D 6
2004 2 4 6 38 1 183 380 31 118 68 66 0
AVG 54 3.6 16.7 37.2 91.6f 2309 364/3 3399 1178%30.5| 17.1| 10.2
i) Average monthly maximum temperature
Adet Station
year Jan Feb Mar Apr May Jun Ju| Aug Sep Oct Nov c De
1995 | 28.06) 28.43 29.26 29.83 28/9 273 22.13 22.£83.83| 25.77| 26.7| 26.65
1996 | 26.71 29.14 29.42 28.47 26.32 23|53 2252 22.2457| 25.74 25.5 25.9y7
1997 | 26.16| 28.79 29.42 29.37 27.52 24|93 22.23 523.£5.27| 24.77| 25.3 26.7[(
1998 | 27.55 28.21 29.52 31.13 28.06 25|77 21.26 321.23.4 | 24.29| 25.07 25.2)
1999 | 25.77] 29.04 29.39 30.03 28.19 261 2155 22.78.87| 23.23| 24.83 25.3p
2000 | 26.71 28.21 30.1 26.27 27.94 26 22,68 22.16 .8 2323.68| 24.67| 25.42
2001 | 26.1| 28.61 28.6% 29.8 28.13 238 23.1 22.94.8724 26.13| 26.1| 26.74
2002 | 26.77| 29 29.35 30.2 29.65 26|3 24|42 23.39 424.25.74| 26.03 26
2003 | 27.29 29 29.81 304 3094 26.63 2261 22.65.732B 25.23| 25.67 26.03
2004 | 27.320 28.14 30.03 28.97 29.y7 25|53 2355 2323.93| 24.48 25.6] 26.29
AVG |26.84| 28.66] 29.50 29.44 28.54 2559 22|61 22\524.17| 24.91] 25.5% 26.0b
Bahirdar Station
year Jan Feb Mar Apr May Jun Ju| Aug Sep Oct Nov c De
1995 | 27.13 27.25 27.94 295 30.82 2923 27.52 24.28.33| 25.68| 27.23 26.7)
1996 | 26.77] 26.7 29.52 29.23 29.97 27.1 26.16 »5 7324 26.29| 27.6| 26.84
1997 | 26.94 27.11 29.35 30.b 29.81 28/03 26.58 25.P%.83| 27.55| 27.2| 27.58
1998 | 27.81] 28.82 29.9 3247 3355 30{73 28.16 22.@B.77| 25.77 27 27.71
1999 | 26.97] 26.86 30.29 29.47 31.03 29]13 21.65 323.24.17| 25.26] 25.3] 26.2p
2000 | 26.06 27.38§ 29.26 30.13 28.23 29|63 27.13 724.24.63| 25.77| 2597 26.4b5
2001 | 26.48 26.01 29.02 28.83 30.84 2947 26 244548 2 26.16| 27.1| 26.61
2002 | 27.35 27.04 29.1 2997 311 30097 27.77 25.825.3 | 26.48| 27.9| 27.74
2003 | 26.71 27.71 30.283 31.37 31.58 32/33 27.74 424.24.97| 26.06| 27.77 27.84
2004 | 27.320 27.28 28.68 30.27 29.26 31|27 27.26 25.25.47| 26.26| 27.43 27.48
AVG | 26.95| 27.23] 29.33 30.28 30.57 29.Y9 27|20 24,6P4.80| 26.13] 27.0% 27.18
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Dangila Station

year Jan Feb Mar Apr May Jun Ju| Aug Sep Oct Nov c De
1995 | 25.84 26.43 27.18 28.63 27.26 26|93 23.71 321.22.03| 23.39] 25.83 25.61
1996 | 24.68 26.79 27.18 27.63 279 26/53 2455 21.22.1 | 23.48| 24.6| 25.68

1997 | 25.420 26.07 28.26 27.47 27.23 2427 2294 421.822.3 | 23.16] 24.1f 23.94
1998 | 24.94 25.61 27.39 27.87 26.81 24/07 23.35 P2 2.7 2 24.42| 23.33 24.55

1999 | 25,55 26.21 27.4%5 2843 29.68 26.1 23.84 20.20.47| 24.45] 23.93 24.8]
2000 | 25.48 25.86 28.71 28.1 27.84 25027 2371 20.721.7 | 22.81| 22.63 24.4p
2001 | 25.03 26.54 27.68 29 25.68 255 22,71 21.9 7721.23.29| 23.07] 24.23

2002 | 25.1| 2543 27.97 27.33 28.74 2567 22.61 21.£3.93| 23.45 24 24.65

2003 | 25.68 26.32 28.1] 28.33 29.831 2833 2358 23.322.5 | 23.74| 25.5| 25.52

2004 | 25,55 27.03 2852 29.37 29.48 29|67 24.13 721.22.63| 23.81] 2493 25.97
AVG | 25.33| 26.23| 27.83 28.22 27.99 26.23 23|51 211682.11| 23.60] 24.19 24.95
Debre Tabor

year Jan Feb Mar Apr May Jun Ju| Aug Sep Oct Nov c De
1995 | 26.93 23.32 24.52 25 2455 2318 23.1 1813 9318.20.29| 22.03 22.23

1996 | 21.55 22.76 24.42 2417 23.45 21 19.9 18.61.8318 20.48| 21.73 21.08

1997 | 21.55 21.89 2335 2427 23.03 218 20.48 18.4%.27| 21.45] 20.97 21.97
1998 | 21.58 22.96 24 2473 26.35 2303 221 17.52.131B 19.87| 20.77 22.16

1999 | 22.68 22.1§ 2484 2497 2513 247 23.13 17.88.17| 19.77| 19.37 21.5p
2000 | 22.16/ 22.7§ 24.39 2587 22.03 23{77 21.97 418.918.7 | 19.68| 19.93 21.5p
2001 | 22.420 22.82 2497 2397 2535 233 20.16 18.188.7 | 20.55| 21.97 22.08
2002 | 22.77) 22.93 2497 24.63 24.81 25/47 21.77 419.99.83| 20.77| 22.87 23.06
2003 | 22.77 23.64 2442 2447 2526 26|13 22 18.48.831) 20.19| 21.93 22.26

2004 | 22,58 23.62 23.9 24.97 23.03 2607 2142 19.5p.2 21 21.5| 22.29

AVG | 22.70| 22.89| 24.38 24.68 24.30 23.91 21|60 185r8.86| 20.41] 21.31 22.00
Gondor Station

year | Jan Feb Mar Apr|  May Jun Jul Aug Sep Ot Nov ¢ De
1995 | 26.94 23.32 24.52 25 2455 2318 23.1 1813 9318.20.29| 22.03 22.28

1996 | 21.55 22.76 24.42 2417 23.45 21 19.9 18.61 .9 1820.48| 21.73 21.08

1997 | 21.55 21.89 2335 24.27 23.03 218 20.48 18.4%.27| 21.45] 20.97 21.97
1998 | 21.58 22.96 24 2473 26.35 2303 221 17.52.131B 19.87| 20.84 22.13

1999 | 22.68 22.1§ 24.84 2497 2513 247 23.13 17.88.17| 19.77| 19.37 21.5p
2000 | 22.16] 22.7§ 24.39 2587 22.03 23{77 21.97 418.918.7 | 19.68| 19.93 21.5p
2001 | 22.42) 22.82 2497 2397 2535 233 20.16 18.188.7 | 20.55| 21.97 22.08

2002 | 22.77) 22.93 2497 24.63 24.81 25|47 21.77 419.99.83| 20.77| 22.87 23.06
2003 | 22.77| 23.64 24.42 2447 2526 26|13 22 18.48.831] 20.19| 21.93 22.26

2004 | 22,58 23.62 23.9 24.97 23.03 2607 2142 19.5p9.2 21 215| 22.29

AVG | 22.70| 22.89| 24.38 24.68 24.30 23.91 21|60 185p8.87| 20.41| 21.31 22.0p
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i) Average monthly minimum temperature

Adet station
year Jan Feb Mar Apr May Jun Ju Aup Sep Qct Nov ¢ De
1995 | 4.19| 5.21| 6.37 9.8 1142 1147 1261 11.58031D.6.42| 4.73| 4.32
1996 | 4.23| 5.69| 935 11.23 1213 1173 1206 11.71.331] 9.16| 7.87 5.87
1997 | 3.87| 5.36| 10.19 10.43 12 11.833 119 1203 101.23| 9.33 5.61
1998 | 5.16| 4.71| 974 897 11.8 11.87 12[16 12.32.331fl 11.1| 6.97| 4.42
1999 | 561| 6.61| 494 757 935 1143 11|97 11.94431D.10.71| 6.63 6.29
2000 | 581| 6.62 7 9.71 11.1  10.87 1177 1139 10.4.034 8.1 6.45
2001 | 455| 7.75| 101 108 11.52 1197 12{55 12.52.7710 11 7.93 6.94
2002 | 6.52| 854 10.06 11.17 1155 1287 1223 12581 | 10.06| 8.93 6.68
2003 | 6.13| 9.71 12| 1177 13.61 1283 13 1313 11.%8.19| 8.53 6.61
2004 | 7.35| 845 1048 1287 1226 124 1187 12481 |19.65| 9.37 7.42
Bahir Dar Station
year Jan Feb Mar Apr May Jun Ju Aup Sep Qct Nov c De
1995 | 9.45| 954| 1145 1243 16.61 16[7/7 1542 15%8.73| 14.26/ 13.97 12.26
1996 | 11.97| 9.90| 12.6P 1448 16.71 15/97 1500 14.74.50| 14.19 13.13 12.08
1997 | 10.77| 10.00 1155 15.17 15.61 1593 15.00 615.14.90| 14.23 1457 13.74
1998 | 11.03| 6.36| 6.39 11.40 12.74 1447 1387 14.26.20| 13.06| 13.17 8.61
1999 | 9.32| 11.03 10.6B 1548 14.83 13/48 1400 14.48.58| 13.80, 10.81 10.19
2000 | 10.19] 9.52| 10.90 1353 14.90 15/30 14.61 14.33.82| 13.55 13.73 11.08
2001 | 9.10| 6.86| 10.81 1253 1490 1439 1404 13.238.17| 12.65 14.83 11.8Y
2002 | 11.13] 10.23 12.06 13.47 15.19 15|87 15.32 615.04.77| 13.94 1427 12.5p
2003 | 9.65| 8.86| 1294 1530 15.06 17,00 1565 14.83.03| 14.26| 13.67 11.90
2004 | 9.19| 9.86| 10.7fy 13.23 1532 15/07 1535 14.38.87| 13.94/ 13.10 12.74
AVG | 10.18] 9.21] 11.02 13.72 15.1 15.43 14/83 14.631.26| 13.79] 13,53 11.69
Dangila Station
year Jan Feb Marn  Apr May Jurn Ju Aup Sep Qct Nov c De
1995 | 9.26| 8.89| 10.29 12.07 13.65 1430 1294 12.29.37| 11.94] 12.70 10.74
1996 | 9.58| 3.62| 558 747 994 1180 11|26 11.8403l1.9.65| 8.73 5.35
1997 | 5.58| 3.75| 6.0§ 8.30 10.00 10.83 1053 1Q.61.931D 9.84| 7.53 5.97
1998 | 4.39| 3.71| 4774 883 9.683 10.93 10/16 1Q0.74201D.9.87 | 9.30 7.16
1999 | 4.84| 3.79| 455 11.13 11.68 1303 1248 13.08.701 11.74| 10.774 6.29
2000 | 355| 459, 6.6 537 10.81 10.p3 10{26 10.94.631D 9.48 | 9.30| 4.74
2001 | 3.87| 3.46| 4.00 5.6( 8.61 9.7 9.10 985 923718 857 5.39
2002 | 5.32| 357, 7.35 823 11.74 1217 12{84 12.94.101B11.52| 11.43 7.39
2003 | 6.61| 596, 8.03 1008 9.84 1233 13(13 12.90.271p 11.26| 10.30 7.26
2004 | 4.48| 428 8.26 1023 994 1250 13(10 13.42.131pB11.87| 9.73 8.39
AVG | 575 | 456 | 6.55 8.73 10.58 11.85 11.p8 11|81 661.10.59| 9.84 6.87
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Debre Tabor

year Jan Feb Mar Apr May Jun Ju Au Sep Qct Nov c De
1995 | 9.37| 859 971 1043 1206 1217 1152 10.70.571| 9.26 8.4 8.61
1996 | 8.29| 8.45/ 10.32 10.78 11.5 11.p7 10{16 10.58.07 | 9.69| 8.23] 8.61
1997 | 79| 8.18 884 1097 11.03 107 10{74 1061 2710. 9.9 9.27| 852
1998 | 8.58| 8.86] 9.42 113y 12.97 12 11 10/71 10.5384 9 9.43| 7.39
1999 | 6.74| 8.14, 9.68 9.57 11.45 10,9 1039 1013 2710. 9.32| 9.33| 7.03
2000 | 7.71| 7.93| 9.03 1058 10.35 10.63 1023 9.87 9 9.9.32| 9.13| 8.32
2001 | 7.55| 7.07f 958 105y 11.65 1157 10/42 10.080.471| 9.06 9.2 7.55
2002 | 7.97| 7.79| 9.39 10.68 11 12 10.58 1016 9/77 81 8.8.07| 7.74
2003 | 7.32| 3.36| 9.3 1043 11.16 12.23 10/68 9,32 57 9. 9.06| 8.37| 8.23
2004 | 7.97| 8.72| 9.6q 11.28 11.13 10.85 1P 10 918719 9. 7.73| 7.97
AVG | 7.94 | 7.709] 9.499 10.646 11.445 11.362 10.572.21®| 10.129] 9.34% 8.716 7.997

Gondor Station

year Jan Feb Mar Apr May Jun Ju Aug Sep Qct Nov c De
1995.00f 9.35| 8.57| 9.71 1043 12.06 12{17 1152 710.10.57| 9.26| 8.40 8.61
1996.00| 8.29| 8.45 10.32 10.Y3 11.65 11{07 10.16 5510.10.07| 9.68| 8.23 8.61
1997.00 7.90| 8.18/ 8.84 10.97 11.03 10{70 1Q.74 110.60.27| 9.90| 9.27 8.52
1998.00| 8.58| 8.86] 9.42 11.37 12.97 1200 11.00 110.I0.53| 9.84| 9.43 7.39
1999.00| 6.74| 8.14| 9.68 9.5F 1145 1090 10.39 10.18.27| 9.32| 9.33 7.03
2000.00| 7.71| 7.93] 9.03 10.533 10.835 10{63 10.23 9.89.90 | 9.32| 9.13 8.32
2001.00f 7.55| 7.07| 9.58 10.87 11.65 1157 1Q.42 610.00.47| 9.06| 9.20 7.55
2002.00f 7.97| 7.79] 9.3%9 10.63 11.00 12/00 10.58 610.B.77 | 8.81| 8.07 7.74
2003.00f 7.32| 7.36| 9.3% 1043 11.16 1223 1(0.68 9.3257 | 9.06| 8.37 8.23
2004.00f 7.97| 8.72| 848 10.90 11.23 1113 10.35 010.®.87 | 9.19| 7.73 7.79

AVG 794 | 811 | 9.38] 10.61 1146 1144 10.p1 10/22.130 9.34| 8.72 7.98
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iv) Annual Average monthly climatic variables for that®ns considered for the
modeling work
Station
Adet Bahir Dar Dangila
Month PRCP TMAX TMIN PRCP TMAX TMIN PRCP TMAX TMIN
5.9 26.844 1.8 26.954 10.18 0.31 25.3p7 7485.
2.7 28.657 2.8 27.228 9.214 2.62 26.2P9 5624.
26.3 29.495 10.48 9.9 29.329 11.019 26.0p 27838 6.551
50.9 29.437 12.87 28.8 30.234 13.72p 43.6P 8.2 8.726
May 110.8 28.542 12.26 71.4 30.569 15.187 138.04 .99/ 10.584
159.5 25.589 223.% 29.789 15.425 269.13 .2326 11.849
316 22.605 11.87 399.9 27.197 14.826 316.15 5133. 11.58
246.6 22.585 12.48 390.9 24.601 14.627 343.25 1.645 11.809
175.9 24.169 195.7 24.8 14.257 228.06 22.11311.659
104.6 24.906 97.3 26.128 13.788 131.32 6 23/ 10.588
30.9 25.547 11.7 27.05 13.52b 35.82 24.192 9.836
15.7 26.046 3.9 27.128 11.69p 4.43 24.947 6.868
Station
Debre Markos Debre Tabor Gondor
Month PRCP PRCH TMAX TMIN PRCH TMAX TMIN
Jan 18.21 5.9 22.699 7.94 5.4 22.7 7.938
Feb 7.65 34 22.888 7.709 3.6 22.888 8.107
Mar 38.44 36.2 24.378 9.499 16.7 24.378 9.38
Apr 76.97 55 24.675 10.646 37.2 24.675 10.6113
May 77.63 1154 24.299 11.44% 91.6 24.299 11.455
Jun 174.15 206.6 23.907% 11.362 230.9 23.907 1144
Jul 266.95 387.3] 21.603 10.572  364.3 21.6D3 10.607
Aug 312.09 346.7 18.524 10.218 3399 18.5p4 10.218
Sep 208.2 178.5  18.85¢ 10.129 117.6  18.866 10.129
Oct 107.72 98.1 20.405 9.345 130(5  20.405 9.344
Nov 21.49 15.7 21.307 8.716 17.1 21.314 8.716
Dec 27.17 194 22.007 7.997 10.p 22.004 7.979
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Appendix 2: Parameter Files for the Climate Projection Obtained from the
SDSM

a) Max temperature parameter file

6

1

366

1/1/1990

4383

1/1/1990

2922
#FALSE#

1

1

False
TMAX.dat
ncepmslpaf.dat
ncepp__ zaf.dat
ncepp500af.dat
ncepp8_uaf.dat
ncepp8_zaf.dat
nceprhumaf.dat

24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 Y76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486
24.613 -1.523 -0.799 0.778 -0.461 0.323 -0.674 76 0.486

D:\ClimateTmp_forcast\Observed1990-2001\TMAX.dat

[1] The number of predictors

[2] The season code (12 = months, 4 = seasongnheal model)

[3] The year length indicator (366, 365, or 360)

[4] Record start date

[5] Record length (days)

[6] Model fitting start date

[7] Number of days used in the model fitting

[8] Whether the model is conditional (true) or unditional (false)

[9] Transformation ( 1 = none, 2 = fuorth root, 3atural log, 4 = log normal )
[10] Ensemble size

[11] Auto regression indicator (True or false)

[12] Predictand file name

[13-18] predictor files

[19-30] Model Parameters; the first six columnstheparameters (including the intercept), thetlast
columns are the SE antistatistic

[31] the root directory of the predictand file
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b) Parameter file for the Minimum Temperature
5
1
366
1/1/1990
4383
1/1/1990
2922
#FALSE#
1
1
False
TMIN.dat
ncepp__ vaf.dat
ncepp_thaf.dat
ncepp_zhaf.dat

ncepp500af.dat

ncepp8_zaf.dat

9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 g.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 g.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 g.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 g.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 g.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46
9.376 -2.036 -0.011 -1.899 0.770 -0.998 2.438 7.46

D:\ClimateTmp_forcast\ObservedTMIN_1990-2001\TMIAtd

The designation of the data is in-line order akfus:

[1] The number of predictors

[2] The season code (12 = months, 4 = seasongnheal model)

[3] The year length indicator (366, 365, or 360)

[4] Record start date

[5] Record length (days)

[6] Model fitting start date

[7] Number of days used in the model fitting

[8] Whether the model is conditional (true) or unditional (false)

[9] Transformation ( 1 = none, 2 = fuorth root, 3atural log, 4 = log normal )
[10] Ensemble size

[11] Auto regression indicator (True or false)

[12] Predictand file name

[13-17] predictor files

[18-29] Model Parameters; the first six columnstheparameters (including the intercept), thetlast
columns are the SE antistatistic

[30] the root directory of the predictand file
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a) Precipitation parameter file
5
1
366
1/1/1990
4383
1/1/1990
2922
#TRUE#
1
1
False
PRCP.dat
ncepp__faf.dat
ncepp500af.dat
ncepp8_uaf.dat
ncepp8_zaf.dat

ncepr500af.dat

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

0.471 -0.112 0.108 0.107 -0.150 0.071 0.000 @41

7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047
7.518 1.000 -1.078 0.200 1.313 -0.055 0.932 829 0.047

D:\Climate_Forcast\Precipitation\PRCP.dat

The assignation of the order of precipitation pct parameter files is the same as the minimunperature’s
as both of them have the same number of predictors.
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Appendix 3: Land Use Characteristic Values a®resentedin the Order Below

CROPID CPNM IDC

BIO_E HVSTI BLAI FRGRW1 LAIMX1 FRGRW2 AIMX2 DLAI CHTMX RDMX
T_OPT T_BASE CNYLD CPYLD BN1 BN2 BN3P1 BP2 BP3

WSYF USLE_C GSI VPDFR FRGMAX WAVP CORPHBIOEHI RSDCO_PL ALAI_LEAF
BIO_LEAF MAT_YRS BMX_TREES EXT_COEF BM_DIBF

1 AGRL 4

33,50 0.45 3.00 0.15 0.05 0.50 008%4 1.00 2.00

30.00 11.00 0.0199 0.0032 0.0440 0.0X%8128 0.0060 0.0022 0.0018
0.250 0.2000 0.0050 4.00 0.750 8.5®0.00 36.00 0.0500 0.000
0.000 O 0.00 0.650 0.100

2 AGRR 4

39.00 0.50 3.00 0.15 0.05 0.50 0050 2.50 2.00

25.00 8.00 0.0140 0.0016 0.0470 0.01rV138 0.0048 0.0018 0.0014
0.300 0.2000 0.0070 4.00 0.750 7.B80.00 45.00 0.0500 0.000
0.000 0O 0.00 0.650 0.100

6 FRST 7

15.00 0.76 5.00 0.05 0.05 0.40 00®9 6.00 3.50

30.00 10.00 0.0015 0.0003 0.0060 0.0a20015 0.0007 0.0004 0.0003
0.010 0.0010 0.0020 4.00 0.750 8.6@0.00 16.00 0.0500 0.750
0.300 50 1000.00 0.650 0.100

7 FRSD 7

15.00 0.76 5.00 0.05 0.05 0.40 0083®9 6.00 3.50

30.00 10.00 0.0015 0.0003 0.0060 0.0020015 0.0007 0.0004 0.0003
0.010 0.0010 0.0020 4.00 0.750 8.680.00 16.00 0.0500 0.750
0.300 10 1000.00 0.650 0.100

8 FRSE 7

15.00 0.76 5.00 0.15 0.70 0.25 00%9 10.00 3.50

30.00 0.00 0.0015 0.0003 0.0060 0.0020015 0.0007 0.0004 0.0003
0.600 0.0010 0.0020 4.00 0.750 8.680.00 16.00 0.0500 0.750
0.300 30 1000.00 0.650 0.100

11 WETN 6

47.00 0.90 6.00 0.10 0.20 0.20 0850 2.50 2.20

25.00 12.00 0.0160 0.0022 0.0350 0.0X20038 0.0014 0.0010 0.0007
0.900 0.0030 0.0050 4.00 0.750 8.5®0.00 54.00 0.0500 0.000
0.000 O 0.00 0.650 0.100

15 RNGE 6

34.00 0.90 250 0.05 0.10 0.25 0035 1.00 2.00

25.00 12.00 0.0160 0.0022 0.0200 0.0120050 0.0014 0.0010 0.0007
0.900 0.0030 0.0050 4.00 0.750 10.660.00 39.00 0.0500 0.000
0.000 O 0.00 0.330 0.100
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16 RNGB 6

34.00 0.90 2.00 0.05 0.10 0.25 00435 1.00 2.00

25.00 12.00 0.0160 0.0022 0.0200 0.0X20050 0.0014 0.0010 0.0007
0.900 0.0030 0.0050 4.00 0.750 10.880.00 39.00 0.0500 0.000
0.000 O 0.00 0.330 0.100

18 WATR 6

0.00 0.00 0.00 0.00 0.00 0.00 0.0@O0 0.00 0.00

0.00 0.00 0.0000 0.0000 0.0000 0.00mO000 0.0000 0.0000 0.0000
0.000 0.0000 0.0000 0.00 0.000 0.00.00 0.00 0.0000 0.000
0.000 0O 0.00 0.000 0.100

99 TEFF 5

30.00 0.23 3.00 0.15 0.05 0.50 0083®0 0.90 2.00

18.00 0.00 0.0234 0.0033 0.0600 0.02B0134 0.0084 0.0032 0.0019
0.200 0.0300 0.0056 4.00 0.750 8.6®0.00 46.00 0.0500 0.001
0.001 O 0.00 0.650 0.100
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Appendix 4: SDSM Climate Change Results
a) A2a scenario

Precipitation (mm Change in precipitation Petaga change
Month base 2020s 2050% 2080s 2020s 2050s 2080s s20D2@050s | 2080s
Jan 2.62 1.86 1.60 1.96 -0.07 -1.0p 0.04 -2.63  80J7 1.94
Feb 2.20 1.80 1.79 3.21 -0.4( -0.41 1.01 -17/98 .042 22.00
Mar 5.20 3.69 4.27 6.34 -1.51 -0.93 1.14 -29.00 4066.| 21.90
Apr 6.40 5.77 6.71 8.30 -0.63 0.31 1.90 -9.77 12.4029.76
May 7.60 7.71 9.28 10.16 0.11 1.6 2.56 1.51 22)1633.63
Jun 8.20 9.73 10.53 10.97 1.53 2.38 2.7 18/60 828.333.74
Jul 8.50 10.14 10.80 11.41 1.64 2.30 291 19.32 0227, 34.29
Aug 10.53 10.13 10.71 11.28 -0.40 0.18 0.75 -3.82 5.0a 7.17
Sep 10.60 8.00 9.16 10.1( -2.60 -1.43 -0.49 -24/537.50 -4.64
Oct 7.04 5.20 5.74 7.50 -1.84 -1.30 0.46 -26/16 .51 6.55
Nov 4.54 3.39 4.05 5.61 -1.15 -0.49 1.08 -25.34 7068.| 23.69
Dec 1.94 1.48 2.12 412 -0.44 0.17 2.1B -23/64 058 22.00
Jan 2.62 1.86 1.60 1.96 -0.07 -1.0p 0.04 -2.63 0-7)8 1.94
Bega 4.03 2.98 3.37 4.80 -0.88 -0.6p 0.94 -19|42 .45-8| 13.55
Belg 5.35 4.75 5.51 7.00 -0.60 0.16 1.6b -1381  44.0 26.82
Kiremt 9.46 9.50 10.30 10.94 0.04 0.84 1.4 239 .735| 17.64
Annual 6.28 5.74 6.40 7.58 -0.44 0.12 1.36 -1028 .773 | 19.34
b) B2a Scenario

precipitation (mm) Change in Precipitation | percent change in precipitation
month | base | 2020s | 2050s | 2080s | 2020s | 2050s | 2080s | 2020s 2050s 2080s
Jan 2.62 1.85 1.89 271 | -0.77| -0.73 0.09 -3.00 -1.40 3.31
Feb 2.20 1.77 1.94 229 | -043| -0.26 0.09 -19.61 -12.00 4.27
Mar 5.20 3.85 4.59 545 | -135| -0.61 0.25 -25.90 -11.72 4.75
Apr 6.40 5.63 7.13 7.81| -0.77 0.73 1.41 -11.98 11.47 22.03
May 7.60 7.93 8.96 9.61 0.33 1.36 2.01 4.36 17.91 26.39
Jun 8.20 9.56 | 10.56 | 10.52 1.36 2.36 2.32 16.59 28.75 28.24
Jul 8.50 | 10.02 | 10.86 | 11.20 1.52 2.36 2.70 17.91 27.77 31.71
Aug 10.53 9.93| 10.79 | 11.24 | -0.60 0.27 0.71 -5.66 2.53 6.77
Sep 10.60 7.98 9.59 993 | -2.62| -1.01| -0.66 -24.71 -9.52 -6.27
Oct 7.04 5.18 6.81 6.76 | -1.86| -0.23 | -0.28 -26.40 -3.28 -4.03
Nov 4.54 3.20 4.11 521 | -134| -0.43 0.67 -29.48 -9.53 14.73
Dec 1.94 1.45 1.90 212 | -049 | -0.04 0.18 -25.11 -2.11 9.36
Bega 4.03 2.92 3.68 420 | -1.11| -0.36 0.16 -27.75 -7.23 5.84
Belg 5.35 4.80 5.66 6.29 | -0.55 0.31 0.94 -13.28 1.41 14.36
Kiremt 9.46 9.37 | 1045 | 10.72 | -0.08 0.99 1.26 1.03 12.38 15.11
Annual | 6.28 5.70 6.59 7.07 | -0.58 0.31 0.79 -13.33 2.19 11.77
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¢) Maximum Temprature

A2a Scenario B2a Scenario
Maximum Temprature
(°c) Delta Max temprature Miniumum Temprature Deltan Nlemprature
2020 | 2050 | 2080 | 2020 | 2050 | 2080 | Baselin | 2020 | 2050 | 2080 | 2020 | 2050 | 2080
Month | Baseline S S S S S S e S S S S S S
Jan 24.95 26.03 2642 28.97 1.Q7 1.46 312 24.95.7325 26.45| 27.2§ 0.7¢8 1.5D 2.30
Feb 25.41 2717 2776 29.37 1.76 2.35 3.p6 2%.41.382)7 27.71| 28.9]1 1.9¢ 2.2p 3.30
Mar 26.87 27.13] 28.01 293p 0.2b 1.13 2.47 2G.87 .4@F 27.94| 28.97 0.52 1.0p 2.10
Apr 27.69 26.21| 27.39 28.7p -1.47 -0.30 1.07 27.626.43 | 27.10| 28.21 -1.26 -0.59 0.%2
May 27.39 2495 25871 27.6B -245 -1.52 0.23 27.3%4.86 | 25.96| 27.21 -258 -1.43 -0.18
Jun 25.47 2421 2521 2689 -1.26 -0.6 1.42 2%.2R.24 | 25.23| 26.39 -1.28 -0.24 0.92
Jul 23.51 2357 2469 26.25 0.06 1.18 2.4 23.51 .548 24.61| 25.59 0.0% 111 2.08
Aug 21.50 23.65| 24.44 25.96 2.16 2.94 4.46 21.50 .7728 24.54| 25.37 2.27 3.0p 3.87
Sep 21.71 2421 2509 26.64 250 3.89 493 21.71.4424 25.17| 25.97 2.7% 3.46 4.26
Oct 22.69 24,78 25.71 27.24 2.0p 3.08 4.54 22.69 .884 25.82| 26.71 2.19 3.1p 4.01
Nov 23.62 2438 25.17 26.7p 0.7p 1.55 3.13 23.62 .324 25.32| 26.15 0.7 1.70 2.53
Dec 24.07 2466 25.34 26.86 0.59 1.27 2.[r9 24.07.4324 25.22| 26.12 0.34 1.1p 2.05
Bega 23.83 2494 256y 2733 1.13 1.84 340 28.83.842 25.70| 26.56 1.01 1.877 2.12
Belg 26.84 26.36| 27.2¢ 28.77 -0.48 0.42 1.93 26.8%6.52 | 27.18| 28.37 -0.38 0.33 1.48
Kiremt 23.05 23.91] 2486 26.44 0.8p 1.81 3.89 23.084.00 | 24.89| 25.83 0.95 1.84 2.18
|Annua 24.52 25.08| 2593 2748 0.5% 1.41 2.96 24152 25.125.92| 26.90 0.59 1.40 2.38
d) Minimum Temperature
A2a Scenario B2a Scenario
Minimum Temperature Delta Min Temperatuie MinimWiemperature Delta Min Temperature
Baselin | 2020 | 2050 | 2080 | 2020 | 2050 | 2080 | Baselin | 2020 | 2050 | 2080 | 2020 | 2050 | 2080
Month | e s s s s s s e s s s s s s
Jan 4.70 543 5.94 7.13 0.78 1.24 2.42 4.70 5.45 95 . 6.60 0.74 1.25 1.89
Feb 4.17 5.87 6.59 7.95 1.70 241 3.78 417 5.88 36 6. 7.23 1.71 2.18 3.06
Mar 5.09 7.41 8.06 9.3]] 2.31 2.96 4.22 5.09 7.64 338. 8.95 2.55 3.24 3.8b
Apr 8.02 8.84 9.69| 10.8] 0.87 1.6f 2.7 8.02 8.80 .759 10.27 0.79 1.73 2.2b
May 9.35 9.84 10.55 11.90 0.49 1.19 2.54 9.3p 9.810.61 | 11.40 0.46 1.26 2.05
Jun 11.25 1044 1136 1247 -0.81 0.12 1.42 11.p50.571 11.53| 12.20 -0.68 0.28 0.96
Jul 10.86 10.43] 11.3j 1250 -0.44 0.49 1.64 10.86 0.441| 11.26| 12.11 -0.42 0.39 1.25
Aug 11.06 10.29| 11.02 1220 -0.977 -0.04 1.23 11.0610.54 | 11.19| 11.87 -0.52 0.13 0.81
Sep 10.88 9.71 1050 112 -1.17 -0.p8 0.73 1088 .86 P 10.53| 11.19 -1.0 -0.3p 0.30
Oct 10.20 8.81 9.53 10.74 -1.39 -0.66 0.54 10.20 868. 9.60| 10.41 -1.34 -0.6D 0.21
Nov 8.73 7.48 8.19 9.41] -1.24  -0.54 0.8 8.73 7.458.35 8.86| -1.28 -0.3] 0.18
Dec 6.76 5.89 6.71 7.62 -0.87 -0.05 0.87 6.7p §.0.55 7.31| -0.76] -0.21 0.5b
Bega 7.60 6.90 7.59 8.73 -0.69 0.g0 1.13 7.60 6.94.61 8.29| -0.66 0.0% 0.69
Belg 6.66 7.99 8.72 9.99 1.3 2.0p 3.33 6.66 8§.04.76 8 9.46 1.38 2.1d 2.80
Kiremt 11.01 10.21] 11.06 12.2f -0.80 0.04 1.25 11.0 10.35| 11.13 11.84 -0.6p 0.11 0.83
f\nnua 8.39 8.37 9.12| 10.33 -0.02 0.74 1.94 8.39 8144 179. 9.87 0.05] 0.7§ 1.48
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Appendix-5: SWAT Model Results
The results presented were average daily riversfimaa month in ris

Baseline

year Jan Feb Mar Apr|  May Jum Jul Aug Sep Ort Nov c De
1990.00| 0.8 0.11] 1.14 3.1y 11.02 40{80 102.00 1055111.40 61.13] 17.13 3.0¢
1991.00| 0.1 0.05| 0.62 8.50 142 65|57 221.80 8923164.10] 97.53| 28.4D 5.8P
1992.00| 0.4 0.09] 0.99 1285 16.,/3 3.88 51}44 DPOBI53.50| 127.60 74.84 26.34
1993.00| 5.28 1.70] 2.69 249 1481 43|87 107.90 7D18103.50, 90.00, 50.3f 12.81
1994.00| 1.67 0.14] 0.3Z 1.13 29.20 57|11 170.10 2072116.40f 39.93 11.0f 1.3P
1995.00| 0.12 0.06| 0.33 1.14 31.83 2150 152.00 8D75153.50, 63.99] 19.45 21.40
1996.00| 5.60 0.60] 8.66 23.38 4840 90,90 136.60 .9093177.90, 88.13 37.25 27.18
1997.00| 5.47 0.36| 1.63 741 29.09 75(78 121.10 6D49116.20, 101.40 71.41 22.96
1998.00| 4.177 0.28 0.13 528 30.p1 32(69 129.70 1066.145.20, 132.00 44.57 11.02
1999.00| 2.14 0.33] 0.09 2.18 159 32(34 11%.20 6D71139.30, 107.80 42.86 12.07
2000.00| 1.44 0.12] 0.06 6.55 11.49 30{09 94(83 D61.B06.50, 108.30 54.501 15.31
2001.00| 2.3§ 0.13] 0.08 4.09 1139 72{19 15450 0R09147.20] 69.25| 28.56 6.99
AVG | 247| 033 | 1.39 | 6.51 | 22.07| 47.23| 129.76| 175.53| 136.23| 90.59 | 40.04| 13.87
A2a_2020s period

year Jan Feb Mal Apr Ma)L Jun Ju Aug Sep Qct Nov c De
1.00 0.50 0.09 0.30 0.10 10.'}7 43.48 141.30 164.28.14 | 46.22] 12.04 1.74
2.00 0.10 0.05 0.12 0.19 11.2139 92.12 28390 233.0842.20| 76.177 21.21 3.94
3.00 0.21 0.08 0.26 4.43 996 64.59 76,32 214.900.4D4 92.19] 55.34 18.1P
4.00 2.93 0.72 164 0.5% 15.09 55.04 14270 129.86.04 | 65.31] 34.77 8.33
5.00 0.85 0.09 0.15 0.0y 25.18 7258 219.00 183.B05.00| 34.3§ 7.85 0.73
6.00 0.10 0.060 0.0f 0.31 31.%2 32.66 196.80 186.740.80| 51.80 13.88 12.47
7.00 3.21 0.260 2.69 1156 44.82 11030 173.70 DPOBX50.30| 71.18§ 25.94 18.36
8.00 3.14 0.20 0.36 0.15 30.24 91.84 15340 158.98.31| 75.35 49.87 14.43
9.00 2.07 0.14 0.08 0.09 3226 50.18 168.80 17y.1P7.20| 97.33 34.08 7.89
10.00 1.25 0.21 0.0 0.0 472 44.00 152.80 186BP4.10| 79.83 31.09 7.3%
11.00 0.79 0.09 0.0% 260 7.10 39.27 12560 171.20.57 | 77.86 37.7 9.67
12.00 1.21 0.09 0.0% 50y 155 92.04 19590 218884.10| 54.51 19.05 4.08
AVG 1.36| 0.17| 0.49| 2.10| 18.76| 65.67| 169.19| 185.63| 120.10| 68.51| 28.56| 8.93
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A2a: 2050s period

year Jan Feb Mar Apr May Jun Jul Au Sep Oct Nov c De
1 0.71 0.11 0.85 0.15| 13.583 72.74 160{20 190.50 .5014 57.65| 15.76 2.66
2 0.15 0.06 0.45 0.42| 12.38 110.10 310{10 270.608.6D9 92.21| 26.23 5.24
3 0.33 0.09 0.71 8.87| 16.88 89.18 90.p3 259.90 1066.115.40| 67.74 23.3B
4 4.32 1.03 1.97 1.70| 28.48 7159 160|30 146.60 .7D06 82.19| 44.31 10.9p
5 1.28 0.11 0.22 0.10| 39.51 88.11 239(30 210.00 .1025 40.97 | 10.41 1.24
6 0.12 0.07 0.19 0.80| 43.95 51.98 219(00 214.70 .3066 62.81| 17.87 18.8B
7 4.85 0.46 6.71 24.68 72797 13450 19200 235%.880.8D| 85.17| 33.91 24.18
8 4.59 0.30 1.11 0.30| 50.23 112.70 168{40 183.409.5D1 93.29| 62.78 19.3b
9 3.21 0.21 0.12 0.19| 5286 67.01 186(50 203.70 .8051120.30] 40.90 9.87
10 1.74 0.26 0.08 0.06 9.50 58.58 170|30 212.90 .2D47 98.74| 38.48 10.1P
11 1.13 0.11 0.06 597 11.69 47.76 139,60 201.505.201 98.20| 47.89 13.03
12 1.81 0.12 0.07 0.10f 4455 116.00 21570 256.185.7D| 66.11| 24.8 5.7¢
AVG 2.02 0.24 1.05 3.61 | 33.03| 85.02 | 187.62| 215.48| 143.13| 84.42 | 35.92| 12.05
A2a: 2080s period
year Jan Feb Mar Apr May Jun Jul Au Sep Oct Nov c De
1 0.79 0.12 1.98 0.24| 6243 83.86 175/50 184.50 .4012 59.62| 16.37 2.77
2 0.16 0.06 1.10 0.74| 66.46 119.80 331130 260.206.5D0 98.01| 28.1% 5.65
3 0.36 0.09 1.49 1459 22.84 7219 104,30 246.509.609 133.00 81.80 30.28
4 6.13 3.05 4.10 3.80] 38.30 82.2p 173{40 143.60 .5004 89.85| 54.26 13.41
5 1.68 0.20 0.66 0.17| 46.22 97.51 257[20 204.50 .0021 40.06 | 11.27 1.45
6 0.14 0.07 0.55 1.79] 4730 65.74 236/00 208.60 .0D60 62.94| 19.99 28.23
7 6.73 0.75 12.54| 33.72 90.83 147.20 205.40 227.608.80| 85.96| 43.08 32.21
8 6.38 0.43 2.74 0.58| 63.40 123.10 179(20 177.007.7DY 101.10 75.66 25.96
9 4.60 0.31 0.18 0.37| 66.29 76.04 199/50 197.50 .504[7135.70| 44.57 10.8B
10 1.97 0.30 0.08 0.06] 13.86 66.8p 183140 207.203.104 110.90 44.54 13.14
11 1.54 0.12 0.07 8.36| 13.51 54.84 150[80 193.401.001 110.50 57.90 16.46
12 2.48 0.14 0.12 0.14| 27.43 129.10 22980 246.791.8D| 69.78| 29.38 7.18
AVG 2.75 0.47 2.13 5.38 | 46.57| 93.20 | 202.15| 208.11| 139.49| 91.45 | 42.24| 15.63
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B2a: 2020s Period

year Jan Feb Mar Apr May Jun Jul Au Sep Qct Nov c De
1 0.49 0.09 0.35 0.10 9.82 41.40 138j20 161.10 3.85.74| 11.93 1.71
2 0.10 0.05 0.16 0.20| 12.09 89.51 27850 228.60 .4D4075.48| 21.02 3.89
3 0.21 0.08 0.30 4.01 9.22 64.74 74.92 210.20 1D38.81.23| 54.00 17.45
4 2.74 0.66 1.57 0.59| 16.56 56.04 142|00 127.50 8634.64.68| 33.92 8.09
5 0.82 0.09 0.15 0.07| 27.15 71.89 215{40 180Q.20 .300333.89| 7.69| 0.7Q
6 0.10 0.06 0.08 0.35| 21.66 32.82 193|60 183.40 .703851.14| 13.63 11.98
7 3.04 0.24 3.13 11.72 4571 110.00 171,10 200.188.4D| 70.52] 25.00 17.08
8 2.82 0.19 0.42 0.16] 32.79 9191 150{80 155.70 9(06.74.69| 49.20 13.89
9 1.95 0.14 0.08 0.09| 3490 50.64 166{30 174.40 .202596.47| 33.76 7.82
10 1.23 0.21 0.07 0.05| 1490 43.62 149,60 182.902.202 79.10| 30.74 7.1(
11 0.76 0.08 0.05 1.80| 15.84 3831l 122(50 167.50.989% 77.15| 37.16 9.43
12 1.17 0.09 0.05 0.07| 21.86 92.4p 19300 214.702.303 53.94| 18.72 3.97
AVG 1.28 0.16 0.53 1.60| 21.88 65.28| 166.33| 182.19| 118.37| 67.84| 28.06| 8.59
B2a: 2050s period
year Jan Feb Mar Apr May Jun Jul Au Sep Oct Nov c [
1 0.75 0.11 0.69 0.13 1.28 38.65 161|60 176.40 3008.56.74| 15.66 2.65
2 0.15 0.05 0.35 0.38 3.77 110.10 312|210 249.30 .3080 92.55| 26.68 5.38
3 0.34 0.09 0.58 8.48| 16.37 68.7b 90.37 234.20 5053.121.70] 69.98 24.1D
4 4.54 1.04 1.96 1.53] 2598 69.88 160|50 138.20 8699. 83.58 | 45.96 11.46
5 1.37 0.12 0.21 0.10| 36.42 87.32 240{60 196.80 .7016 38.94| 10.39 1.26
6 0.12 0.06 0.14 0.65| 43.30 49.69 219(90 200.50 .9053 60.54| 17.60 19.90
7 5.10 0.50 5.57 2310 69.43 13290 19290 218.301.1D| 82.76| 33.00 23.78
8 4.48 0.29 0.85 0.25| 45.63 110.10 168,90 164’.902.71)1 94.25| 66.40 20.2D
9 3.39 0.22 0.11 0.16| 48.70 66.0f 187(50 184.80 .0042124.90 42.21 10.28
10 1.82 0.26 0.08 0.06] 28.35 57.1p 17120 194’.307.9[8 102.30f 40.08 10.64
11 1.18 0.11 0.06 5.84) 11.530 47.48 140,20 184.807.511] 101.40, 50.31 13.70
12 1.94 0.12 0.07 0.10f 13.16 113.70 216,60 23*.1@6.9]) 65.65| 25.9 6.12
AVG 2.10 0.25 0.89 3.40| 28.71 79.31| 188.53 199.38| 134.22| 85.44| 37.01| 12.46
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B2a: 2080s period

year Jan Feb Mar Apr May Jun Jul Au Se Oct Nov c De
1.00 0.73 0.11 1.24 0.18 1.88 82.86 168,20 182.301.40| 57.47| 15.68 2.61
2.00 0.15 0.06 0.65 0.48 474 110.50 32160 257.764.80| 93.45] 26.68 5.2

3.00 0.33 0.09 0.95 11.48 19.97 80.03 99,43 244.%89.20| 121.3Q0 75.82 27.63
4.00 5.46 1.95 2.88 252 3289 76.27 168.00 142.203.30| 84.12| 49.65 12.30
5.00 1.49 0.15 0.37 0.13| 40.44 90.20 249.30 202.620.10| 39.61| 10.3y 1.2

6.00 0.13 0.07 0.28 1.07) 5195 5758 227,90 206.389.20| 61.68| 18.79 23.83
7.00 5.89 0.62 8.85 28.9% 80.74 137.20 198.70 P25.476.90, 84.51| 39.890 30.Q47
8.00 5.94 0.39 1.63 0.39] 5497 11470 17350 175.206.30| 95.42| 68.94 23.40
9.00 4.06 0.27 0.14 0.26] 57.38 69.86 193.00 195.686.30| 125.30 42.02 10.13
10.00 1.88 0.32 0.08 0.06) 11.00 59.78 176.70 205.282.00| 102.4Q 41.04 11.85
11.00 1.36 0.12 0.07 6.28 10.Y8 48.21 14460 191.400.50| 102.2Q 52.86 14.97
12.00 2.20 0.13 0.08 0.12 15.55 118.90 222.70 P44.150.80| 66.50 26.68 6.3

AVG 2.47 0.35 1.43 433 | 31.85| 87.17 | 195.30| 206.04| 138.40| 86.16 | 39.03| 14.14
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