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ABSTRACT Zhenghua Yan

1. ABSTRACT

Theoretical models have been developed to address several important aspects of numerical modeling
of turbulent combustion and flame spread. The developed models include a pyrolysis model for
charring and non-charring solid materials, a fast narrow band radiation property evaluation model
(FASTNB) and a turbulence model for buoyant flow and flame.

In the pyrolysis model, a completely new algorithm has been proposed, where a moving dual mesh
concept was developed and implemented. With this new concept, it provides proper spatial resolution
for both temperature and density and automatically considers the regression of the surface of the non-
charring solid material during its pyrolysis. It is simple, very efficient and applicable to both charring
and non-charring materials.

FASTNB speeds up significantly the evaluation of narrow band spectral radiation properties and thus
provides a potential of applying narrow band model in numerical simulations of practical turbulent
combustion.

The turbulence model was developed to improve the consideration of buoyancy effect on turbulence
and turbulent transport. It was found to be simple, promising and numerically stable. It has been
tested against both plane and axisymmetric thermal plumes and an axisymmetric buoyant diffusion
flame. When compared with the widely used standard buoyancy-modified k& —& model, it gives
significant improvement on numerical results.

These developed models have been fully incorporated into CFD (Computational Fluid Dynamics)
code and coupled with other CFD sub-models, including the DT (Discrete Transfer) radiation model,
EDC (Eddy Dissipation Concept) combustion model, flamelet combustion model, various soot
models and transpired wall function. Comprehensive numerical simulations have been carried out to
study soot formation and oxidation in turbulent buoyant diffusion flames, flame heat transfer and
flame spread in fires. The gas temperature and velocity, soot volume fraction, wall surface
temperature, char depth, radiation and convection heat fluxes, and heat release rate were calculated
and compared with experimental measurements.

In addition, to provide comprehensive data for comparison, experiments on room corner fire growth
were undertaken, where the gas temperature, solid fuel surface temperature, radiative heat flux, char
depth and heat release rate were all measured.
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2. INTRODUCTION

Combustion and its control are of great importance in many industrial applications and environment
protection. A large amount of power and heat is produced by combustion of hydrocarbon fuels and a
heavy effort in combustion research is now placed on the control and reduction of pollutant emission.
Fire is an unwanted combustion, which deteriorates environment and causes great loss of life and
property. Combustion in both industrial applications and fires share many basic aspects, but also hold
their own distinguishing features. Combustion in fires is normally a buoyancy-controlled natural

burning of complex fuels in large and complex geometries, with energy intensity of about 1 MW/m”

which is low compared to that of 100-1000 MW/m* in industrial applications [1].

One of the main purposes of studying combustion in fires is to understand better how the combustion
proceeds and how the flame spreads. Flame spread in fires is the flame propagation over solid or
liquid fuel surface. It indicates fire growth with the involvement of more and more fuels. In
combustion, chemical energy is released as heat. The solid and/or liquid materials around the
combustion source can be heated up through both convection and radiation heat transfer. If the
material is combustible, when sufficiently heated up, it will start to evaporate and/or pyrolyse to
release gas fuels. The released gas fuels will likely be ignited. As a result, flame spreads over and
combustion grows.

Combustion in practice is usually very complex, with a large number of strongly interactive sub-
processes involved, including chemical reactions, turbulent flow and radiative heat transfer, etc. Many
sub-processes are highly complex themselves. The reaction mechanism of many practical fuels is far
from being fully understood. Turbulence remains an unsolved difficult problem after much dedicated
study. Although the radiation study benefits from quantum mechanics theory and bears a better
understanding in principle, an exact solution of thermal radiation in a practical combustion system is
impossible. In combustion of solid fuels, the complex physical and chemical processes inside solid
fuels and the interaction between gas and solid phases impose extra difficulty.

The mathematical description of a practical turbulent combustion process turns out to be highly non-
linear and time and space dependent. Therefore, theoretical modeling and simulation of turbulent
combustion is now mostly based on numerical solution, resorting to computers to resolve the
mathematical complexities. Different extents of computer resorting result in different solution
strategies. In principle, an established mathematical description can directly be solved using a
solution method termed Direct Numerical Simulation (DNS). However, in turbulent combustion,
there is a wide range of related time and space scales, which may differ by several orders of
magnitude. In order to implement DNS, one has to resolve the smallest scales properly, in both space
and time coordinates. This resolution turns out to be very computer resource demanding [2] and thus
creates resolution problem for direct simulation of practical combustion processes. To overcome the
resolution problem, one commonly used method is the Reynolds Averaged Simulation (RAS), where
the instantaneous equations are statistically averaged for solution and thus only the relatively smooth
mean field needs to be resolved properly. The contribution of fluctuation to the averaged values is
modeled using models. Another method is the so-called Large Eddy Simulation (LES). In LES,

2
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eddies down to the inertial range are resolved properly. The contribution of smaller eddies is modeled
using sub-grid modeling. Since the small eddies are not tuned at the same range of frequency of the
mean flow, sub-grid modeling can be expected to be relatively more universal. Although the
computer resource demand of LES is much less than that of DNS, it is still not practical in many
engineering combustion simulations, particularly when radiation is to be properly considered.

The involvement of radiation in combustion makes the numerical simulation even further computer
resource demanding. Radiation is usually an important heat transfer mechanism in combustion. It is
proportional to the black body Planck function and the emissivity of the participating medium, which
increases with the radiating path length and the absorption coefficient of the medium. Radiation heat
transfer differs from convection in many aspects. Transfer of a radiated photon does not need the
support of any medium. It has strong direction and wave number dependence in most practical
situations, such as those in a combustion system where the radiating gas is highly non-gray and non-
homogeneous. Thus, radiation essentially has seven independent variables, i.e., I =1(7,5,n,t), where

I is the directional spectral radiation intensity,  the location vector in a three dimensional space, §
the direction vector of two independent variables, /7 the wave number and ¢ the time. This

complexity implies that an exact solution of radiation in a practical combustion system is not
available and numerical computation of radiation can be very expensive.

When solid fuel is presented in the combustion system, consideration also has to be given to the
response of the solid fuel and the interaction between gas and solid phases. The solid fuel may
undergo a series of complex physical and chemical processes differently according to the local
conditions. The interaction includes the mass, energy and momentum exchanges between the two
phases. When the solid fuel is in the small particle form, this interaction is particularly complex and
thus an important topic in two-phase studies.

To meet the needs in combustion engineering applications, models are developed and implemented,
to represent the physics approximately and speed up the numerical computations to an acceptable
level, with a proper compromise made between accuracy and economy. A good model should provide
both high accuracy and efficiency in a wide range of applications.

In this work, models on pyrolysis of solid fuels, radiation property of combustion products and
turbulence of buoyant flow were developed, with emphasis on their applicability and simplicity.
These developed models have been fully incorporated into CFD and coupled with other CFD sub-
models, including DT radiation model, EDC combustion model, flamelet combustion model, various
soot models and transpired wall function. Comprehensive numerical simulations have been carried
out to study soot formation and oxidation in turbulent buoyant diffusion flames, flame heat transfer
and flame spread. The gas temperature and velocity, soot volume fraction, wall surface temperature,
char depth, radiation and convection heat fluxes, and heat release rate were calculated and compared
with experimental measurements.
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3. THEORETICAL MODELS

A numerical simulation of flame spread over solid fuel surface consists of modeling of three main
parts: turbulent combustion, response of solid fuel and the interaction between gas and solid phases.
The first two parts will be discussed in this section. The third part provides the necessary boundary
conditions for the other two parts and will be discussed later in the boundary condition section.

3.1 Modeling of Turbulent Combustion

In this section, some physics of turbulence and turbulent combustion will be discussed first, then the
used modeling procedure presented.

3.1.1 Some basic physical aspects of turbulence and turbulent combustion

Turbulence remains one of the most challenge topics nowadays. It can be considered as a
deterministic random hydrodynamic system. It is deterministic in a sense that provided a unique set of
initial and boundary conditions, it is believed to hold a unique solution. It is random in a sense that
when the Reynolds number of the flow is sufficiently high, the system becomes unstable. The flow
solution in this case turns out to be very sensitive to the external disturbances including the initial and
boundary conditions.

Although it is very difficult to give an exact definition of turbulence, its general main features can be
identified [3]. The irregularity is one of the most important features of turbulence, which is in contrast
to the regularity of laminar flow. The random motion of turbulence enhances the mixing process
sharply and turbulence is thus diffusive. Turbulence comes from the instability of the viscous flow at
high Reynolds number, which results from the interaction between the viscous and non-linear inertial
terms of the Navier-Stokes equations. The interaction is very complex and makes it a prohibitive task
to fully analyse the flow instability. Turbulence holds a continuous spectrum of scales ranging from
integral scales to Kolmogorov scales. It obtains its kinetic energy from mean flow through shear and
buoyant production. The large eddies which have comparable dimension of mean flow gain most of
the energy and thus are the energy containing eddies. The kinetic energy will largely be transferred to
smaller eddies when the smaller eddies are stretched by the larger eddies. Most of the turbulence
kinetic energy will be dissipated at the smallest eddies. Therefore, turbulence is always dissipative. At
the inertial range of eddies, if we ignore the small dissipation, the energy received from larger eddies
is equally transferred to smaller eddies. This gives the picture of the turbulence kinetic energy
cascade. Figure 1 shows an illustrative spectral energy transfer function which describes the net
energy transfer among eddies [4]. The rotational nature of turbulence and the turbulence maintaining
mechanism of vortex stretching bring turbulence to a three-dimensional space, since vortex stretching
does not exist in a two-dimensional space. The dissipation character of turbulence is closely related to
that of rotational. The rotation of the flow favors the creating of many regions of large gradients, thus
enhances the dissipation.
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Wavenumber

Spectral energy transfer function

Fig. 1 Illustrative spectral energy transfer function

The present of combustion in a turbulent flow complicates the problem further. Unfortunately,
combustion in practical applications almost always finds itself accompanied by turbulence. There is a
strong interaction between combustion and turbulence. Both of them have dual effects on each other.
The heat released by combustion will cause the thermal expansion of the fluid mixture, thus drive a
flow. The viscous flow may loose its stability when the Reynolds number of the flow is sufficiently
high and the transition from laminar flow to turbulent flow may happen. On the other hand, the
reduction of the fluid density has a damping effect on vorticity, thus may damp turbulence.
Meanwhile, turbulence also has dual effects on combustion. In a diffusion flame, the fuel and oxidant
need to be mixed at molecule level first before the reaction can happen. In a premixed flame, the
flame propagation depends on the heat conduction and radical diffusion from burned region to
unburned region. Many chemical reactions have much smaller time scales than the physical mixing
process. Thus the mixing is often crucial for combustion and the turbulent combustion often turns out
to be mixing controlled in many senses. As a result, the turbulence, which can enhance mixing, may
intensify combustion, in both diffusion and premixed flames. However, strong turbulence may also
affect the flame structure and increase flame heat loss rate to an extent that the flame may be
extinguished by the high strain rate [5-7].

Both turbulence and chemical reactions have a wide range of scales. The turbulence eddy size can
range from the integral length scale to the Kolmogorov length scale. The integral length scale is of the
same order of the physical dimension of the considered problem. The Kolmogorov length scale is the

length scale of the smallest eddies in a turbulent flow. According to the Kolmogorov’s theory [3, 8,

1/4

9], it can be estimated as (v’ /&)"*, where v is the kinematic viscosity and & is the dissipation rate

of turbulence kinetic energy. The Kolmogorov length scale can be as small as 0.1 mm. Turbulence
time scales vary from the integral time scale of the large eddies to the Kolmogorov time scale of the
smallest eddies. The integral time scale is of the order of //u , where [ is the integral length and

is the rms value of velocity fluctuation. The Kolmogorov time scale can be estimated as (v/&)"?,

where the turbulence kinetic energy dissipation rate & can be estimated as (u' ) /(I/u' )=(u')’ /1.

The ratio of the integral time scale to the Kolmogorov time scale is the square root of the Reynolds
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number, which is usually quite large. In chemical reactions, the time scale can also vary by several
orders of magnitude, going from the fast heat release reactions to the slow pollution formation
reactions such as the NO, and soot formation.

Depending on the relation between these scales, turbulent combustion can fall into several
distinguished regimes. The ratios of the corresponding flow scales and chemical scales define several
non-dimensional numbers, including Reynolds number, Damkohler number and Karlovitz number.
These numbers have their clear physical interpretation and thus give some indication on the status of
the combustion. Borghi’s diagram gives a good conceptual description on this point for a premixed
flame. See [7, 10, 11] for details.

Assuming the time dependent Navier-Stokes equations contain all the physics of a turbulent flow and
we have all the knowledge of the concerned chemistry, a direct numerical solution for a turbulent
reacting flow can be obtained in principle. However, in the direct simulation, all the relevant scales
should be sufficiently resolved. As mentioned before, this will cause resolution problems, since there
exists a wide range of scales and the smallest scales are usually very small. Fortunately, the most
concerned is the mean property in most practical engineering applications. Mean property is relatively
smooth in both time and space coordinates, thus allows us to overcome the resolution difficulty.
However, we have to keep in mind that the fluctuation has a significant influence on the mean field.
As a result, when seeking the averaged solution, the resolution difficulty is switched to the closure
problem, which has to be solved, by modeling, for example.

Accurate modeling of turbulent combustion requires a proper consideration of all the important
physics and chemistry. The physical aspects briefly discussed above give some important clues for
the modeling strategy and possible simplifications. In the turbulence modeling, the spectrum of the
turbulence scales explains why the conventional turbulence modeling cannot be universally
applicable. The length and time scales of large eddies are comparable to those of mean flow. As a
result, turbulence is a property of the flow. Any conventional turbulence model, which is tuned for
certain types of flow, may fail in other situations. In LES, since the modeled small eddies do not have
strong direct interaction with the mean flow, the LES modeling can be expected to be more universal.
Concerning the combustion modeling, when the time scale of the concerned chemistry is much
smaller than that of mixing, the combustion is mixing controlled and one may reasonably assume that
combustion happens once the fuel and oxidant is mixed and activated. The mixing control assumption
allows the combustion analysis to be significantly simplified. This is the starting point of the
Magnussen’s EDC combustion model [12, 13] which will be discussed later. The fast chemistry
assumption is also one of the key points in the development of the flamelet combustion model [14-
20], where the turbulent flame is considered to be an ensemble of wrinkled laminar flamelets which
have a well-defined structure.

In this thesis, the RAS method was employed to solve for the mean property, with turbulence and
turbulent combustion models adopted to overcome the closure difficulty met in averaging the non-
linear partial differential equations, by relating higher to lower moments. The details of the employed
modeling procedure is below.
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3.1.2 Governing equations

The classical description of a combustion problem is based on continuum mechanics, assuming local
mechanic and thermal equilibrium, and local chemical homogeneity. The governing equations of
instantaneous properties can be derived from kinetic theory based on the conservation law. See [21,
22] and the references cited there for details of the equation derivation.

Using the RAS method, the governing equations of instantaneous properties are statistically averaged
and the numerical computation of turbulent reacting flow is then based on the solution of a set of
statistically averaged partial differential equations, comprising continuity, momentum, energy and
species equations. The radiation equation and the thermal state relations provide the necessary
auxiliary equations.

The flows considered in this thesis were driven by the buoyancy generated by the heat released by
combustion. The maximum velocity is of the order of several meters per second (Mach number <<
1.0), and the pressure variation is small, so that the effects of fluid kinetic energy and pressure
variation can be neglected in the energy equation. Since there is a strong variation of density during
combustion, a density weighted averaging (Favre-averaging) procedure is adopted. Ignoring the bulk
viscosity, Dufour and Soret effects, the Favre-averaged equations can be written as

P, 0@ _ ()

a o

(9(,5%)+0(p—i'5/) :—@+151E@+@B—ﬁu"u "B+pa
a o, & & H a0 H ' ’
op, 0 BHm HP =D

= U+ LT By O (D - p.)ay, )

i dv/' E E?xj dc" H ’ g ’

d(ph)  O(puh) _ iﬁgﬁ_pu "h" s, 3)
a & Hh &

opT)  2BLT) _ 0 Hu O, - ~Y'~ELR 4
a o, & . o,

where p =p-p,+p,a,x,, and is the pressure less its hydrostatic value, a, is the gravity

givi o 43

acceleration vector, S, is the energy source term resulting from the radiation, and

=Y vh =Y v+, e, drf (5)
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in which 4, is the heat of formation of species i at temperature 7, .

Since the chemical reaction will not change the total enthalpy in a system, by solving the conservation
equation for the total enthalpy, the chemical heat release does not need to be considered explicitly in
the energy equation.

The gas properties, such as the dynamics viscosity , and the heat capacity c,, are normally strong

functions of temperature, which varies widely in a combustion system. Their variations are
represented by polynomial fitting, using the data from [23]. The property of the mixture is then
calculated using the individual species’ mass fraction as weight function.

The second moments arising from the averaging of the Navier-Stokes equation represent the
contribution of the filtered out fluctuation to the averaged quantities. They need to be modeled before
the averaged equations can be solved. The modeling of these second moments will be discussed later
in the section of turbulence model.

Due to the non-linearity of the chemical reaction rate, the mean reaction rate can not be fully provided
by the mean gas properties, such as mean mass concentrations and temperature. The fluctuations are
obviously needed. This imposes an additional closure problem, which will be discussed in the
combustion model section.

Since the radiation is also highly nonlinear, the consideration of the influence of turbulent fluctuation
on radiation is clearly desirable. However, this requires the statistics of the mixture’s thermal state
and will greatly increase the computational complexity. Moreover, it was found in some earlier
radiation studies [24, 25] that radiation based on mean scalars is in close agreement with
measurements and the influence of turbulent fluctuation on radiation is comparable to the uncertainty
in flame structure. For simplicity, the radiation was computed approximately using mean scalars.

3.1.3 Turbulence models

The closure problem in the turbulence modeling can be addressed by constructing turbulence models,
which are used to somehow feed back the contribution of the filtered out fluctuation to the mean field.
Many different turbulence models, of varying complexities and applicabilities, have been proposed
[26], such as the mixing length model, the £ —& model, the £ —a model, the Algebraic Stress
Model (ASM) and the Reynolds Stress Model (RSM). Consideration should be given to both
applicability and simplicity when selecting a specific turbulence model for application. Due to the
complexity, the closure is often constructed heavily based on dimensional arguments, with the closure
‘constants’ (if there is any) derived from the relatively well defined flows. The lack of full physics
prevents the closure to be universal. As a result, a model or closure, which is applicable to certain
types of flow, may fail when applied to other types of flow. The confidence of applying a turbulence
model to a specific type of flow can only be obtained through extensive validation and testing. In
particular, a turbulence model should be used with care when it is applied to a flow with a condition
under which the closure assumption introduced in the model development can be seriously violated.
When applying a turbulence model, the simplicity and numerical stability of the turbulence model is
also highly concerned, since the modeling is based on numerical computation. Therefore, the choice
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of turbulence model mainly depends on the modeling interests and the compromise between accuracy
and simplicity.

3.1.3.1 The standard k — ¢ model

The standard k£ —& model is perhaps one of the most widely used model. Like all the other
turbulence models, it has its own serious defects, such as limited applicability to flow of strong
streamline curvature or strong rotation [26]. The defects of the standard £ —¢& model originate from
the closure assumptions including the adopted Boussinesq assumption which assumes a linear relation
between the Reynolds stress and the mean strain rate. The Boussinesq assumption may fail when the
flow is subject to a sudden change of strain rate or a strong rotation. When the scalar transport is
involved, the simple gradient modeling procedure is normally adopted for the scalar fluxes within the
framework of the standard k& —& model. This introduces additional defects and leaves space for
improvement. However, the standard £ —& model has its important advantages that it is simple,
numerically stable and has been proved successful in many practical applications. Strategies are
suggested to abandon the Boussinesq assumption, for example, by constructing a non-linear relation
between Reynolds stress and the mean strain rate, solving algebraic Reynolds stress equations or
differential Reynolds stress equations. However, all of these alternatives have their own deficiencies,
with regarding to their complexities and modeling uncertainties, for example, in the RSM, up to seven
additional differential equations need to be solved and the modeling of the pressure strain
redistribution term is still a challenge. Therefore, the standard £ —& model remains attractive.

When applied to buoyant flows, the standard k£ —& model needs to be modified to include the
important buoyancy effect on turbulence and turbulent transport. In this k—& modeling, two
additional turbulence quantity equations are solved

APk , QPR _ 0 P K, S
3 + & _dc‘HdexH P(P+G—-¢) ©6)

d(pe)  d(pue) _ 0 0 _ , _&
(58) + Zcu] :E]E;t ﬁxg E"C]gp%(P+G)(1+CS£Rf)_ Cng% (7)

J J

i

where P=—u",u"j£ and is modeled asP:U,E@+—"H@, R', is the modified flux
o, Hd"./ o, Bd"./

— v
Richardson number, G =-pu",T"a, and is modeled as G=ﬁ—’%ag,, £ is the thermal
JI i
expansion coefficient —éze
por
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It should be noted that in the Favre-averaging, W,. is exactly zero. The buoyancy production term

] R —
G inthe k (2—_pu",. u",) equation comes from the modeling of #'', g—p
o) x

i

The exact turbulence kinetic energy equation can be given by

ok) O(pu .k o1, —— 0u
d(pk) + (pu] ) =u|vj_l]_ ”,‘ uuj%_ipuuj lunj unj _unja_p (8)
7 ok, Ox, Ox, Ox; 2 Ox,
where the pressure work term u", :_p can be rewritten as
re
J
_+ ' — i - a nv ' a ll‘
u.,ja_p:u,.ja(p r") :u,.ja_pw..j@i:u..j@_er (u ,p)_p, u'"
Ox; Ox; Ox; Ox, Ox; Ox; Ox;
I 61_7 a au”,’
=uv|‘_+_uuv " ' P 9
jdxj Ox; P paxj ©)
The first term in the above equation can be rearranged to yield
-9 —Oop +p - X W dn
B AP Tpe TPt P 0P (10)

J

/ Ox, / Ox, p Ox,

where the buoyancy production term is recovered and can be written as p'u';a, if

ap _
ﬁ—pwag = —pa,, .

J

Due to the lack of definitive experimental data to guide the modeling, the pressure diffusion term is
normally incorporated into the turbulent transport term using gradient modeling. For incompressible
simple flows, the DNS data of Mansour et al [27] has shown that this term is small. The pressure
strain correlation is usually ignored, although Librovich et al [28] indicated that this term could be a
source for turbulence in combustion. Currently, there is still much uncertainty in the modeling of the
pressure fluctuation related terms [29].

The solution of the PDEs for turbulence kinetic energy and its dissipation rate provides an estimate of
the rms value of the velocity fluctuation, #, and a characteristic turbulence length scale, /, as:

u 0k and [ Ok"* /& . With the dimensional arguments and an analogy to molecule mixing, they
can be used to compute the eddy viscosity 4, Upul, which is used in the Boussinesq approximation
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- du, _
to model the Reynolds stress tensor —pu"; u'", = ,LJ,H@+—"B—Epk5,, . This provides the closure
Hx, o H 3T

for the averaged momentum equation (Eq. 2). The scalar fluxes —pu",¥," and —pu" A" in Egs. 3

and 4 are similarly modeled by using the simple gradient modeling method with turbulent
Prandtl/Schmidt numbers introduced. This procedure provides part of the necessary closure for the set
of the mean governing equations, which describe the turbulent reacting flow, leaving the mean
chemical reaction rate and mean radiation source terms still to be modeled.

The modeling procedure in the above standard buoyancy-modified & —& model is simple, but has
been found inadequate for the modeling of buoyant turbulent flow. It cannot capture counter gradient
diffusion and tends to significantly under-predict the spreading rate of vertical thermal plume [30, 31]
and over-predict the spreading rate of horizontal, stably-stratified flow [32]. Counter gradient
diffusion is an important point which should be considered in the modeling of buoyancy driven
turbulent flow. The heated gas has smaller density, thus can be preferentially accelerated by pressure
difference, and consequently may result in counter gradient diffusion [33]. The incorrect prediction of
the spreading rates can bring serious deficiencies to the prediction of the important velocity and scalar
profiles.

3.1.3.2 A modified k — & model

A modified £ —& two-equation turbulence model was developed in this work, with the buoyancy
effect considered more properly. It was found to be stable, computationally economic, promising and
applicable to complex situations. It is capable of capturing counter gradient diffusion and well
predicts the plume spreading rates and velocity and temperature profiles. When compared with the
standard buoyancy-modified &k —¢& turbulence model, this model gives significantly improved
numerical results, as illustrated in Fig 2. The details of the model development and the modeling of
the second moments can be found in paper 5 of this thesis.

450 T 0.9 mabove burner 40 0.9 mabove burner
400 + ¢ Exp 35+ o Exp
) 350 starzidailrd » 3.0+ standard
- -+ mode
g 300 —&— This model éﬂ 25 + r%l}?gerlnodel
= 250 T I
= 5 20+
2, 200 T o !
E, 150 + e 13
100 + Lo T
50 + 05—+
0 } } } | 0.0 * 1 1 1 |
-0.4 -0.2 0 02 0.4 -04 -0.2 0 02 0.4
Distance from burner center, m Distance from burner center, m

Fig. 2 Comparison of predicted and measured temperature and velocity profiles at 90 cm above a
buoyant C3H6 diffusion flame
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3.1.4 Combustion models

Combustion models are adopted to cope with the closure problem created by averaging the non-linear
reaction rates. Two basic strategies can be employed. One is to solve the transport equations of the
mean non-conserved mass fractions with the mean chemical reaction rates directly modeled. Another
one is to solve the transport equation of a conserved scalar and then relate the concerned mean non-
conserved mass fractions to the conserved scalar using the laminar flamelet concept and a probability
density function. They are briefly discussed below.

3.1.4.1 Eddy dissipation concept (EDC)

The Eddy Dissipation Concept proposed by Magnussen and Hjertager [12] is a popular representative
method to model the mean reaction rate directly. It gains its popularity since it is simple and widely
applicable.

In a diffusion flame, the fuel and oxidant need to be mixed at molecule level before a reaction can
happen. In a premixed flame, the flame propagation is dependent on the mixing of hot products with
the unburnt mixture and the diffusion of radicals. The chemical kinetics determines how the reaction
will proceed in the mixture. Therefore, combustion depends on both mixing and chemical kinetics in
general, but can be essentially controlled by the slower of these two sequential processes, particularly
when the slower process is much slower than the faster one. When the chemistry is much faster than
the mixing, combustion turns out to be mixing-controlled. In this case, the mixing rate can well
represent the combustion rate. This point is of great value in the modeling of turbulent combustion.

The mixing process in a turbulent flow is largely dependent on the property of the turbulence. In a
turbulent flow, there exists a kinetic energy cascade, which was discussed earlier. The turbulence
kinetic energy is extracted by the large eddies from the mean flow and dissipated mostly at the
smallest eddies through molecular viscous dissipation. Therefore, the turbulence kinetic energy
dissipation rate is closely related to the molecule mixing. The ratio of turbulence kinetic energy and
its dissipation rate, k/é&, indicates a dissipation time scale. By dimensional argument, we may

. e . . € .
estimate the dissipation rate of a general variable ¢ as c¢$—, where ¢, =¢"* and ¢y is an
k

empirical proportion coefficient.

0.5
. . ) & .
Based on these arguments, the mean combustion rate can be estimated as c¢p(¢+, with ¢

representing the mass fraction. Assuming the fluctuation is simply related to the mean value, the
mean reaction rate is modeled in EDC [12] by the turbulence dissipation rates of reactant and/or
product eddies as

E . = Y.
R, = —p;mln(crva c, ; ) (1)

or

12
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£ - Y Y
R, =—p—min(c.Y, ¢, ~%, ¢, —L 12
f IOK (r foor P P 1+S) ( )

where the subscripts r, f,ox and p in the above equations denotes reactants, fuel, oxidant and

products, respectively.

Obviously, the applicability of the above modeling procedure is limited by the introduced
assumptions, especially by the fast chemistry assumption. EDC was later extended [13] for possible
inclusion of chemical kinetics, after introducing a series of assumptions.

3.1.4.2 Flamelet combustion model

Due to the limited concern, the discussion of flamelet combustion model will be for non-premixed
combustion only.

The main structure of laminar diffusion flame was found from measurements to be quite universal
when it is plotted against the local equivalence ratio [34]. Assuming an infinitely fast chemistry, it can
be shown that there exists a unique relation between mass fractions and mixture fraction for a two-
stream system with equal mass diffusivities. When the chemistry is fast, but not infinitely fast, as it is
in many practical considerations, to leading order, the flame structure can still be regarded as well
defined on a conserved scalar space, which is usually, but not necessarily, selected as the mixture
fraction. This can be seen when the conservation equations for the species and energy are transformed
using a conserved scalar as an independent coordinate, i.e., ¢ =@(t,x,,x,,x;) =@, f,x,,x,) where

t=1 and f = f(¢,x,,x,,x;). This transform can be made, by selecting an original coordinate system
such that x, does not lie in the flame surface and consequently a single-valued function
x, =x,(, f,x,,x;) can be obtained. Assuming unity of Lewis numbers and considering that the

reaction occurs in a thin layer, the flamelet equations to leading order can be written as [7, 16, 18, 19]

2
o _pr o, _

LYY 13
Par > T 13)
oT pc, X 0°T _ & . ap
—_— - ==Nh m +qg +— 14
pcp aT 2 afz ; /Oml ql at ( )

where Y is the scalar dissipation rate 2D0f e [Jf which can be considered as the inverse of the

diffusion time scale. The counter flow diffusion flame was proposed in [16] as the representative

laminar flamelet. This representative provides a relation between scalar dissipation and mixture
. f*Inf . L

fraction as ¥ = ), —5—=—, where the subscript s¢ denotes stoichiometry.

fq nf,

If we ignore the time related derivative (the first term on the Lh.s) of Eq. 14, the flamelet structure is
described by a set of one-dimensional second order differential equations, with X, g, and p acting
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as parameters. If we further assume small variations of g, and p, the solution is then determined by
the scalar dissipation rate )X, and the flamelet equations’ boundary conditions in the conserved scalar

space. Two independent boundary conditions are normally necessary and sufficient for each
dependent variable. The flamelet equations can be derived locally, but in the same form, on the flame
surface. In order to have a universal solution characterized by the single conserved scalar, which
essentially provides the ease and possibility of applying the flamelet model in turbulent combustion
modeling, the boundary conditions of the flamelet equations should also be location independent. A
typical configuration, which meets this requirement, is the two-feed system. For a proper set of
boundary conditions, the steady flamelet structure is given by Y, =Y.(f, x,), T =T(f,x,). This

flamelet structure can be obtained from detailed experimental measurements [34-36] or theoretical
laminar flame calculations [37, 38]. As mentioned above, the conserved scalar f does not necessarily

need to be the conventional mixture fraction. It can be considered as a general variable, which fulfills
M +M = i( pD ai) and allows the reduction of the flamelet equations
ot Ox, Ox, Ox,

1

the conservation

to the leading order form so that the flamelet structure can be described using this conserved scalar as
the coordinate. The assumption of unity Liews numbers brings the simplicity to the flamelet
equations. This assumption can be lifted to consider the differential diffusion [39] when the effect of
non-equal Liews numbers is important.

The above discussion gives an important hint that in the turbulent non-premixed combustion
modeling, if we assume the turbulent flame is an ensemble of laminar flamelets of well defined
structure, the detailed chemistry computation could be separated from the flow field calculation, and
the modeling can be proceeded by finding out the flamelet statistics, which can be represented by a
probability density function (pdf) p(f, x,,). The mean mass fraction in a turbulent flame is evaluated
from the laminar flamelet structure and the statistics of the related conserved scalar and the scalar
dissipation rate as

=[NP X, (15)

If fand y, are assumed statistically independent, then the above equation becomes

= [ N X BOM O, (16)

In a turbulent reacting flow, the local pdf is very difficult to obtain, but can be approximately
prescribed or estimated from the solution of a carefully constructed pdf transport equation [40-43].
The prescribed pdf, p(f), can be constructed from the mean mixture fraction and its variance, for

example, using the normalized Beta [15, 17, 20], clipped Gaussian function [44] or top hat functions
[45]. In this thesis, a prescribed normalized Beta function pdf is used. The normalized Beta function
has only two parameters and can approximate reasonably well the usual pdf shape found in a jet when
the parameters are properly given. In some situations, the simulation of a turbulent reacting flow may
not be sensitivity to the specific pdf shape [45].
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The pdf constructed using the normalized Beta function can be written as

£ =)
[ F =1

p(f)= (17)

where the function parameters a and [ can be related to the mean mixture fraction and variance as
a=7lrl-7)z-1]. p=ali-7)7

The third hypothesis of Kolmogorov states that the logarithm of the dissipation rate, averaged in a
space much smaller than the integral scale, has a normal distribution [8]. Assuming a log-normal
distribution of ) , the prescribed p()) can be constructed as [15, 17]

~ 1 O 1 ,0
X)=—=exp - (nx-1)"Q (18)
P yo2m PH 20 O
where the parameters 4 and o are related to the mean and variance of ) as
X =exp(u+0.507) (19)
in which 0 can be estimated from o> =0.5In(0.1Re®*), and Y can be modeled by
- gE
X=cnts (20)
k
Both mean mixture fraction and its variance are given by the solution of their transport equations
d(pf)_'_ (pu]f) :iﬁﬁi_ﬁuf”f"ﬁ (21)
2 %; o, Bsc o, ’ H
(pg) , 9Pu;g) _ 0 Hu & __——H -
+ ) - s u." 2 u»n ”—_C, — 22
a o, o 115, &, pu; gH p»’fo'x, «PE (22)

where g is the variance of the mixture fraction }; .

The second moments in the above two equations can be modeled as discussed in the turbulence model
section.

When using the flamelet steady state library Y,(f, X, ), it is implied that the flamelet in a turbulent

reacting system can adjust itself quickly to the local condition, so that the flamelet can reach the
steady state. However, this may not always be valid. In the fast processes, such as those in internal
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combustion engines, the flamelet may not be able to adjust itself instantaneously to its local flow
condition. In this case, the evolution history of the flamelet may have important effect. Therefore, the
flamelet’s evolution under transient local flow condition should be followed. In this case, the time
derivative term in the flamelet equation cannot be dropped and the flamelet equation should be solved
interactively with the flow solution, which provides the flamelet parameters such as Y, and p, but

the chemistry computation can still be separated from flow calculation. This concept is the so-called
Representative Interactive Flamelet (RIF) [46-48] method.

Because the temperature is strongly dependent on the radiation, the assumption that it is a function of
mixture fraction alone is unjustified. To account for radiation, the energy equation can be solved and
the mean temperature evaluated from the mean enthalpy using an approximate Favre average of Eq.

5:h= z ZQ%,;‘ +J';0 cpvidf%l

In this model, the transport equation for mean mass fraction is not solved and thus the mean reaction
rate does not need to be directly modeled.

3.1.5 Soot modeling

Soot is of great interest for various reasons. The soot emitted from combustion poses a pollution
threat to the environment. It can enhance the desired radiation heat transfer in industrial furnaces and
the undesired radiation heat transfer in fires. Soot is also used in many fire detection systems.

Soot is a product of incomplete combustion of hydrocarbon fuels. In premixed flames, the
hydrocarbon fuel will break into small hydrocarbon radicals when passing through the high
temperature zone. From these radicals, small hydrocarbon molecules like acetylene can be formed.
Under fuel rich conditions, the small molecules and radicals can react to form aromatic rings.
Through ‘planar growth’ and coagulation, small soot particle nuclei can be formed from PAH. This
process is the particle inception. The formed small particle will quickly coagulate and pick up gas
phase component for surface growth. The coagulation determines the final soot particle size, while the
surface growth is critical for the final soot volume fraction. The surface growth is mainly through the
HACA (H Abstraction Carbon Addition) mechanism and its rate is largely dependent on the number
of active sites on the soot particle surface. The activity of soot particle surface can decrease quickly
with residence time. The formed soot might be oxidized by O, and OH when transported to the lean

region. The oxidation may be frozen when the temperature drops below about 1300 K [49], and then
the unoxidized soot will be emitted. In diffusion flames, soot formation process is similar from the
first ring. It is largely the initial stage that makes difference. In diffusion flames, since soot is formed
in fuel rich and relatively low temperature zone, the molecular structure of the parent fuel has more
importance for soot tendency than in premixed flames [49, 50].

Modeling of soot formation and oxidation is a prohibitive task. In this thesis, only the modeling of
soot in diffusion flames is of interest and will be briefly discussed below.

Since surface growth and oxidation are heterogeneous slow processes, there is no strict state relation
between the soot volume fraction and the mixture fraction and the classical flamelet concept is thus
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not applicable. However, it may be argued that the soot formation and oxidation rates can be
approximated as a function of mixture fraction. Therefore, with the reaction source term provided,
soot can be modeled within the framework of flamelet concept by solving additional transport
equations.

In recent years, significant progress has been made in soot modeling [51]. Moss has presented a two-
variable soot model [52-55] which includes the essential physics. With the model parameters
carefully adjusted through calibration, his model has been shown to be quite successful. A similar
two-variable soot model was proposed by Lindstedt [56, 57] and was quite successfully applied to
turbulent soot modeling [58, 59]. In this soot model, soot formation is related to the chemical
intermediate acetylene, rather than to the parent fuel, which was used in the soot model suggested by
Moss et al [52-55]. Recently, Mauss et al. [60] have presented a soot model in which the transport
equation for soot volume fraction was solved with the source terms calculated in the mixture
fraction/scalar dissipation rate space for laminar flamelets and tabulated in a library. In these models,
based on the flamelet concept, the reaction rates of soot formation and oxidation are eventually
considered as a function of mixture fraction alone.

The soot model proposed by Lindstedt was incorporated and coupled with other model in a study of
flame heat transfer [cf. paper 4]. The Mauss’s soot model was adopted and coupled into CFD to study
the sooting in a C3H6 buoyant diffusion flame. This computation will be validated against
experimental data and the detail will be reported in a future publication. The preliminary result is
shown in Fig. 3.

I

Fig. 3 Temperature and soot volume fraction distribution in a C3H6 flame
The application of the above-mentioned types of soot model is still limited to simple fuels. For

complex fuels, as an estimation, simple empirical models based on measurement data can be used [cf.
papers 1 and 3].
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3.1.6 Radiation modeling

Due to its strong dependence on temperature and the strong radiating behavior of combustion
products, thermal radiation is an important heat transfer mechanism in many combustion systems.

Thermal radiation can be defined as electromagnetic waves emitted by a medium solely due to its
temperature. The wavelength range important to heat transfer is normally limited between 0.1 um

(ultraviolet) and 100 m (midinfrared).

3.1.6.1 Radiation transfer equation (RTE) and its solution

For a medium in local thermodynamic equilibrium, the differential equation of the spectral radiation
can be written as [61, 62]

al, .
==k s[)(t)' P I, +
o oslus =P

aw,s = - -
v,87 W, 8 477_ J’4’7 [w,s(si)q)(sj’ s)in (23)

where the superscript 0 stands for black body radiation, £

w,8

is the effective spectral absorption
coefficient which includes effects of both induced absorption and induced emission, 0, , the spectral

scattering coefficient, £, the extinction coefficient 5, =k, +0 s, and s the direction

w,s W,8 w,s 2 i

vectors, and @(s,,5) the phase function, which is equal to 1.0 for isotropic scattering. The three
terms on the right side represent the augmentation due to emission, the attenuation due to absorption
and scattering, and the augmentation due to scattering, respectively. Since the light speed in a medium
is usually large, the radiation time scale is much smaller than almost all the other practical time scales
concerned in combustion engineering, the transient term has been ignored in the above equation.

The spectral radiation transfer equation is usually rewritten using non-dimensional optical coordinate
as

o +1 1.0-w)I°  + “, 1, . (5)P(s,,5)dQ, =S, (x,,5) 24)
— s VT Jws T T w,s Si S'-, s i = \ xw’ s
d(fw w,s W X 47T I4” 5
g, s
where the single scattering albedo «, is defined as w, =—*, x, :J'O B, ,ds and the source

w,s

function S, (x,,5)= (1.0~ )"+ [ e sGIPG ),
STd P

The rewritten RTE is an integral-differential equation. Multiplying this RTE by e™ results in

6(111;.\' exw )
ok

W

=8,(x,,8)e™ (25)
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which can be integrated along the radiation path from an arbitrary point s, to another arbitrary point

s, to give

x\\ 5 —
e = J'Y 7S, (x,, S)e vy, + 1, et (26)
KXo, sy

w,s,
This integration can be rewritten as

_ e -y (X, X)) (CHPE
T ) e O

w2 w W,
s1

w,s,

Xorna — (X, o, TX, Xy o ~X,
=[S, (e Sde ) R o) @7

where ¢ ™) s the transimissivity from point s to point s, .

The above solution is a third order integral equation, where the source function itself is an integration
of unknown radiation intensity.

The radiation path is usually non-gray and non-homogeneous. Due to its complexity, an exact
solution can only be obtained for a few simple cases. For most practical applications, solutions are

obtained using engineering approximation methods.

Once the radiation intensity field is solved (or assumed known), the spectral heat flux vector and
radiation energy source term can be readily calculated as

q, = J’4n[w (5)5dQ (28)

O+g, =0+, 1()5dQ={ §+01,()dQ= L”% dQ

o
- 0 _ w,s - - -
- I4” (kw,s[w,s ﬁw,slw,s‘ + AT I47T [w,s(si)q)(si’ s)dQl)dQ

=k, (470~ [ 1,(3)dQ) (29)

During the derivation of Eq. 29, the integration order has been changed and use has been made of the

fact that [Je (aI; )=Ua- b+aleb and that the space and direction coordinates are independent.
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3.1.6.2 Boundary conditions for RTE

Since radiation is generally a long-range phenomenon and the RTE is a differential equation, the
radiation transfer equation should be solved in a bounded volume with the proper boundary

conditions provided at all the volume surfaces.

For a general opaque surface, the boundary condition can be written as

L,(r,5) =0, (7, 5)1‘?(7)+J',_-,<0 P, (5.5, (r.5")

nes|dQ (30)

where O, (7,5) is the spectral directional emissivity and g", (7,s,s') the spectral bidirectional

reflection function.

When the surface emits and reflects diffusely, this condition is reduced to

1) =0, AR, @), LG

m

iie 5|dQ (31)

The above boundary conditions should be modified to include the transimission when the boundary is
transparent or semi-transparent. In this case, the emissivity can be considered as an effective property
of in-depth medium. An opening to the environment can be approximated as a cold black body.

3.1.6.3 Discrete transfer (DT) method

There are a number of approximate methods to solve the RTE and obtain §h and radiation heat flux
to surfaces, including the spherical harmonics method ( P, approximation), discrete ordinates method
( Sy approximation), discrete transfer method, zonal method and Monte Carlo method. In this thesis,

the discrete transfer method [63] is employed and will be briefly presented below. The discussion of
other methods can be found in [62].

DT is one of the most popular methods used in the numerical calculation of radiation. It combines
some features of the discrete ordinates, zonal and Monte Carlo methods and has the advantages of
good accuracy, economy and flexibility for complex geometries.

This method solves the radiation equation along a discrete set of directions (rays) from every element
of the boundary surface. Taking the surface element P, shown in Fig. 4 as an example, with the

boundary condition and the participating medium properties provided, RTE is solved along the every
representative irradiation ray, such as the ray O, — P,, to give the radiation intensity along every

irradiation ray. The incident radiation flux at surface element P, can then be calculated as

N rays

Hw,pj = Q\V‘p] * ﬁ = I§°ﬁ<0 [w(})j’ 5)3:. ﬁdQ = z Iw(})j: 3:) Cos Hj‘iAQj‘i
i=1
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N rays

= Z I,(P,.5)cos@, sinf,sin(AB, AP, (32)
=1

where €, is the angle between the surface normal vector and the incident ray direction.

Fig. 4 Illustration of discrete transfer method

The radiation source from a specific irradiation ray O, — P, for a general control volume m is

evaluated as
Swvva, - P/ = (]w,m+va‘ -P, - ]w,m,Q‘ -P )AP/ Cos 9]}1’ AQ FE (33)

where the assumption is made that the radiation intensity inside the beam of the ray is uniform and the
ray crossing the control volume is completely overlapped by the control volume.

The sum of S, .p over all possible crossing rays approximately gives the spectral radiation

source for the control volume m . The total radiation source, which provides the energy source for the
enthalpy transport equation, is then obtained simply by numerical quadrature of the spectral radiation
source over the whole spectrum.

3.1.6.4 Model test against exact solutions

Exact solutions for simple cases are normally used for model testing and code verification. Heaslet
and Warming [64] presented the exact solution for radiative equilibrium one dimensional medium
between two parallel black isothermal plates. The participating medium is isotropic and gray with a
constant absorption coefficient. Fig. 5 and Table 1 compare the numerical and exact solutions and
show good agreement.

Dua and Cheng [65] gave an exact solution for radiation in a finite cylinder, which has a radius of
reference L and a height of 2L. The medium inside the cylinder has constant and uniform absorption
coefficient and temperature 7, . The comparison of numerical calculations with exact solutions is

shown in Fig.6 for different optical thickness. A good agreement can be seen.
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Fig. 5 Non-dimensional temperature distribution for radiative equilibrium between parallel plates.
Note: z is the distance from a plate surface, the non-dimensional emissive power is defined as
4 4
7" -T,
T|4 -T. 24

distance between plates.

and 7, is the optical thickness kL, where k is the absorption coefficient and L is the

T, l.|Jb (exact) l.|Jb (numerical) T, l.|Jb (exact) qu(numerical)
0.1 0.9157 0.9162 1.5 0.4572 0.4484
0.3 0.7934 0.7894 2.0 0.3900 0.3826
0.5 0.7040 0.6966 2.5 0.3401 0.3341
0.6 0.6672 0.6588 3.0 0.3016 0.2967
1.0 0.5532 0.5437 5.0 0.2077 0.2062

Table 1 Non-dimensional radiative heat flux for radiative equilibrium between parallel plates. Note:

q,

W, is the non-dimensional radiative flux W, = ——7>—-
oy -T,)

, where 7, and 7, are the temperatures of

the parallel plates.
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Fig. 6 Non-dimensional gas radiative flux along z direction on the cylinder wall. Note: O, =q/0dT, ; ,

z=0 at the middle height of the cylinder.

It is worthy to mention that DT is an approximation method. The necessary ray number is dependent
on the case geometry and the spatial uniformity of the radiating medium.

3.1.6.5 Radiation property evaluation

The radiation property of the radiating medium must be evaluated when solving the radiation
equation. Commonly adopted radiation property evaluation methods are total absorbtivity method
[66], weighted sum of gray gas (WSGG) method [66], wide band model [67] and narrow band model
[68].

In combustion system, radiation comes from both gases and particles. The radiating gases normally
include water vapor, carbon dioxide, hydrocarbon fuels and carbon monoxide, etc. The particles
include mainly soot and possibly other particles such as pulverized coal and ash.

Radiating gas and soot have quite different radiation behavior. At the moderate temperature, in the
gas, the energy level transitions mainly happen as bound-bound transition, and bound-free and free-
free transitions are rare. According to quantum theory, the molecule energy levels are quantitized. As
a result, the radiating gases are highly non-gray showing strong band radiation. Water vapor and
carbon dioxide are usually the main radiating gases in a combustion system, having their most
important infrared radiation bands centred at 1.38, 1.87, 2.7 and 6.3 microns for water vapor, 2.7 and
4.3 microns for carbon dioxide. The diatomic molecules including oxygen and nitrogen do not radiate
at normal combustion temperature. In some situations, the gas fuels and their intermediates may play
an important role in radiation. According to Mie’s scattering theory, the scattering efficiency factor is
proportional to the fourth power of the particle’s size parameter. Since the gas molecules are much
smaller than the thermal radiation wavelength, their contribution to the scattering is negligible.
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Soot particle radiation includes both scattering and absorption/emission, but the scattering can also be
ignored when the particle is sufficiently small. Soot shows a spectrally continuous radiation and is
quite gray since its spectral absorption coefficient is a weak function of the wavelength
(approximately proportional to the inverse of wavelength when the particles are small).

(1) Spectral radiation of gases

The spectrum of a radiating gas consists of a large number of individual radiation lines. Each
individual line corresponds to a transition between two molecular quantitized energy levels. However,
the individual line is not exactly monochromatic. It is broadened by nature broadening, collision
broadening and Doppler broadening. Thus, each individual line has some finite width. The shape of
collision broadened line is the same as that of nature broadened line, but differs from that of Doppler
broadened line. The width of the broadened line is dependent on the broadening mechanism and the
mixture’s thermal state. Since collision broadening results from molecule’s collisions which are
proportional to molecule’s number density and average speed, it is not surprising that the half width

of the collision line is proportional to % . The Doppler line’s half width is, on the contrary,
proportional to JT and the wave number. When calculating radiation, all the broadening
mechanisms should be considered in principle. But usually the collision broadening is much more
important and the problem can be simplified. When the collision line’s half width is 2 or 3 times more
than that of the Doppler line, the Doppler broadening can be ignored. At high temperature and/or low
pressure, due to the different variation behaviors of the half widths of collision and Doppler lines, and
that the shift of the important part of Planck function to large wavenumber spectrum, the Doppler line
can become important.

(2) Spectral radiation of soot particle

The radiation behavior of soot particle varies with the detail chemical composition of the particle.
This variation can be very complex, and is thus often ignored. Assuming the soot particles are
sufficiently small that the scattering can be ignored, we have [62]

Emz -1 2m
= -4 —_— 34
anx 2 +2 % A ( )

o m’> =1 0m =4 3
k, :.[0 Wzﬂ,,(V)Qabsdr = _6D§m%ﬁ) EW np(r)dr (35)

where O, is the absorption efficiency factor, r the radius of the idealized spherical particle, 7, (r)
. . . © 4 .
particle number density, 0 denotes the image part and J’O 577314], (r)dr gives the soot volume

fraction f,.

The above equation can further be written as
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i = _m -1 e, 367mk EAL 36)

Hn*+20 A Hi -k +2)* +4n’k’

which indicates that the spectral radiation absorption coefficient of a soot cloud of small particles is
proportional to the soot volume fraction and inversely proportional to the wave length.

The complex refractive index is dependent on the particle’s chemical composition, which is expected
to vary with fuel type. Hottel and Sarofim [66] suggested a value of about 7.0 for

7= kff;w;zk A Therefore, we approximately have &, = 7.0L.

When computing particle radiation, it is usually assumed that the soot particle has the same
temperature as the immediate surrounding gas. The validity of this assumption can be supported by
the small particle size assumption. For a spherical particle of diameter D in the gas, the convection
heat transfer N, number can be written as [69]

U

— _ D

N == =2.0+0.6R,,"*P'"> (37)

where /. is the convection heat transfer coefficient, A the thermal conductivity of the gas. The above

equation indicates that the smaller the particle size, the higher the convection heat transfer coefficient,
the quicker the particle follows the gas temperature history. This is the same as that which explains
why a small thermal couple is preferred in order to minimize the uncertainty of gas temperature
measurement in a combustion system.

(3) Narrow band model for a constant parameter path

The spectrum of a radiating gas is usually highly complex. Although the exact solution of gas
radiation can be obtained in principle by line-by-line calculation, it requires huge computation effort
and all the detailed information of the individual lines, and is thus prohibitive. This necessitates the
approximation method of introducing models. The narrow band model is the most accurate
engineering method for the evaluation of radiation properties. In the narrow band model, the
evaluation is carried out, not on every individual line, but on small spectrum intervals, which are

normally at 5—50 cm™" . Within each narrow band, there are many individual lines. Therefore, the

purpose of narrow band models is to approximate the mean radiation properties within the small
spectrum intervals. In order to extract their mean radiation properties, the information about the
strength distribution, spacing, width and shape of the individual lines are needed. This information
usually turns out to be very complicate. As a result, approximations are introduced when constructing
the narrow band models. The line broadening mechanism describes the line shape and its width. Most
important assumptions are related to line strength distribution and line spacing. Different
approximations on line distribution and line spacing result in different narrow band models. The
choice of a specific narrow band model can be based on accuracy and mathematical simplicity. The
accuracy of a particular narrow band model relies on how well its assumptions comply with the
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spectrum structure of the radiating molecule being considered. The regular model (Elasser model) is
more appropriate for the simple molecules which have approximately equal line space and line
strength, particularly when the Q branch is not important or even presented. For complex molecules
which have irregular line strength distribution and line spacing, the random (statistical) model can be
more applicable.

The spectral absorption coefficient at any wavenumber can be calculated as a sum of the contribution
from all the individual lines

k= k., (38)

The mean spectral (narrow band) absorption coefficient and emissivity can be calculated from

— 1wl

k,=—1{ 2 k,dw 39
» AWI\I'—% ( )
— 1 w+g s

g =— ("2 Qoexp(-[k,d 81 40
o=l §res kg (@)

Since ¢ is a non-linear function of &, &,6 cannot be simply written as 8“,,(1;‘,,), even for a

homogeneous and isothermal path. This point is important and similar to that in turbulent combustion
modeling where the mean reaction rates cannot be given solely by the mean temperature and mean
concentrations.

Narrow band model gives the approximations for k, and Z,. In this thesis, the so-called Goody

model is adopted for the collision line and a random model of equal line strength is adopted for
Doppler line. They will briefly be presented below.

Goody model is a random model for the collision line, where an exponential line strength distribution
4 exp(- 4S8
7y

E E

is assumed, i.e., P(S)= ). The optical thickness for a constant parameter path is

approximately given by [68]

X, =X (1+X"/4a)"? 41)
where X is the optical depth in the weak line limit, presented by

X' =k (42)

and a, is the collision broadened fine structure parameter defined as
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SN

(43)

In the above equations, # is the optical path length, ), the half width of the collision line, d the line
spacing and l;w the mean absorption coefficient in the weak line limit, which is equal to the mean

line-strength-to-spacing parameter S/d . S/d and %z’ are the two important band parameters. Both

are functions of temperature and wavenumber. It is important to note that both # and l?w are reduced

here to the reference state of standard temperature and pressure.

According to the random model of equal line strength, i.e. P(S)=<¢(S—S,), the optical path
thickness of a Doppler line is given by

. 05
X, =1.7a,)nfl + (0.589)( /a,))z (44)
where a;, is the Doppler broadened fine structure parameter
_Y
ap = f (45)

with ), defined as the half line width of the Doppler line.

A function is used to combine collision and Doppler broadened optical depths to give the overall
optical depth

X=-Int=X"(1-y")" (46)
in which y is given by
-2 -2
X 0 X, .0
=a-=)’g +d-(=2 -1 47
y=g-Grg A-Gg @7)

(4) The Curtis-Godson approximation

The Curtis-Godson approximation provides a two parameter representation of the optical depth for a
general non-homogeneous non-isothermal path. These two parameters and the approximation
function are identified by certain imposed conditions. The approximation should give the known
exact solutions at some limit regimes and return to the exact formula for a constant parameter path.

For a collision line, the optical depth of a general path is X, =£’I;“,,du' at the weak line limit and
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X, =2( ul;‘ﬁdu')o’s at the strong line limit. The optical depth of the collision line for a constant
c 0 W d

parameter path is given before as X, :lzvu(l+l€wu/ 4a,)™"*. These conditions define the optical

depth of the collision line for a general path as

X, =X'(1+X"/4a)™"? (48)
where X" and a_ are now given by
X' = J’O kdu' (49)
— ] 5 yc Al
a. =~ Jg kZedu (50)

Similarly, for a Doppler line, we have

5 los
X, =1.7a,){1n[1+(0.589X* /an)‘]} (D
where a,, is given by
1 =y,
=— [k Ldu' 52
ap X¥J’° J u (52)

The Curtis-Godson approximation has only two parameters. The limiting conditions imposed on the
development of the Curtis-Godson approximation may not be sufficient to guarantee the accuracy,
particularly when the temperature variation along the path is sharp. In order to reduce the error, which
may be introduced by the Curtis-Godson approximation, the radiating lines can be divided into
multiple groups. Within each group, the lines have similar temperature dependence. This results in the
Multiple Line Group (MLG) model [68].

(5) Narrow band computation of the radiation of hydrocarbon gas fuels

The radiation of hydrocarbon gas fuels is of interest since it may significantly affect the ignition and
combustion of the condensed fuels. The hydrocarbon gas fuel arising from the evaporation and
decomposition of the condensed fuel may form a surrounding fuel vapor layer. This gas fuel layer can
build up the radiation blockage and thus attenuate the radiant feedback from the flame to the
condensed fuel surface [70, 71].

Brosmer and Tien made low resolution spectral radiation measurements for some hydrocarbon gas
fuels including C3H6 and C2H2 [72, 73]. The spectral data of C3H6 and C2H2 have been
incorporated into narrow band computation in a cooperative research on radiation blockage with J.
deRis (FMRC, USA).
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Fig. 7 Band absorption and emissivity of C3H6. Note: PaL is the pressure path length.

The main C3H6 infrared radiation bands are centered at 3.4, 5.5, 6.1, 6.9 and 10.8 microns. The
narrow band calculations of its band absorption and emissivity are shown in Fig. 7, which are in good
agreement with Brosmer and Tien’s measurements and the wide band model correlation [cf. Ref. 72].

The important C2H2 infrared radiation bands are at 3.04, 7.53 and 13.7 microns. Fig. 8 shows the
narrow band calculations of its band absorption and emissivity, which agree well with Brosmer and
Tien’s measurements and the wide band model correlation [cf. Ref. 73], while the difference starts to
appear in the emissivity data at high pressure path lengths.
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(6) Development of a fast narrow band model (FASTNB)

The narrow band model is the most accurate engineering approximation method, but it is usually
expensive to implement. The speed of narrow band computation is of critical importance. In this
thesis, a fast narrow band computer model, FASTNB, which predicts the radiation intensity in a
generally non-isothermal and non-homogeneous combustion environment was developed. FASTNB
provides an accurate calculation at reasonably fast speed. When compared with Grosshandler's
narrow band model, RADCAL [74], which has been verified quite extensively against experimental
measurements, FASTNB is more than 20 times faster and gives almost exactly the same result as
RADCAL, as shown in Fig. 9. The details are referred to paper 2 of this thesis.

90 —+ Speed ratio=25
BT ¢ RADCAL
2
5790 T ——FASTNB
K= ‘é‘
§=77
= ¢
= <30 4+
<
e~
15 4
0 t t t t t i
0 0.2 0.4 0.6 0.8 1 1.2

Distance (m)

Fig. 9 Comparison of total intensities, for a path of parabolic minimum temperature and

concentrations, with an even soot volume fraction of 2.0x107. Note: speed ratio is defined as the
CPU time required by RADCAL over the CPU time required by FASTNB.

(7) Integral model

With verified spectral data, the spectral narrow band method provides the best engineering accuracy
and applicability for radiation property evaluation. For a simple isothermal and homogeneous path,
based on curve-fitting, integral methods [75-78] are also available to estimate the total emissivity and
absorptivity of H20, CO2 and soot. The method proposed by Modak is employed in this work and
will be briefly presented below.

The total radiation properties of soot can be obtained directly from integration of its spectral
absorption coefficient. Assuming the complex refractive index, m =n—ik, is independent of the
wavenumber, for a constant parameter path of length /, the absorptivity of soot is given by [78]
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m* -1
67,0 /
St
)
cZ

where ¢/ is the pentagamma function, 7, is the radiation source temperature and c, is the Planck’s

a, =1 —l—iw“)(l + (53)
T

second constant.

The total emissivity of an individual gas (CO2 or H20) is approximated in the form &(7, p,. pl) .
using curve-fits based on three main parameters: temperature 7, , partial pressure p, and pressure

path-length p/ . The emissivity of the mixture of CO2 and H2O is then estimated from

Equs = Eco, Y10 ~DEo, 1o (54)

gas

where Aé., 5, accounts for the correction of the radiation overlapping of CO2 and H2O using the

temperature-adjusted version of the approximate method proposed by Leckner [77, 79]

Do, o =f02 101300, 0 + peo W F(PYFT) i (o + peo )l 200 amln (55)
Dy, o =0 if (pyo + pep, ) <0.1 atmUn (56)
where
Ty f 0 aigif?)(;ff (i)pcoz) — /(p?lol;pmz - (57)
and
F(T) = -1.0204x10°T> +2.2449x10°T ~023469 (T in K) (58)

The absorptivity of the mixture of CO2 and H2O is approximated as

T 0.65-0.2 o/ .
aga‘\, - gga‘\, (Fg)( g 2P0 (171120+I7(,(12 ) (59)
K

where ¢, is the emissivity of an effective path length, T—“l , of the mixture of CO2 and H20 at
&
temperature T, .

The absorptivity of the mixture of soot, CO2 and H20O can be finally calculated by
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a=a,t Ay, =~ a0y, (60)
It should be noted that an unknown error could be introduced if the integral method is applied outside
the range of its validity, such as to a non-isothermal and non-homogeneous path.

3.2 Modeling of the Response of Solid Material

The solid material responds and feeds back to the state variation of its surrounding gases. In a
combustion system, which may experience drastic change in state, the processes happening inside the
presented solid materials and the interaction between gas and solid phases must properly be
considered. The most important processes inside a combustible solid material include heat conduction
and pyrolysis, which will be discussed in the following.

3.2.1 Heat conduction inside a solid wall

Heat conduction inside a wall determines the internal temperature distribution and provides the
necessary boundary condition for the gas phase calculation. For an inert wall, the heat balance is
described by the following transient heat conduction equation

2(pH) _ .,
5 O« (kOT) (61)

where H is the enthalpy givenby H = H,, +LT c,dT . The specific heat ¢, and conductivity k are

usually temperature dependent and can be represented by polynomial functions.

When a solid wall is exposed to a flame, the heat conduction along the perpendicular wall surface
direction usually dominates. For simplicity, the problem can be reduced to be one-dimensional.
Correspondingly, the multidimensional heat conduction equation reduces to its one-dimensional form,
which is

Jd(pH) _ 20 , or
o o ok
The initial and boundary conditions can be given by
T =0,x)=T,(x) (63)
ar
k; surface = hc (T:ga.\' - Tmrﬁlce) +R fhux (64)
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where R, represents the net radiation flux, 7,

as

is the temperature of the gas close to the wall

surface and /4, is the convection heat transfer coefficient. These parameters are provided by the gas

phase modeling of turbulent combustion.

The accuracy requirement of the numerical solution of this heat conduction equation necessitates
adoption of a grid which can be much finer than that used in the gas phase computation. Therefore, a
separate grid system is employed in the solid phase calculation. In the simplified one-dimensional
case, the surface of a wall is subdivided into many small elements according to the gas phase grid,
and along the direction which is perpendicular to the surface, each element is represented by a
number of thin slices, which can be less than 1 mm thick.

3.2.2 Pyrolysis modeling

The detailed pyrolysis modeling of solid fuels is a very difficult task since the pyrolysis is usually
highly complex.

For most combustible solid materials, the activation energy of the pyrolysis is large [80]. Due to the
large activation energy and the endothermic feature of the pyrolysis process, the pyrolysis mainly
happens in a narrow temperature range. The approximate constancy of the pyrolysis temperature
suggests that below the pyrolysis temperature 7 , the pyrolysis reaction proceeds at negligible rate,

but above the pyrolysis temperature, the chemistry becomes so fast that the pyrolysis rate is then
essentially determined by the physical heat transfer. Therefore, as far as the mass release rate is
concerned, the pyrolysis can well be described by the heat balance without the need of going to the
detail of chemical reaction rates which will likely involve many unknown chemical mechanism
parameters.

The pyrolysis reaction can be described in a simplified form as

Virgin material - Volatile products + Char

For a non-charring material, char will not be produced during the pyrolysis.

Since chemical reactions do not affect the total enthalpy in a reacting system, the one-dimensional
equation of energy balance in a pyrolysing material can be written as

0‘ (pw'rhw'r + pcharhchar + pvolhw)l) + 0 (l’i’l” vol) - i(k 0‘_T) (65)
ot ox ox  ox

where /4 is the total enthalpy and m'' is the mass flux of the volatile products. The three terms in the
above equation represent the energy storing, energy convection due to the flow of the volatile
products and heat conduction, respectively. The effects of pressure variation and flow kinetic energy

are ignored.

The mass continuity gives
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- T
4 (pvir + pchar + pw}l) + om - 0

(66)
ot ox

For simplicity, we assume an instant escape of the volatile products from the solid. Thus, we have

& =0 and g,, =0. If we further write g, + 0., as P, and assume /. =h

v = N, Where the
ot

subscript s denotes the solid, the above two equations can be rewritten as

d(prhv) + d(m” \'01) - kﬁ

174
—( ) (67)
ot ox ox ox
/2NN (68)
ot ox

Combining Eqs. 67 and 68 gives

P

ox

(

sle=ho)l, Sl =ho)l _ 0 T, (69)
- ox

ot ox
where A, is the total enthalpy of the solid at a reference temperature 7; and ki, —h,, is the sensible

T T
enthalpy given by s, —h,, = L_ ¢, dT . For later convenience, we define H =h —h , = L ¢, dT .
The total enthalpy of volatile products can be written as

dT (70)

" p.vol

T
h,(,] = h.\',Tp +pr +I1. c
»

where H ,, is the chemical converting heat associated with unit mass of volatile products, and can be
calculated by the difference in total enthalpy of virgin material and volatile products at temperature
T .ie.

P>

7

H,, = hvo/,L/'p _hs,z;, = hvo/,L/'p _hvir,TP = hvo/,]'p _(hm‘,z'u +I ¢, rdl) (71)

D, Vir
7, b,

It is worth pointing out that //,, is approximately constant for a specific material and is different

from the heat of gasification, H e where

— . — | (T, ~T o)+ Ry,
H g~ qm’[/ Myoal _[ ) v %mm (72)

which is a local and transient value and changes considerably during the pyrolysis process [81]. For
the thermally thick vaporizing material, at steady state
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7,
Hg = hvol,]'p _hw'r,];, = pr +J‘T0 cp, virdT (73)

Assuming equal specific heats, Eq. 70 becomes

h

vol

=h+H, (74)

and the Lh.s of Eq. 69 can be reorganized as

olp.(h =ho)|, ol (hy = o)

ot ox

= d(p,H,) + dl_rh"(pr + H,;‘)J
ot ox

- d(pst) + ﬁl_M"(pr +H1;;)J+ dl_lh"(HS _HTF)J
a éx éx

H) . ol (H,— Hy )
SIRH) iy g, y4 ) (75)
ot ’ ox
lll— dpS —_— d/}/l"
where m'"'=— —— 20, representing the mass loss rate of the pyrolysing material per unit
ot ox
volume.

Since the pyrolysis happens in a narrow temperature range around 7,, we can therefore rewrite the

above equation approximately as (for convenience, the subscript s will be dropped from g and H

in the following)

o (Hoy = Ho, )
KO ¢ i, + 1) + : ~ I -2 w2 (76)

where the third term is the energy required to heat the vaporised gas as it flows to the solid surface.
This term has no important effect in this study, thus it is ignored here. But it can be very easily
included.

Noting that M= Ha—’o+ O_H 6,0 +pc,— and m'"'=———, the above equation can be
o ot ot 6t s 6
rewritten as
or a . or
+m'"H,, =—(k— 77
Py i dx( dx) (77)
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Assumptions have been introduced during the derivation of the simplified energy conservation
equation. These assumptions can be more justified for non-charring materials. To be more general,

assumptions can be lifted at the expense of increasing the complexity.

As mentioned before, the pyrolysis rate is slow when the material temperature is below its pyrolysis
temperature, 7,, and becomes fast when the temperature is above 7). As an approximation, we can

reasonably assume that:
*  The material will start to pyrolyse only when its temperature reaches the pyrolysis temperature

*  Once started, the endothermic pyrolysis process will adjust its rate to keep the material
temperature at the pyrolysis temperature until the material is completely pyrolysed

Thus we have

or o . ol
pcpE = E(kg) when T < T], or =0, (78)
. Jd or
m'"H ,, = E(kg) when 727, and p> g, (79)

To implement the numerical solution, Eq. 77 needs to be discretised first. Using the fully implicit
backward time stepping and central space difference scheme, the discretised equation can be written
as

7:1_7:; on - ’rn+]_7:1 7:1_7:1—1
IOCp At dC + mdv pr - k(n+l)(n) T - k(n)(n—l) T) (80)

"

where the prime indicates the previous time step, " is the mass loss rate per unit area of the ¢,

thick strip, the footnote of the conductivity k& denotes the two temperature nodes between which the
surface of the control volume is located.

For convenience, we reorganize the discrete equation as

A[)’]:] = Ae’]:H-l + Aan—l + Su (81)
where
k. kin-
Ae — (né;)(n) : AW — (Ilgz 1) (82)
A, = A,+A,+pe,éx/ A (83)
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S, = pc,&T, /Dt =g H (84)

ry

Since the conductivity, k&, is generally a function of temperature, it may vary with x and it is not
necessary for A4, to be equalto A, .

The fully implicit difference will necessitate the numerical iteration. When the pyrolysis model is
used at the stand-alone mode, one may avoid the iteration by employing a semi-implicit difference
with some properties properly evaluated at previous time step, as presented in paper 7. However, the
fully implicit procedure is preferred in flame spread simulations since the pyrolysis needs to be solved
in an iterative fashion coupled with CFD computation due to the complex interaction between the gas
and solid phases.

In order to get a reasonable result for the mass loss rate, a very fine grid was required to resolve the
pyrolysing layer and locate the pyrolysis front. However, this very fine grid is unnecessary and very
expensive for the temperature solution. This inconsistency is overcome by introducing a dual mesh
concept where a relatively coarser grid is defined for temperature solution and then refined into a
second grid for the mass loss rate calculation, as shown in Fig. 10.

T
T2
\\5\
N (B
NN
T~ T
B 5
Char layer (if charring material) Pyrolysing zone Virgin material

Fig. 10 Temperature solution grid and its refinement (Example with N =5, M =10, where N is the
coarser grid number and M is the refined grid number in a coarser grid)

The temperature of the refined grid, m, of the coarser grid, n, (we will denote this grid as grid (n,m)
1ater)7 T;Iﬁm
T and T

n n+l

is obtained by interpolation, as shown in Fig. 10, assuming a linear distribution between

During the iteration, 7, may exceed the pyrolysis temperature. In and only in this case, the

endothermic pyrolysis will be induced and then it will adjust itself to limit the local temperature to the
pyrolysis temperature. Thus, from Eq. 81, for an arbitrary refined grid (»,m) , the energy available for

pyrolysis can be approximated as
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H,, =max|0.0,4,(T,,~T,)/ M| (85)

1,m

where M has been defined in Fig. 10.

The above energy excess allows the pyrolysing layer to spread over some numer of refined grids and
provides one necessary, but not sufficient, factor to determine the pyrolysis rate.

In order to finally calculate the pyrolysis rate, one also needs to know the mass of the volatible
material remaining in the refined grid (n,m) . The volatible mass remaining in a refined grid can be

easily calculated by monitoring its density history. However, this would require much memory
storage, particularly when dealing with a large number of pyrolysing solid elements in flame spread
simulations. In order to minimize the memory usage and make the data structure of the computer
program more tidy, only the variation of the average density of the coarser grids is followed. The
density of a refined grid is calculated by assuming a specific density distribution in the coarser grid.
For a coarser grid of an average density which is equal to ¢, or g, ,the density of its refined grid

will simply be the same as the average density. For a partly pyrolysed coarser grid, if we assume that
the char layer and the virgin material is separated by a single partly pyrolysed refined grid, the density
of a refined grid will be either p, , p, or g,. =Mp'—-(m, =)0 —(M —m,)p,,. . Inthe g,

formula, £' is the average density of the coarser grid, the integer m, locates the assumed partly

pyrolysed refined grid and can be determined by requiring £'< g, < O, -
For an arbitrary refined grid (#,m) , the density can be generalized by a single formula
pn,m = min [pvir ° max(pchar > pmix)] (86)

By using the above formula, the value of the integer m, for the partly pyrolysed refined grid does

not need to be explicitly calculated.

The mass of the volatizable material remaining in the grid (n,m) is given by

mass, 22(,0 = LPor)
vol M .m char

Xx .
= rmin{o,, = £y, max[0.0.(0,.. - £} (87)

The mass loss rate from grid (n,m) is thus finally determined by

,,, =min{H, ,/H, mass,, Dt} (88)

The overall pyrolysis rate can be obtained by the summation over all the grids and expressed as
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m= Z Z m, ,, =Z ;min(Hnﬁm /H ,,.mass,, ) (89)

The corresponding heat release rate is represented by

0 =mH (90)

<

where H_ is the heat of combustion related to the gaseous fuel produced. Generally, during flaming

combustion, it has been shown that H is approximately constant [82].

As a basic test, the pyrolysis model was used successfully to simulate the Cone Calorimeter tests of
both charring material (particle board) and non-charring material (PMMA). See paper 1 of this thesis
for details.

This pyrolysis model is very fast and describes the essential physics, in so far as is needed to predict
correct mass loss and heat release rates. It can easily be used in the complex cases such as those with
transient incident heat flux and temperature dependent material properties. It is applicable to both
charring and non-charring materials and can automatically consider the regression of the surface of
the non-charring solid material during its pyrolysis.

Using this pyrolysis model, an “equivalent properties” optimization program can be developed to
analyse and fit the Cone Calorimeter test results. A data base of the “equivalent properties” of the
materials tested in the Cone can thus be created. By using the optimised equivalent properties, this
pyrolysis model can be expected to be applicable to realistic composite materials and be used as an
alternative to the more complex and expensive model [83]. Some recent advances in the optimization
program development, which was initiated by J. deRis (FMRC, USA), is presented in paper 7
appended in this thesis.
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4. INITTAL AND BOUNDARY CONDITIONS

When solving differential equation systems, initial and boundary conditions must be properly
imposed. For a transient system, the initial condition provides the starting state of the system
evolution. It can also be used in a steady system when the virtual time step is used as numerical
relaxation. The specification of an initial condition is relatively simple. The initial condition is often
specified with an idealization of the system or simply comes from a previous time step solution. The
boundary condition provides the restrictive condition at the space coordinates for the differential
equations. The most often used types include inlet, outlet, free, symmetry and wall boundary
conditions. The wall boundary condition is normally the most complex one, and will thus be
discussed in the following.

In a combustion system, the gas phase may have mass, momentum and energy exchanges with its
solid boundaries. When the solid boundaries are inert (non-combustible), the mass exchange may not
happen unless external surface mass injection is imposed. For a combustible solid boundary, the mass
exchange mainly represents the release of gas components from the solid boundary resulting from its
pyrolysis process. As a chemical sink and source, the surface combustion such as char burning also
induces mass exchange. One important momentum exchange mechanism between solid and gas
phases is the gas viscosity. The solid boundary is usually assumed to be non-slip. This momentum
exchange is important for the gas flow, but has no important effect on a large solid boundary. The
energy exchange includes the heat transfer through both radiation and convection. The radiation is a
long distance transfer and has been discussed earlier. The convection is closely related to the local
boundary layer profile. All these exchanges are strongly coupled. The release of gas component from
a solid boundary into the boundary layer will create a blowing effect, which alters the boundary
profile and thus affects the viscous shear stress on the solid surface and the convection heat transfer.
Both the surface viscous shear stress and the convection heat transfer are dependent on the boundary
layer development, and thus coupled. As discussed earlier, the rate of the mass release resulting from
the pyrolysis of the combustible solid boundary is strongly dependent on the heat transfer. The mass
release and pyrolysis of the combustible solid boundary has been discussed in a previous section. The
following section describes the viscous momentum exchange and convective heat transfer in the
boundary layer with blowing effect.

The boundary layer is normally a thin region of high gradients of dependent variables. If extensive
heat transfer is present, the transport properties may also experience sharp variations across this thin
layer. Furthermore, many two-equation turbulence models, including the high Reynolds number
k — & model, fail in the region close to the wall [26]. The high Reynolds number k& —& model is only
valid in the region of fully turbulent flows, where the turbulent viscosity dominates over the laminar
one. As a result, the boundary layer needs some special treatments. To cope with the turbulent
boundary layer, one may in principle, numerically resolve the whole boundary layer with a proper
consideration of low Reynolds number effect, or use an analytical approximation of the boundary
layer profile to deviate the integration over the viscous sublayer.
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When using the high Reynolds number & —¢ model in the computation, for simplicity and efficiency,
the approximation termed wall function is normally adopted to provide for the computation the
boundary conditions at the solid boundaries. Due to the reasons discussed above, the grid points
where the wall function boundary conditions will be applied should be sufficiently far away from the
wall surface.

For a stationary two dimensional boundary layer, with the absent of pressure gradient and surface
mass injection, the following relations exist in the log layer where the laminar viscosity and
convection can be ignored

1
u, :—ll’l(Ey+) (91)
K
u u u,y

= , u represents the mean velocity, y, =
\/T,/ P Ou
" V(i)):O

dy

Reynolds number based on the friction velocity and the node distance from the wall surface, k is the
Karman constant of about 0.42 and E is an integration constant of about 9.7. Since the shear stress is
approximately =~ constant  across the log layer and the  viscous  sublayer,

u .
where u, =— = and is a
uT

0 ould ~ ou
r,=pv(o)n =T=(U+u)—.
O 9. dy

0

Assuming a local equilibrium in the log layer, where the turbulence kinetic energy production is
balanced by the dissipation, one can write

Ou
K, (6—)2 = pg = pe, k(11 k") (92)
Y
Multiplying 4, = pk®*l on both sides of the above equation yields
Ou 0.5
T=U—=c " pk 93
H, oy G o (93)

This local equilibrium relation was also historically used to provide the model constant ¢, from

experimental data.

Using Eq. 93, we can rewrite #, and y, as

o4
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025505
c, “k
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From the definition of #, and y, , one can write

T = uy_"/J (()6)
u.y
Combination of Eqs. 94-96 gives
O.ZSkO.Su
T= L 97
u+

The boundary layer solution for a conserved scalar can be written as [84, 85]
$.=0,u.+P) 98)

where @, is defined as ¢, =(¢—9,)pT, (=J,,), J,, is the scalar diffusion flux given by
__HMOg

bow = N and P, can be considered as an integration constant.
. o oy

When the surface mass injection is present, the blowing effect needs to be included in the above non-
dimensional relations. If we define the non-dimensional mass injection parameter as m, = 11, /+/ oT, ,
then we have [84, 85]

u, =K~ In(Ep,) +(26)m, [In(Ey,)]* (99)
¢, ={explo, (n( +m,u,) +m,P)| -1}/ m, (100)

The above formulas will need to take the laminar forms once the local point turns out to be located in
the viscous sublayer. Their laminar forms are simply given here

If m,#0:
u, = (exp(m,y,)~1)/m, (101)
¢, =exp(o,m,y,)~1)/m, (102)

If m,=0:
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u, =y, (103)
P, =0,y, (104)

Obviously, the formulas for m, # 0 will reduce correspondingly to those for m, =0 at the limit

m, =0.
The turbulence kinetic energy dissipation rate can be calculated from kinetic energy cascade as [45]
£=cﬂk/(1/k°'5)=cﬂk"5/l (105)

In the above equation, / is identified as the turbulence length scale used in the one equation

0.25

turbulence model. In the boundary layer, this length scale can be obtained from the product of ¢,

and the mixing length scale which can be given by /,, = ky . Therefore, we have
E=ck 11Ky = cf,‘”kl'5 /(Ky) (106)

The turbulence kinetic energy can be calculated from Eq. 93 or by solving the turbulence kinetic
energy transport equation with the diffusion to the wall assumed zero and production modeled as

[, Pav=1, 2 Golume [86].
y

When the pressure gradient is present, the formulae will need to be modified and become more

complex. In a combustion system, where the chemical reaction and radiation heat transfer may need
to be considered in the boundary layer, the problem can quickly become intractable.
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5. NUMERICAL SOLUTION

This section briefly discusses the mathematical aspects on seeking the numerical solution of the
differential equations system established in the previous sections. Although it is extremely difficult to
have a strict mathematical proof, it is believed that the solution exists and is unique.

The numerical solution is presented on a finite number of discrete points/elements with regard to both
the time and space coordinates. Thus, the differential equations are applied to each discrete
point/element and transformed into algebraic equations, which can be solved using an algebraic
equation solver. When the geometry of the physical computation domain is complex, in order to ease
the implementation of the boundary conditions, one may discrete the physical space using curvilinear
coordinates system so that the boundary is located on a surface where one corresponding coordinate is
constant. That is, the complex domain in physical space will be mapped onto a simple domain in
computational space using coordinate transformation. In this case, the discretization of the differential
equation can be proceeded by applying the differential transport equations directly to each of the
general distorted control volumes, or transforming the equations from physical space to the
computational space and then performing the discretization on the computational space. The above
procedure will be explained in more detail in the following.

5.1 Coordinate Transformation

The transformation from Cartesian coordinate x’(x',x”,x’) to a general coordinate &' (&,77.{) can

be achieved either analytically or numerically. The analytical transformation can be used if the
geometry is relatively simple, for example, in a cylindrical system. The numerical transformation
generates the grid by solving algebraic or differential equations.

Assuming a non-singular transformation &’ (x'), the chain rule gives

09 _09 08 _ 09 (107)
o o0& o | aF

9 7
9 9o _, %2 (108)
o0& ox’/ o' 7 ox’
where ¢/ and ¢, ;, are the ith and jth Cartesian components of the contravariant and covariant

frames of the basis vectors, respectively.

The above two formulas provide the basic aspects for the equation transformation. In principle, using
these two formulas, all the physical space derivatives can be replaced by the computational space
derivatives. However, this method does not show to be handy. The procedure can become simpler
when using tensor analysis, as described below.
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If we write the differential transport equation in a general form U (oV¢ -, ,[¢) =S, then the
elemental task in the transformation of the transport equations is to express the gradient and
divergence properly in the computational space. For later convenience, we denote g’ =¢'«e’,
g; =¢-*e, and g=det(g,), which are related to the area vectors and volume of the parallelepiped

generated by the triad e, by

A :551/1{9,/ x e, =volumee' (109)
\/g =volume (110)
volume = abs(e; * (e, % ¢;)) (i#j#k) (111)

where ¢, is the permutation tensor.

With these notations, in the computational space, the gradient and divergence are given by

99

D¢:gija{je,-

(for a general scalar ¢ ) (112)

(\/_ R')  (for a general vector R = R'e,) (113)

b e

As aresult, the general form of the transport equations can be written as
v 114
\/—ag,(\/_p ¢~ \/_guaf, (114)

which can be easily discretised in the computational space by integrating the above equation over the
control volumes.

The discretised equations in a general coordinate system can also be obtained by directly integrating
the governing equations over each of the finite volumes in physical space.

5.2 Discretization and Solution

In order to obtain the solution using the current digital computer which can basically perform the
simple standard mathematical and logical operations, the governing equations must be discretised in a
general four-dimensional computational domain. The discretization can be carried out by finite
difference, finite volume and spectral methods. The finite difference and finite volume methods are
the commonly used methods, where the governing equations are applied to a set of representative

45



NUMERICAL SOULTION Zhenghua Yan

points and elementary volumes, respectively. With an assumption of proper temporal and spatial
distributions of the dependent variables, the discretization transforms the general integral differential
equations into algebraic equations, which relate the state of the central points/elements to those of
neighboring points/elements. Since one has much freedom to choose different variable distributions,
different numerical schemes can be adopted. The choice of numerical schemes is largely dependent
on the numerical stability and accuracy. The commonly used schemes include fully explicit, fully
implicit, Crank-Nicolson and Runge-Kutta methods in time, upwind, central, hybrid, power law and
quadratic upwind schemes, etc., in space [45, 87-91]. In order to minimize the numerical error, high
order schemes should be used when necessary [92-94].

The discretization procedure results in a set of algebraic equations, which can be solved using
algebraic solvers. Simplicity and efficiency are the critical factors to be considered when selecting a
proper numerical solver. For a small set of linear equations, a direct method may have its advantage.
The iteration method is required when the equation is non-linear, and preferred in the applications
which involve a large set of equations. The widely adopted solution methods are the Gauss-Seidel
iteration method [87], the line-by-line tridiagonal matrix algorithm (TDMA) [45, 88], the strongly
implicit procedure (SIP) [95] and the alternating direction implicit method (ADI) [96].

5.3 Coupling between Velocity and Pressure

The pressure gradient term appearing in the momentum equations creates a strong coupling between
the pressure and velocity. A pressure difference, which can be very small compared to the absolute
value of the pressure itself, can result in a large variation in the velocity. This strong coupling requires
extra consideration during the numerical computation. The pressure correction methods, including
SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) [45, 88] and its variants such as the
iterative PISO (Pressure-Implicit with Splitting of Operators) [97, 98], are widely used to deal with
this strong coupling. In the pressure correction methods, approximate functions relating velocity
corrections to pressure corrections are derived from momentum equations, and then substituted into
the continuity equation to obtain the pressure correction equation which can be numerically solved as
a usual scalar transport equation. Subsequently, pressure is updated and velocity is corrected
according to the pressure correction. This procedure is repeated until convergence is reached.

In a general curvilinear coordinate system, a non-staggered grid system is usually adopted where
velocity components and scalars are all defined at the same center of the control volume. In this case,
the discretised momentum equation using 20¢ centered pressure difference for the pressure gradient

is insensitive to the 10¢ pressure variation. This may create chequerboard oscillations in the pressure

and velocity [99]. In order to remedy this problem, Rhie and Chow [99] proposed a simple and
effective interpolation method, which ensures a strong velocity-pressure coupling.

46



CFD SIMULATION OF FLAME SPREAD Zhenghua Yan

6. CFD SIMULATION OF FLAME SPREAD

CFD simulation of flame spread is a comprehensive study, in which the essential knowledge of all the
aspects mentioned above is necessary, but by no means sufficient. Within the simulation, all the
important sub-processes must be properly considered.

In this thesis, attempts have been made to simulate the flame spread in room corner fires, in both 1/3
and full scale scenarios. The predicted flame spread pattern and heat release history in the 1/3 scale
scenario are shown and compared with experimental measurements in Figs. 11 and 12. The detail of
this study is referred to the appended paper 1.

1200.0
N
975.0

750.0
5z25.0

S00.0

Fig. 11 Flame spread pattern in the 1/3 scale scenario, indicated by surface temperature (in K).
(t=300s, threshold=600 K)
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Fig.12 Calculated and measured heat release rates in the 1/3 scale scenario. The symbol (c) denotes
using Cone data input method and (p) the pyrolysis model.

As expected, the predicted flame spread is sensitive to the heat flux. Considering the complexity of
the physical problem, this would necessitate further extensive development and validation of CFD
models.
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7. BRIEF SUMMARY OF PAPERS
Paper 1
This paper includes both model development and application study.

A simple and promising model was developed to describe the pyrolysis of solid fuels. It considers the
essential physics in so far as needed to correctly predict the mass release rate. A moving dual mesh
method was developed and implemented in this pyrolysis model to provide the important high
efficiency. This pyrolysis model was tested successfully against the experimental data for both
charring and non-charring materials.

Comprehensive CFD simulations of both full and one-third scale room corner fire growths on particle
board were carried out. To provide additional data for comparison, corresponding experimental tests
on one-third scale room corner fire growth were performed to measure heat release rate, gas and

surface temperature, radiation heat flux and char depth.

The CFD simulations were compared with experimental measurements. The results are reasonable
and the comparison between prediction and experiment is fairly good and promising.

Paper 2

This paper presents model development.

A fast narrow band computer model, FASTNB, has been developed to speed up the evaluation of the
radiation properties of a radiating medium in a general non-isothermal and non-homogeneous path,
This provides a potential of applying the narrow band model in numerical simulations of practical
turbulent combustion. Compared with Grosshandler's narrow band model, RADCAL, which has been

verified quite extensively against experimental measurements, FASTNB is more than 20 times faster
and gives almost exactly the same results.

Paper 3
This paper presents an application study.

Two-dimensional upward flame spread and subsequent steady burning of a vertical PMMA surface
was studied using CFD methodology, with the following models employed and compared:

¢ Standard buoyancy modified £ —¢& model
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*  EDC combustion model

e DT radiation model

*  FASTNB radiation property evaluation model and an integral radiation property model

e  Transpired and non-transpired wall functions

*  Pyrolysis model (developed in paper 1)

¢ Empirical soot model

The calculated flame spread velocity, heat fluxes (including both convection and radiation), and the

steady burning rate, etc. were analysed and compared with experimental measurements. Good
agreement was obtained.

Paper 4
This paper presents an application study.

The heat transfer from turbulent diffusion flames between vertical walls has been computed for
different wall and burner configurations. The following models were employed:

e Standard buoyancy modified k£ —& model

*  Flamelet combustion model

e DT radiation model

e FASTNB radiation property evaluation model

e Two-parameter soot model proposed by Lindstedt

The results were analysed and compared with experimental measurements, with which they showed

good agreement. The effects of wall separation and burner output on heat transfer were faithfully
reproduced.

Paper 5

This paper presents a model development.
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A modified k —¢& two-equation turbulence model was developed to improve the consideration of the
important buoyancy effect on turbulence and turbulent transport, which is a serious deficiency of the
standard buoyancy-modified £ —¢ model. The present model was tested against both plane and
axisymmetric thermal plumes and a buoyant diffusion flame. The model was found to be stable,
computationally economic, promising and applicable to complex situations. The predicted plume
spreading rates and velocity and temperature profiles agreed well with experimental measurements.
When compared with the standard buoyancy-modified & —¢& turbulence model, this model gives
significantly improved numerical results.

Paper 6
This paper presents an application study.

A number of numerical simulations of rack storage fires have been carried out, with various fuel types
and burner outputs, with the following models adopted and compared:

e Standard buoyancy modified & —& model and a recent turbulence model (developed in paper 5)
*  Flamelet combustion model

e DT radiation model

*  FASTNB radiation property evaluation model

e Two-parameter soot model proposed by Lindstedt

The results, including heat flux and gas temperature profile, were analyzed and compared with

experimental measurements. The comparisons showed considerably improved agreement for the new
turbulence model.

Paper 7
This paper further presents the pyrolysis model originally developed by the author of this thesis in
paper 1 and reports the progress towards the development of the "equivalent properties" optimization

program using this pyrolysis model.

This model has been modified and coupled with MS Excel to provide a user-friendly interface for
optimization process, mostly taking the advantage of its high efficiency.
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As a further validation, it has also been used successfully to study how the sample ignition in Cone
Calorimeter tests can be affected by the imposed heat flux, rear boundary condition and sample
thickness, etc.
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