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Abstract 

Preparation for radiotherapy is a complex procedure that involves many different 
technologies and groups of professionals. The rapid development and introduction of 
new technologies throughout the last decade have made it possible to deliver highly 
conformal, individually-shaped dose distributions with high accuracy. However, there 
is widespread concern that current quality assurance practices have not been updated 
at the pace necessary to provide adequate and cost-effective safeguards against 
treatment delivery errors. 

The overall aim of this thesis was to develop and evaluate new, efficient tools for 
patient-specific quality assurance of the radiotherapy process, including the following 
areas: transfer of information, independent monitor unit verification, pre-treatment 
measurements, in vivo dosimetry, and end-to-end tests. 

Within the framework of the thesis, a concept for ensuring data integrity was 
proposed and used to compare different combinations of treatment planning systems 
and record-and-verify systems with respect to data integrity. Because the concept is 
based on the Digital Imaging and Communications in Medicine (DICOM) global 
information standard, it is generally applicable to most radiotherapy computer 
systems. Additionally, a software for monitor unit verifications was developed, and 
the tools within Statistical Process Control were used to analyse calculation results 
from this software in a multicentre study. Time-resolved dosimetry systems were 
developed and applied to pre-treatment measurements and in vivo dosimetry, 
allowing rigorous analysis of the accuracy of the treatment planning and delivery 
systems and forming a basis for real-time in vivo dosimetry. Finally, gel dosimetry and 
anthropomorphic phantoms were demonstrated to provide important tools for 
complete end-to-end tests. 

The tools developed in this thesis have two important applications: routine use in 
daily clinical practice, and when introducing new technologies in the local clinical 
setting. The proposed methods and concepts can improve patient safety and reduce 
the resources required for a comprehensive quality assurance program. 
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Popular scientific summary in Swedish 

Strålbehandling är en av de vanligaste behandlingarna mot cancer. Hälften av alla 
behandlingar syftar till att bota patienten från sjukdomen, men strålbehandling är 
även en mycket effektiv behandling för att lindra smärta och andra symptom för 
patienter med en obotlig cancer. 

Förberedelse inför strålbehandling är en komplicerad procedur, som innefattar många 
olika tekniska system och yrkeskategorier. Det är därför inte ovanligt att fel 
uppkommer i denna process. Världshälsoorganisationen (WHO) har rapporterat att 
risken för en enskild patient att drabbas av ett fel med milda till lindriga konsekvenser 
är ungefär 0.15%. Motsvarande risk för fel med allvarliga konsekvenser är mellan 50 
och 100 per miljon behandlingar.  

Den snabba utvecklingen och introduktionen av ny teknik under det senaste 
decenniet har gjort det möjligt att ge behandlingar med hög noggrannhet. Detta 
medför att en hög stråldos kan ges till tumören, medan frisk vävnad skonas. De nya 
komplicerade teknikerna för planering och leverans av behandlingen kan även ha 
skapat en miljö med större sannolikhet för fel. Paradoxalt nog kan teknik för att öka 
noggrannheten även vara en ny källa till fel om den inte används korrekt. 

För att reducera sannolikheten för fel är omfattande kvalitetssäkringssystem en del av 
strålterapiprocessen på moderna strålterapikliniker. Dessa system reducerar risken för 
olyckor och fel, samtidigt som de ökar sannolikheten att tidigt upptäcka de fel som 
ändå uppkommer och reducerar därmed konsekvenserna för patienten. Det finns 
dock en allmän oro att dagens kvalitetssäkringsprogram inte utgör ett adekvat och 
kostnadseffektivt skydd mot fel i behandlingar på grund av den snabba tekniska 
utvecklingen och introduktionen av nya behandlingstekniker. 

Inom ramen för denna avhandling har nya effektiva verktyg utvecklats och utvärderats 
för att säkerställa att korrekta behandlingsparametrar används. En implementering av 
dessa verktyg, i det dagliga arbetet med att leverera högkvalitativa behandlingar, kan 
förbättra säkerheten för den enskilda patienten. 
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3D-CRT Three-dimensional conformal radiotherapy 
AAA Anisotropic analytical algorithm 
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CNS Central nervous system 
CT Computed tomography 
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1 Introduction  

Radiotherapy is one of the main modalities for the treatment of cancer. According to 
the best available evidence, 52% of patients with cancer should receive external beam 
radiotherapy at least once during the treatment of their disease (Delaney et al. 2005). 
Approximately 54% of these treatments are delivered with the intent to cure the 
patient (SBU 2003). Radiotherapy is also a highly effective treatment option to 
alleviate pain and control other symptoms in cases of advanced or recurrent cancer 
(WHO 2008). 

The aim of radiotherapy treatment planning is to maximise the ratio between the 
tumour control probability (TCP) and the normal tissue complications probability, 
i.e. the therapeutic ratio. This ratio has been continuously increased by the 
introduction of improved treatment delivery techniques, more advanced treatment 
planning systems (TPSs), and the employment of new imaging modalities to localise 
and delineate tumours and organs at risk (OARs). 

In three-dimensional conformal radiotherapy (3D-CRT), the radiation target (e.g., 
the primary tumour volume with an additional margin) and the OARs are delineated 
from patient-specific 3D image data sets. The images can be acquired through 
different modalities, including computed tomography (CT), magnetic resonance 
imaging (MRI), positron emission tomography, and ultrasound. CT images also 
contain information about Hounsfield units; converted into electron density 
distributions, they form a basis for sophisticated absorbed dose calculations in the 
TPS. 

Intensity-modulated radiotherapy (IMRT) is an efficient method for generating dose 
distributions with improved conformity to the target volumes and reduced absorbed 
doses to the OARs compared with the 3D-CRT technique. IMRT is based on the use 
of intensity-modulated radiation beams and computerised iterative plan 
optimisations. The intensity-modulated beams are delivered at static gantry angles, 
usually by varying the position of the individual leaves of the multileaf collimator 
(MLC). Volumetric modulated arc therapy (VMAT) provides additional degrees of 
freedom by allowing the gantry to rotate during radiation delivery, while the speed 
and the dose rate are varied. 
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Preparation of radiotherapy is a complex procedure that involves many different 
technologies and groups of professionals. A high level of accuracy in all steps of the 
process is required in order to deliver treatments that result in high TCP and minimal 
risk to normal tissue. The literature suggests an overall accuracy requirement of 2.5-
3.5% (1 s.d.) (Brahme 1984, Goitein 1983, IAEA 2000a, Mijnheer et al. 1987). 

Radiotherapy-related errors are not uncommon, and the risk of mild to moderate 
injuries from radiotherapy errors is approximately 0.15% per treatment course (Shafiq 
et al. 2009, WHO 2008). The risk of serious injuries is between 50 and 100 per 
million treatment courses (Munro 2007). This risk is 80-170 times higher than the 
risk of a fatal accident in commercial aviation per departure (0.6 per million 
departures) (ICAO 2011). Many errors are also likely to go undetected, especially if 
they result in underdosage. These errors can also cause adverse effects (i.e., local 
recurrence) (Ash and Bates 1994). 

The rapid development and introduction of new technology during the last decade 
has made it possible to deliver highly conformal, individually-shaped dose 
distribution with high accuracy. However, the increased complexity of treatment 
planning and treatment delivery may have created an environment with a greater 
probability of incidents (Huang et al. 2005, WHO 2008). Technologies introduced 
to increase the accuracy of treatments might also act as a new source of error if they 
are not used correctly (Patton et al. 2003). 

Quality assurance (QA) programs are integral components of modern radiation 
therapy practice (IAEA 2005, Saw et al. 2008). They reduce the likelihood of 
accidents and errors; in addition, by increasing the probability of early detection of 
the errors that do occur, the consequences for the patients are reduced. However, 
because of the rapid implementation of new technologies, there is widespread concern 
that current QA programs do not provide adequate or cost-effective safeguards against 
treatment delivery errors (Saw et al. 2008). 

 

  



 

11 

1.1 Aims of this thesis 

The overall aim of this thesis was to develop and evaluate new, efficient tools for 
patient-specific QA of the physical aspects of the radiotherapy process. The following 
areas within the concept of independent checking were prioritised based on 
international reports and publications (DOH 2007, IAEA 2000b, RCR 2008, WHO 
2008): 

 Transfer of information 

 Independent monitor unit (MU) verification 

 Pre-treatment measurements 

 In vivo dosimetry 

 End-to-end tests 

Derived from the general aim, the following detailed objectives were formulated: 

 To develop and evaluate a method based on the Digital Imaging and 
Communications in Medicine (DICOM) global information standard to 
ensure data integrity when transferring information between systems. 

 To investigate the verification process of the TPS calculated MU:s using an 
independent calculation algorithm and statistical process control (SPC). 

 To develop tools for time-resolved dosimetry and investigate its application to 
pre-treatment and real-time in vivo verification of VMAT treatments. 

 To investigate the feasibility of polymer gel dosimetry to audit treatments, 
using gold fiducial markers for image guidance. 
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2 Radiotherapy risks 

To avoid adverse events in radiotherapy, it is important to learn from errors that have 
occurred previously (Holmberg 2007). Lessons learned from incidents can aid the 
identification of potential problems and the correction of deficiencies in the local 
clinical setting (IAEA 2005). Preventive actions based on lessons learned should be 
applied systematically as a part of the QA program (IAEA 2005, RCR 2008). 

When identifying the contributing factors of a large number of incidents, patterns 
becomes evident (Cunningham et al. 2010, Shafiq et al. 2009, WHO 2008). The 
World Health Organization (WHO) has reported that the greatest bulk of 
radiotherapy-related incidents without any harm to the patient (38%) are related to 
misinformation or errors in data transfer (Shafiq et al. 2009, WHO 2008). Ten 
percent of all reported major radiotherapy incidents, analysed in the same study, 
occurred during information transfer. Human mistakes or inattention were the main 
reasons for transcription errors, rounding errors, forgotten data, and interchange of 
data. In addition, data might be lost or misinterpreted because different systems may 
not fully support the same data structures of the information standards used for 
information transfer (Swerdloff 2007). 

Independent checking is an important intervention to reduce risks associated with 
many steps of the radiotherapy process (WHO 2008). The simplest form of 
independent checking is to have two workers verify the same parameter 
independently of each other. A more advanced form of independent checking in 
radiotherapy is the verification of the TPS calculated MU:s using an independent 
calculation algorithm. When errors occur, they are often repeated many times before 
they are finally detected (Cunningham et al. 2010, DOH 2007). The errors are often 
discovered by chance, rather than by quality control (QC) methods (DOH 2007). In 
vivo dosimetry during the first fraction of radiotherapy increases the likelihood that 
errors will be detected early (Calandrino et al. 1997, Lanson et al. 1999, Noel et al. 
1995). However, in vivo dosimetry programs have not been widely implemented 
owing to their associated costs (Essers and Mijnheer 1999). Another approach is the 
use of pre-treatment control measurements, in which the absorbed dose from a 
dummy run conducted in the absence of the patient are verified. Pre-treatment 
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control measurements can avoid exposing the patient to a first-time error (DOH 
2007). 

Another commonly reported cause of errors is lack of training of healthcare 
professionals when new technologies are introduced (DOH 2007). Competency 
certification has been identified as another important intervention to reduce risks 
(WHO 2008). 

In this thesis, three recent major accidents (summarised in this chapter) have been 
considered of special importance because of the many lessons that can be learned 
from them. They are referred to within the context of QA, and have been used 
extensively as examples that a comprehensive QA program should render detectable. 

2.1 Unsaved MLC control points 

In March 2005, a patient receiving treatment for cancer located at the base of the 
tongue was fatally overexposed at St. Vincent’s Hospital in New York. Instead of 
receiving the prescribed absorbed dose of 2 Gy per fraction, 13-14 Gy per fraction 
were administered during three fractions to a volume between the larynx and the base 
of the skull. 

The patient’s treatment was initiated on an inadequate 5-field sliding-window IMRT 
plan that had been properly verified using electronic portal imaging device (EPID) 
dosimetry according to local practices. After reviewing the case, the physician asked 
for a rapid re-planning to reduce the absorbed dose to the teeth. A new treatment 
plan was created and approved. The operator initiated storage of the plan to the 
database (“Save all…”). In this case, the storage step involves the storage of three 
information objects in the following order: actual fluence, a digitally reconstructed 
radiograph (DRR), and the MLC control points (figure 2.1). A fundamental feature 
of database design is that if not all elements of a data object are successfully 
transferred (committed), an automatic roll-back to a previous consistent state of the 
database is initiated. Although the actual fluence was committed to the database, the 
DRR storage could not be completed owing to a “volume cache access” error. 
Therefore, the entire storage process was halted; an error message notified the user 
and asked whether the data should be saved before the application was aborted. By 
selecting the ‘Yes’ option, a second save process was initiated; however, it was unable 
to complete because the previous DRR transaction was still open and the software 
appeared to be frozen. Manual termination of the software (likely by ‘ctrl-alt-del’) 
caused a roll-back to the last consistent database state, which included the actual 
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fluence, but lacked the DDR and the MLC control point data. The plan was opened 
on another client, and the final dose distribution was calculated (which does not 
require the control point data). The missing MLC information was not detected, and 
the plan was approved for treatment. Because of the rush to start the patient on the 
new plan, no pre-treatment EPID dosimetry was performed until after three fractions 
had been delivered with the MLC fully retracted, at which point the fatal error was 
revealed. 

(IAEA training material, New York State Department of Health 2005) 

2.2 Manual transcription error 

In January 2006, a 15-year-old patient received a 58% higher absorbed dose than 
intended during treatment of the central nervous system (CNS) at Beatson Oncology 
Centre in Glasgow. The cause of the accident was mainly related to procedural errors. 

Figure 2.1. Flow chart illustrating the process of information storage from a 
user perspective and the corresponding system behaviour. Derived from the 
International Atomic Energy Agency (IAEA) training material. 
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After an upgrade of the treatment management system (Varis, Varian Medical 
Systems), manual transfer of information between different modules was replaced by 
electronic transfer. However, for some of the most complex treatment plans 
(including the whole CNS treatment plan), the use of paper forms was retained. For 
these plans, the treatment parameters, including the number of MUs per fraction 
normalised to 1 Gy, were transferred to the treatment radiographer via a paper form. 
Several mistakes were made by the treatment planners involved in the planning 
process. The MUs were calculated for a fractionation schedule of 1.67×21 Gy, rather 
than for the prescribed absorbed dose of 1.75×20 Gy. However, the serious 
overexposure was not caused by the miscalculation, but by the failure to enter the 
MUs normalised to 1 Gy into the form. The radiographer calculated the MUs for 
input to the linear accelerator by multiplying the fraction absorbed dose of 1.75 Gy 
with the planned number of MUs, resulting in an actual fraction dose of 2.92 Gy. 
The mistake was not discovered until after 19 fractions had been delivered. At that 
point, another treatment planner observed the same planner making the same mistake 
again. 

This complex treatment consisted of several groups of radiation beams. The beams 
delivered to the upper and lower spine were correctly calculated and administered. 
The head fields were delivered with 58% more MUs than intended. Thus, the 
11×1.8-Gy targeted treatment for the tumour region in the head was abandoned after 
the CNS treatment. The patient died of recurrent pineoblastoma eight months after 
the accident. 

(IAEA training material, Scottish ministers for the ionising radiation (medical 
exposures) regulations 2006) 

2.3 Improper use of dynamic wedges  

Many radiotherapy accidents have been reported in France in recent years, mainly 
because of the obligation to declare incidents related to the use of ionising radiation 
to the national safety authorities. The most severe accident affected 23 patients who 
received treatment for prostate cancer between May 2004 and August 2005 at Jean 
Monnet General Hospital in Épinal. 

The treatment plans for these patients consisted of five 25 MV photon beams 
collimated with MLC. Four of these beams also had wedges in place. In May 2004, 
the hospital decided to change from static mechanical wedges (which were used prior 
to the accident) to dynamic wedges. However, some users continued to select the 
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mechanical wedge option in the TPS. The MUs (as calculated by the TPS) were 
manually transferred to the treatment unit and delivered using the dynamic wedge 
mode. The dynamic wedge required up to 50% fewer MUs than the static wedge to 
deliver similar absorbed dose distributions. 

Unfortunately, the use of independent MU verification and in vivo dosimetry were 
abandoned at the same time that the dynamic wedges were introduced. Therefore, the 
errors were not detected, and 24 patients were overexposed by 20-35%. As a 
consequence of the accident, five patients died and at least ten patients have 
experienced severe complications. 

(Derreumaux et al. 2008, General Inspectorate of Social Affairs 2007, IAEA training 
material) 

2.4 Lessons learned 

The accidents in New York and Glasgow highlighted the need for data transfer QA 
programs. Such QA programs should enable physicists to develop appropriate 
patient-specific QA procedures and tests for manually handled data (Siochi et al. 
2011). Knowledge of information technology and standards for data exchange (e.g., 
the radiation therapy extension of DICOM, DICOM-RT) are essential in the design 
of these procedures, and an “under-the-hood” knowledge of the specific systems in 
the clinic is required in order to test treatment database integrity and assess whether 
related data are logically consistent with each other. By using in vivo dosimetry during 
the first fraction, all three errors could potentially have been detected and their 
consequences could have been reduced. However, the accident in New York 
highlighted the potential magnitude of errors during dynamic treatments. Instead of 
the intended 2 Gy fraction dose, 13 Gy were delivered with the MLC fully retracted. 
This result implies that in vivo dosimetry should preferably be evaluated in real-time 
to allow for early termination if errors are detected during treatment. If the 
measurements in New York had been completed and evaluated before the first 
treatment fraction, the error would have been detected before it was propagated to the 
patient. When introducing new technologies (e.g., dynamic wedges), a complete end-
to-end test from CT scanning to treatment delivery might identify potential problems 
in the new clinical workflow. Independent MU verification based on the patient-
specific machine parameters determined during the treatment planning process could 
potentially have prevented all of the accidents described above. 
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Relevant evaluation methods and action levels of the data acquired during the 
preventative QA activities described must be derived. Statistical process control (SPC) 
is commonly used when controlling manufacturing lines. SPC could provide relevant 
methods for monitoring the QA processes and determining statistically relevant 
action levels. When measurements are to be evaluated in real-time, the uncertainty in 
the time domain must be taken into account during the evaluation. 

Section 4 of this thesis focuses on the development and evaluation of efficient tools 
that might prevent these types of accidents from recurring (and might also prevent 
many other types of accidents) if implemented in a clinical setting. The methods used 
for data analysis are described in Section 3. While the accidents described resulted in 
major radiation overdoses, the development of new tools within this thesis was also 
focused on the detection and prevention of smaller systematic and random errors. 
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3 The evaluation of measurements and 
calculation results 

Data attributes were analysed in paper II to evaluate the data integrity between among 
DICOM-RT plan files. In paper II, SPC was used to analyse the difference in 
calculated absorbed dose between the TPS and an independent MU verification 
software developed within the framework of this thesis. In papers IIII and IIV, the 
gamma evaluation method (Low et al. 1998) had a central role in comparisons 
between measurements and the TPS-calculated absorbed dose. The method was 
extended to incorporate an additional time-related dimension of the TPS-calculated 
data (IIV). Percentage absorbed dose difference calculations (III-VV) and isodose 
comparisons of 3D absorbed dose data (V) were also used in the evaluations.  The 
developed extension of the gamma method as well as the principles of SPC are new 
evaluation concepts within the field of radiotherapy and are therefore further 
described in the following sections. 

3.1 Statistical Process Control 

Statistical process control (SPC) is the application of statistical techniques in order to 
monitor and improve processes. SPC allows for a quantifiable, numerical analysis of 
process variability with an emphasis on early detection and the prevention of 
problems. 

Pawlicki et al. have provided some examples of SPC applications in radiotherapy QA 
(Pawlicki and Whitaker 2008, Pawlicki et al. 2005, Pawlicki et al. 2008b). The 
process of patient-specific IMRT QC measurement has been studied using SPC 
(Pawlicki et al. 2008), and SPC has also been proposed for monitoring the electron 
spectra from linear accelerators (de la Vega et al. 2012). 

Unlike the classical approach of using the mean and standard deviation of the 
sampled data to characterise a process, SPC permits monitoring of the stability of 
process variability. The variation in data can be of two fundamentally different types. 
Common cause variations are random fluctuations that are expected to be present in 
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any set of measurements. Special cause variations arise from unpredictable, non-
random events beyond the expected variability (Stapenhurst 2005). SPC analysis can 
be divided into understanding the process, determining the cause of its variability, 
and eliminating the source of special cause variations. To understand a process, it is 
usually mapped out and monitored using control charts. 

Control charts is a key concept in SPC, and are used to distinguish between common 
and special cause variations. A point falling outside the control chart limits is an 
indication of a special cause variation. There are several different types of control 
charts available within SPC, and selecting an appropriate control chart can be a 
difficult task. Flow charts, based on the data to be plotted and the format in which 
the data are collected, can aid this decision (figure 3.1).  

The Shewhart individuals control chart (individual/moving range chart, or XmR 
chart) had a central role in paper III. The data in this paper were chronologically 
organised individual calculation results, and the XmR chart was therefore used. The 
XmR chart concept contains two types of charts: one that displays the individual 
measured values (X chart), and one that displays the difference from one 
measurement to the next (mR chart).  

 

 
Figure 3.1. Example of a flow chart for selecting an appropriate 
control chart. 
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Figure 3.2 illustrates the concept of the XmR chart. In this case, each point represents 
a dose difference calculation between TPS and the independent MU verification 
software. 

The moving range (mRi) is determined by equation (3.1), where xi represents a single 
measurement. mR  is the average moving range between successive data points (3.2) 
and hence a measure of the dispersion of the data. This constitutes the centre line of 
the mR chart. The number of dose difference calculations is denoted n.  

 
-1i i imr x x  (3.1)

 

2

1

i
i

n

mR
mR

n
 

(3.2)

The upper control chart limit (UCL) for the mR chart is calculated using:  

 
4·UCL D mR  (3.3)

Upper and lower control chart limits for the X charts are calculated using equations 
(3.4) and (3.5), where x  is the average of all individual measurements. 

 

2

3·mR
UCL x

D
 (3.4)

 

  
Figure 3.2. Control charts for one of the processes analysed in paper III (head-
and-neck at Institution 2). The blue data points (first 50) were used to calculate 
the upper and lower control chart limits (blue lines). The blue circles represent 
data points that fall outside the control chart limits, and therefore indicate 
potential special cause variations. 
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2

3·mR
LCL x

D
 (3.5) 

The constants D2 and D4 are sample size dependent anti-biasing constants, the 
values of which are available in textbooks (Montgomery 1996). The constant 3 has 
traditionally been used as a trade-off between the sensitivity of the control chart and 
the resources available to determine the cause of data points falling outside the limits 
(Shewhart 1931). As a rule of thumb, 25 data points have been recommended as a 
minimum for the calculation of control chart limits (Shewhart 1931). Using a small 
number of initial data points to calculate the limits could be beneficial for processes 
with low throughput (otherwise, it would take a long time before they could be 
monitored). However, the uncertainty in the computed limits will decrease as the 
amount of data used to compute the limits increases. 

Process capability analysis can be performed to determine a process’ ability to generate 
results within specification. The process capability index determines whether a process 
is able to meet its specification. The specification limit is a statement of the user 
requirement, and has no connection to the control chart limit, which is estimated 
from the data. For normally-distributed data, the capability index is calculated as: 

 
ˆ ,

3 3pk
USL x x LSL

C min
s s

 (3.6) 

USL and LSL are the upper and lower specification limits, respectively. x  and s are 
estimates of the mean and the standard deviation of the process, respectively. 

3.2 Gamma evaluation 

The gamma evaluation method (Low et al. 1998) has been widely accepted for 
comparisons between two dose distributions in 1-3 dimensions. It combines the 
distance to agreement and the dose difference into a single measure. For a dose profile 
(1-dimensional dose distribution, 1r ), the two criteria can be visualised as an 
ellipse in which the boundary represents the acceptance criterion (figure 3.3, left). 
The equation of the ellipse can be written as: 

 
2 2

2 2

, ,
1 m mr r r r r

d D
 (3.7) 
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The gamma index is defined as: 

 min , ,H m H m c cr r r r  (3.8) 

where 

 2 2

2 2

, ,
, m c m c

H m c

r r r r r
r r

d D
 (3.9) 

A point cr  inside the ellipse will have , 1H m cr r , and the gamma evaluation 
passes thereby the test at mr . 
When evaluating measurements as a function of time, uncertainties in the time 
domain will greatly influence the result. Therefore, the gamma evaluation method 
was extended to incorporate a criterion related to time difference (IV). For rotational 
treatments (e.g., VMAT), the gantry angle is a function of time; therefore, it is practical 
to use the gantry angle instead of time as the time-related criterion ( t). The extended 
method simultaneously takes the dose difference, the distance in the Cartesian space, 
and the time difference into account (figure 3.3, right). 

All points ,m mr t  are evaluated, where r  represents the spatial localisation in 1-3 
dimensions and t  represents a position in the time domain. For comparisons 
between measurements and calculations, the first axis (r) is the Euclidean distance 
between the measurement point and the calculation point, the second axis ( ) is the 
time difference, and the third axis is the dose difference (D) between the measured 
absorbed dose [ ,m mD r t ] and the calculated absorbed dose [ ,c cD r t ]. The surface 
of the ellipsoid that defines the acceptance criterion is now defined as: 

 

   
Figure 3.3. A graphical representation of the traditional (left) 
and extended (right) gamma evaluation methods. 
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2 2 2

2 2 2

( , ) ( , ) ( , , , )1 ,m m m mt t r r r r t r t
t d D

 (3.10) 

where 

 
, ,m mt t t t  (3.11) 

 
, ,m mr r r r r  (3.12) 

and 

 
, , , , ,m m m mr t r t r t r t  (3.13) 

If any part of the surface ,c cD r t  intersects the ellipsoid, the test passes the criterion 
at ,m mr t . When nr , 2n  and all criteria have the same numerical value, the 
surface defined by the acceptance criteria will constitute a hypersphere (3-sphere or 4-
sphere). The hyper-gamma ( H ) can now be defined as:  

 
, min , , , ,,H m m H m m c c c ct t tr r tr r  (3.14) 

where 

 
2 2 2

2 2 2
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t t r r r r t r t
r t r t

t d D
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As in the original gamma evaluation method, the evaluated point passes the test if 
1. The ratio between the number of sampling points with 1 and the total 

number of points is referred to as the gamma pass rate. 
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4 Quality Assurance 

A comprehensive QA program includes all aspects of patient care (e.g., physical, 
clinical, and medical aspects) (Saw et al. 2008). This chapter focuses on the physical 
aspects of the radiotherapy process that were prioritised within the framework of this 
thesis. 

4.1 Transfer of information 

To allow different medical systems to communicate with each other, a global 
information technology standard has been developed: Digital Imaging and 
Communications in Medicine (DICOM) (NEMA 2011). Today, DICOM 
encompasses both communication protocols and file formats, allowing it to act as a 
base for the intersystem transfer of digital medical images. The standard has also been 
extended for use in other specialties. One of the first extensions was applied to 
radiation therapy, and is known as DICOM-RT (Law and Liu 2009). DICOM-RT is 
an integral part of the Integrating the Healthcare Enterprise in Radiation Oncology 
(IHE-RO) initiative, which aims to help users and vendors to develop approaches for 
integrating various radiation oncology systems (Abdel-Wahab et al. 2010). Today, 
DICOM-RT is a widely accepted information-technology standard and has a major 
role in the communication between different systems used in the radiotherapy 
process. The absence of manual data transfer improves data integrity (Clark et al. 
2010). However, manual data input might be difficult to avoid at some steps of the 
treatment chain, which inevitably leads to an increased risk of errors (Cunningham 
et al. 2010, Holmberg and McClean 2002). 

As the complexity of radiation treatment increases, so does that of the software used 
in the radiotherapy process. Although some systems are developed to suit a specific 
isolated task, more often systems are able to perform different tasks and the 
functionalities of different systems in the radiotherapy environment tend to overlap. 
The user is able to edit data and add complementary information in several of these 
systems. The relevance and consistency of these data changes are not always clear to 
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the individual user, which may result in unwanted consequences (Leunens et al. 
1992). New tools are needed to manage data integrity issues in radiotherapy (Knöös 
et al. 2001). The development and evaluation of such tools, based on the DICOM 
standard, was the aim of paper II. These tools could be used as an integral part of 
many QA processes that have been designed based on the checklist provided in a 
rapid communication on external beam radiotherapy data transfer authored by 
American Association of Physicists in Medicine (AAPM) Task Group 201 (Siochi 
et al. 2011).   

 

 
Figure 4.1. The hierarchy of DICOM attributes used in the 
integrity check. 
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A general DICOM-RT plan comparison method for ensuring the integrity between 
any two DICOM-compatible systems was developed using the MATLAB 
(MathWorks inc.) environment. The DICOM attributes that are directly related to 
the treatment unit setting and identification of treatment devices (e.g., blocks, boli) 
were identified from the DICOM standard. All DICOM attributes considered in the 
plan comparison are shown in figure 4.1, which also illustrates the hierarchy of the 
data. The developed software was used to compare three different combinations of 
TPS and record-and-verify systems with respect to data integrity in a clinical multi-
vendor environment (figure 4.2). 

The data integrity analysis was divided into two steps. In the first step, all parameters 
were compared without any tolerance level, and a normal condition for each system 
combination was identified. The normal condition constitutes clinically accepted 
systematic data alterations arising from software designs and/or clinical procedures. 
The number of deviations in this step of the analysis normalised to the total number 
of beams was used as a measure of the level of integrity for the system combination. 
The system combination with the highest level of data integrity was the Eclipse Aria 
combination, which shares a single database (table 4.1). 

In the second step, parameters were excluded if their associated DICOM attributes 
were missing from one or both systems. Tolerances were used to manage the 
rounding of decimal values to isolate potential special cause deviations outside the 
normal conditions, and lookup tables were used for data that are mapped in the 
import and/or export in the systems. Only MLC positions for leaves defining the 
beam aperture shape were compared for the Masterplan Visir combination, because 

Figure 4.2. The transfer of DICOM information in the clinical environment. 
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Visir does not export MLC positions outside the beam opening (i.e., MLC positions 
set to zero). 

The discrepancies from the second step of the analysis were classified into seven 
different categories based on how they occurred (figure 4.3). Only two types of 
discrepancies were observed for more than one system combination: treatment unit 
breakdowns and maintenance, which affected the number of fractions planned, and 
adaptation of treatment, which affected collimator positions and meter sets. None of 

 

 
Figure 4.3. Number of plans with discrepancies per category, identified in the 
second step of the analysis. 100 plans were analysed for each system 
combination. 

 
 

 

TTable 44..1. Number of discrepancies per beam, identified in the first step of the analysis. 

Treatment planning system Record-and-verify system Number of discrepancies 

Masterplan (Nucletron) Visir (Nucletron) 10.9 per beam 

Masterplan (Nucletron) Aria (Varian) 4.9 per beam 

Eclipse (Varian)  Aria (Varian) 3.1 per beam 
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these discrepancies arose in the physical transmission of the data (e.g., due to network 
failures); rather, they were related to clinical procedures and system designs. If 
dosimetrically matched treatment units had been available, integrity issues associated 
with treatment re-planning could have been avoided by allowing the same plan to be 
treated at another unit. 

The proposed method can constitute an important part of a data QA program by 
allowing patient-specific data to be monitored and potential compatibility problems 
between different radiotherapy systems to be identified. Logical consistency testing 
(e.g., IMRT treatment plans must have an MLC) can also be implemented in the 
software, which could prevent accidents such as the one that occurred at St. Vincent’s 
Hospital.   

4.2 Independent monitor unit verification 

MU verification is a central part of the patient-specific QA process (Nyholm 2008, 
Sellakumar et al. 2011). Many radiotherapy accidents, such as the ones that occurred 
at Beatson Oncology Centre and Jean Monnet General Hospital, might have been 
prevented if a secondary independent MU control system had been used routinely 
(Stern et al. 2011). Ideally, independent refers to the data used to characterise the 
treatment unit, the implementation of the calculation algorithms, and the derivation 
of geometrical data (e.g., source-to-surface distance, depth, and radiological path 
length) from the patient anatomy. Using shared input data will increase the risk of 
errors that affect both systems, and therefore would be difficult to detect. 

Several calculation methods have been proposed for the purpose of MU verification, 
ranging from factor-based models to Monte Carlo simulations (Dutreix et al. 1997, 
Kung et al. 2000, Nyholm et al. 2006, Pisaturo et al. 2009). 

MU verification software was developed within the framework of this thesis 
(Radiotherapy Verification Program, RVP) based on two factor-based models. The 
first method incorporates an expression for the linear attenuation of the primary 
photons and an expression for the ratio of scatter photons to primary photons 
(scatter-to-primary ratio, or SPR). The second method is based on percentage depth 
dose tables and output ratios in water for different field sizes and a single reference 
source-to-surface distance (SSD). Heterogeneities inside the patient are taken into 
account by manually entering the length of bulk density tissues along the beam path 
to the calculation point. The RVP software has been adopted at several Swedish 
institutions for pre-treatment verification of 3D-CRT treatments. This has allowed 
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detailed statistical analyses analysis of the MU verification process based on a large 
collection of data (III). 

An essential part of the MU verification process is the definition of relevant action 
levels for deviations between the primary and secondary calculations. The accuracy of 
the two calculation methods in clinically relevant situations forms the basis for these 
action levels (Stern et al. 2011). The statistical analyses were therefore based on the 
tools within SPC. Deviations between point dose calculations in TPS and in RVP for 
9219 treatment plans from five different institutions were analysed using control 
charts. Based on previous experience with the SPR calculation model (Knöös et al. 
2001), a ±4% action level was used at all institutions during the data collection 
period. The process of MU verification was divided into subprocesses based on the 
stored treatment plan parameters (e.g., institution, treatment unit, treatment site, 
signature/operator, and number of beams). Differentiation into institutions, 
treatment sites, and treatment techniques derived the most meaningful subprocesses 
for the purpose of generating control charts. Although only data from RVP were 
analysed in this study, the concept of control charts and subprocesses might also be 
valid for other MU verification software. 

For the subprocesses, centre line values ranged from -1.7% to 1.6%, and the half 
widths of the limits ranged from 1.8% to 6.8%. The half widths of the limits were in 
good agreement with the guidelines for action levels proposed by AAPM Task Group 
114 regarding the verification of MU calculations (Stern et al. 2011). Therefore, 
control charts may provide an efficient means of deriving action levels for use in 
conjunction with the recommendations of Task Group 114. However, the use of 
control charts should not replace a comprehensive commissioning of either the MU 
verification software or the primary TPS. 

Nineteen of 32 subprocesses met the clinical specification (±5%) (i.e., capability index 
1). The specification level of 5% absorbed dose difference was chosen after 

considering the combined uncertainty between RVP and TPS, as well as the overall 
accuracy requirements of 2.5-3.5% (1 s.d.). 

The total percentage of calculations outside the control chart limits was 2.1% for the 
subprocesses analysed, and major differences (0.0–10.3%) between subprocesses were 
identified. The major differences originated from the categorisation of treatment 
plans. The subprocess for which many calculations fell outside the limits was 
characterised by a small half width between the limits, due to very similar patient 
geometries and beam settings. However, the data also contained a few plans associated 
with a completely different beam setting and geometry, which therefore had a high 
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likelihood of falling outside the limits. These plans should have been placed in 
another subprocess. 

Differences in control chart parameters for investigated subprocesses were observed 
between different treatment sites, treatment techniques, institutions, and users. 

The differences between different treatment sites and techniques were mainly caused 
by various degrees of complexity. For more complex treatments (e.g., treatment of the 
breast using asymmetric technique), the corresponding capability was low because of 
limitations in the factor-based models. Subprocesses for which it is possible to select 
the calculation point such that that it fulfils the recommendations of the International 
Commission on Radiation Units and Measurements for prescribing and reporting 
absorbed dose (i.e., points where transient electron equilibrium is established) result 
in a smaller width between the control chart limits and a higher process capability. 

For treatment sites associated with heterogeneous volumes, institutions with higher 
moving range and lower process capabilities also exhibited larger variation between 
users (i.e., signatures). Some users also exhibited a larger variation in their calculation 
results compared with their institution colleagues. This finding indicates that the 
difference did not arise from the beam data in TPS or RVP, but from how stringent 
the methodology for MU verification was at that institution. By reducing the 
flexibility in the software (e.g., by introducing non-user-associated determination of 
geometrical parameters and the use of a well-defined methodology for the process), 
these user variations could be minimised. 

The data is analysed chronologically using control charts, which enables early 
detection of changes in a process. At one institution, a migration from using the 
pencil beam convolution (PBC) algorithm in MasterPlan to the anisotropic analytical 
algorithm (AAA) in Eclipse was undertaken during the data collection period. The 
effect of this change can be seen as an increase in the mean value after 156 calculated 
plans, while the average moving range remains at a similar level (figure 4.4). Having 
implemented SPC, the points outside the control chart limits would have triggered an 
investigation and potentially revealed the effect of the migration to AAA and Eclipse 
on the process of MU verification. After determining and accepting the cause of the 
change in the process, the modified process should be mapped out and new control 
chart limits should be calculated. 

It was concluded that the construction and analysis of the control charts can improve 
the understanding of the MU verification process from a clinical point of view, and 
can also allow for statistically relevant treatment sites and technique-specific action 
levels (control chart limits) to be applied. The control chart is also a valuable tool 
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with which to identify systematic errors and weaknesses in radiotherapy-related 
processes. 

4.3 Pre-treatment measurements 

Since the introduction of IMRT, pre-treatment measurements have been widely 
employed as a part of routine patient-specific QC of intensity-modulated treatments. 
Film dosimetry has gradually been replaced by different types of detector arrays 
(Buonamici et al. 2007). As VMAT has found its way into clinical practice, so have 
new detectors and plan verification methods. 

VMAT plans are often highly modulated and contain many degrees of freedom: the 
dose rate, gantry speed and MLC positions are all simultaneously variable (Korreman 
et al. 2009). The QA of VMAT plans is generally derived from (or similar to) that of 
IMRT. This includes the use of diode or ionisation chamber arrays, or portal 
dosimetry systems. Recently, new diode arrays that may be well suited for rotational 
measurements have been developed, such as the Delta4 (Scandidos) and the ArcCheck 
(Sun Nuclear) (Bedford et al. 2009, Feygelman et al. 2011, Petoukhova et al. 2011).  

Because VMAT plan delivery involves continuous gantry movement, rather than a 
discrete number of gantry angles, there are usually no patient plan-specific control 
measurements of anything other than the entire composite dose distribution. It is 
possible that some deviations between planned and delivered dose distributions at 

 

  
Figure 4.4. Control charts for the subprocess derived from the breast treatment 
site and 3D-CRT treatment technique at a single treatment unit. The PBC 
algorithm in MasterPlan was used until calculation 157, when the AAA 
algorithm in Eclipse was implemented. The blue data points represent the 
initial 50 plans used to determine the control chart limits. The red lines 
represent the specification level of ±5%. 
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certain gantry angles cancel each other out when only the composite dose distribution 
is analysed. In turn, potential delivery errors are blurred, and information regarding 
how well the accelerator is coping with the delivery of these types of complex plans 
can be lost. Each VMAT beam is described by a number of control points. By analysing 
VMAT delivery at a control point level, both systematic and plan-specific errors that 
are not visible in the composite plan could potentially be found. 

To evaluate the accuracy of the AAA algorithm in the Eclipse treatment planning and 
the delivery system (Clinac iX, Varian Medical Systems), measurements of VMAT 
plans were compared with the corresponding treatment plans at a control point level 
(IIII). For this purpose, clinical treatment plans of varying complexity were analysed 
using the Delta4 detector system (figure 4.5). 

Ten treatment plans with principally different properties (e.g., target size, number of 
arcs, photon energy, and number of MUs) were included in this retrospective study. 
Each plan was measured five times during a 7-day period using a research version of 
the Delta4 software. This version allowed the dosimetry readings, acquired at 72 Hz, 
to be exported and analysed using an application software developed in-house with 
support for 4D TPS dose distributions and hyper-gamma functionality. The 
measurements were analysed control point by control point using the developed 
hyper-gamma method and the [2%/2mm/0.5 

º] and [3%/3mm/0.5 
º] criteria. 

 

 
Figure 4.5. Illustration of the Delta4 detector system, which 
consists of two orthogonal detector arrays in a cylindrical 
polymethyl methacrylate (PMMA) phantom. The detector 
spacing is 5 mm in the central and 10 mm in the distal part of 
each array. 
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For VMAT treatments, the gantry angle is directly related to a specific control point. 
To group the dosimetry readings into control points, different methods were 
investigated to acquire the gantry angle at the time of the dosimetry reading. The 
uncertainties in the gantry angle determination were evaluated for two different 
inclinometers: N62u (Nordic Transducer) and IK360 (SIKO). Different mounting 
positions, as well as the uncertainties associated with the MLC computer-generated 
DynaLog files (VMS 2011), were examined (table 4.2). If inclinometers are used for 
precision gantry angle measurements, they should not be mounted on the plastic 
cover. The reason for this is that small movements of the covers are present at certain 
angles. The DynaLog files were associated with the least uncertainty, and were 
therefore used to group the dosimetry data. However, the DynaLog data are not 
independent of the accelerator; therefore, simultaneous IK360 measurements were 
used to verify the actual gantry angle readings. 

To allow efficient evaluations of the large data collections acquired, the data were 
collapsed into a 2D view by displaying the hyper-gamma pass rates for the two 
detector planes side by side. This allowed spatial areas with potential issues to be 
identified. Profile comparisons in the spatial and control point intervals dimension 
were used to identify specific control point intervals for further investigations using 
beams-eye-views (figure 4.6). The beams-eye-view was found to be a valuable tool in 
the determination of the cause of e.g. low hyper-gamma pass rates for specific gantry 
angle intervals and detector elements. 

From the hyper-gamma analyses, it was concluded that the AAA and Clinac iX 
delivery system were accurate within small control point intervals, for both 6 MV and 
10 MV. The average hyper-gamma pass rates [3%/3 mm/0.5°] were above 93% for all 
plans investigated. There was a concern that gravitational effects could affect the 
MLC and hence the accuracy in specific gantry angle intervals. However, no 
significant difference between different gantry angle intervals were observed, except 
for those associated with the two first and last control points for a 358° arc. It is 
unlikely that this discrepancy would have any clinical impact, since it constitutes a 
very small part of the total treatment. 

 

TTable 44.2. Uncertainties associated with the gantry angle determination for two full arcs of 
different rotation directions (1 s.d.). 

Arc Inclinometer mounting position N62u IK360 DynaLog 

1-2 Plastic cover  0.64 
º 0.74 

º 0.087 
º 

3-4 Metal frame behind cover  0.20 
º 0.13 

º 0.083 
º 
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4.4 In vivo dosimetry 

In vivo dosimetry is the most direct method for monitoring the absorbed dose 
delivered to the patient. Unlike other QA procedures, in vivo dosimetry checks the 
absorbed dose delivered to the patient rather than the individual components prior to 
treatment (AAPM 2005, Essers and Mijnheer 1999). Errors occurring at the time of 
treatment would not be detected with pre-treatment measurements, although they 
might be detected through the use of in vivo dosimetry. In vivo dosimetry is an 
important safeguard against major treatment delivery errors in external beam 

 

 
FFigure 44..66.. The mean hyper-gamma pass rates for the wing units of the Delta4 
detector system and a single arc displayed in beams-eye-view. The red arrows 
illustrate the motion of the individual MLC leaves from the start to the end of 
the control point interval. A small MLC opening moving rapidly over one 
detector element (purple circle) was discovered. This caused a large absorbed 
dose difference between calculation and measurements for this particular 
detector element and control point interval. 
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radiotherapy (Calandrino et al. 1997, Cunningham et al. 2010, Essers and Mijnheer 
1999, Fiorino et al. 2000, Lanson et al. 1999, Noel et al. 1995). The investigations of 
the accidents at Beatson Oncology Centre and Jean Monnet General Hospital 
concluded that they could have been prevented by the use of in vivo dosimetry during 
the first treatment fraction. The accident at St. Vincent’s hospital highlighted the 
potential magnitude of errors during dynamic treatments. The potential magnitude 
implies that in vivo dosimetry should preferably be evaluated in real-time to allow for 
early termination if errors are detected during treatment. 

Despite the many examples of accidents that could have been prevented by the use of 
in vivo dosimetry, the cost versus the benefit of in vivo dosimetry has been argued and 
the scientific community has not reached a consensus (MacKay and Williams 2009, 
McKenzie et al. 2006, Williams and McKenzie 2008). For IMRT, in vivo dosimetry 
using EPIDs may constitute an efficient system (McDermott et al. 2007). The 
additional clinical time required for in vivo EPID dosimetry is small, because the 
detector does not need to be attached to the patient and the reading is acquired 
during treatment. However, the dose reconstruction time is a limiting factor for real-
time in vivo usage. 

During recent years, electromagnetic (EM) transponder systems have been introduced 
to monitor intrafractional target motion (Cherpak et al. 2009, Kindblom et al. 2009, 
Shah et al. 2011). An advantage of EM localisation systems compared with most 
other localisation techniques is that they provide real-time positional information 
without the delivery of ionising radiation. By including a small radiation dosimeter in 
these types of devices, target absorbed dose can potentially be monitored in vivo with 
little extra effort. A complete evaluation system for real-time in vivo dosimetry was 
developed around the RayPilot (MicroPos) localisation system and evaluated using an 
anthropomorphic phantom (IIV). 

The RayPilot system consists of three parts: a transmitter, a receiver unit placed on 
the treatment couch, and a computer for real-time data analysis (i.e., determination of 
transmitter position). When used clinically, the wired transmitting probe is 
temporarily inserted into the prostate gland through perineal implantation, using a 
modified Seldinger technique. A p-i-n diode dosimeter was incorporated inside the 
probe near the transmitter, allowing simultaneous absorbed dose measurements and 
position monitoring in three dimensions.  

An open water container was integrated with the anthropomorphic phantom to allow 
generation of intrafractional motion using a programmable 3D motion stage. The 
entire in vivo dosimetry system and the experimental setup are illustrated in figure 
4.7. 
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To evaluate the proposed method for real-time in vivo dosimetry, errors were 
intentionally introduced into a typical 6 MV prostate VMAT plan. The plan was 
delivered using a Trilogy linear accelerator (Varian Medical Systems) both with and 
without intrafractional motion, and with and without errors introduced. Ideally, the 
in vivo dosimetry system should be able to distinguish the plans with introduced 
errors from the error-free plan. This methodology has previously been used to 
evaluate different detector systems (Damkjær 2011), and has also been proposed for 
the determination of acceptance criteria for measurements of IMRT plans (Carver 
et al. 2011). The errors introduced were: 

 MUs increased by 3% and 5% 
 Collimator rotation offset by ±3° and ±5° 
 Both MLC banks shifted by ±3 mm and ±5 mm 
 MLC opening increased by 1 mm and 3 mm 
 MLC opening reduced by 1 mm and 3 mm, with a minimum opening of 0.6 

mm. 
 Gantry angle offset by ±3° and ±5° 
 MLC fully retracted 

 

 
FFigure 44..77.. The experimental setup.  The tracking box was only 
used to record readouts from the linear accelerator (e.g. gantry 
angle) synchronously with the RayPilot data. 
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All deliveries were evaluated using the hyper-gamma method and the [3%/3mm/1º] 
criteria, as well as the cumulative absorbed dose difference. 

Reference absorbed dose data was extracted from the clinical TPS at every control 
point throughout delivery. The gantry angle was measured using a high-performance 
inclinometer (N62u, Nordic Transducer) and used to determine the current 
treatment progress (regarding the control point reached) and, in turn, the 
corresponding TPS-calculated absorbed dose. 

The maximum difference between all dosimeter readings and the corresponding TPS-
calculated cumulative absorbed doses for three consecutive deliveries with a static 
detector position and without introduced errors ranged from -3.7% to -2.3% of the 
total TPS-calculated absorbed dose. The hyper-gamma pass rate ranged from 95% to 
100% for these deliveries. 

The introduction of intrafractional motion had a substantial impact on the measured 
absorbed dose for two of the trajectories investigated. Determination of the reference 
TPS-calculated absorbed dose based on the EM-recorded positions generally reduced 
the deviations between the measurements and calculations. By comparing these values 
with non-positional corrected reference doses, the dosimetric effect of intrafractional 
motion could be estimated, and potential delivery errors could be isolated. 

The absorbed dose difference exceeded the maximum absolute difference of the non-
erroneous deliveries (3.7%) for three of the introduced errors and all trajectories. 
These errors were a 5% increase of MUs, MLC opening reduced by 3 mm, and a 
fully retracted MLC. The most severe treatment error (fully retracted MLC) was 
detected during an early stage of treatment (figure 4.8). Serious radiation 
overexposure can be avoided in a clinical setting by allowing the in vivo system to 
interrupt treatment if the measurements are outside pre-defined tolerance levels. 

It was found that if implantable EM-transponders are used for target localisation, the 
addition of a dosimeter and an online dosimetric evaluation system provides a fast 
and resource-efficient in vivo dosimetry system. Combining the analyses of absorbed 
dose differences with hyper-gamma analyses allows for the detection of small 
treatment errors, as well as the evaluation of the dosimetric impact of intrafractional 
motion. 
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4.5 End-to-end tests 

When new technologies and methods are introduced, the need for verification of the 
entire treatment process is imminent. Polymer gel dosimetry can be used to measure 
absorbed dose distributions in a complete volume with high spatial resolution 
(Isbakan et al. 2007, Vergote et al. 2004). By substituting a gel dosimetry phantom 
for the patient, the radiotherapy process from CT-scanning to treatment delivery 
(including treatment planning and patient setup strategies) can be checked. The gel 
dosimeter can either function as the phantom itself or as a part of the phantom. The 
measured dose can be compared with the TPS-calculated dose distribution, evaluating 
both the dosimetric and geometric accuracy of the treatment. 

Polymer gel dosimetry involves three steps: fabrication, irradiation, and scanning 
(Baldock et al. 2010). Owing to the introduction of oxygen scavengers, the 
dosimeters can be fabricated at normal room atmosphere (Fong et al. 2001). The 
polymer gel mainly consists of ultra-pure deionised water (approximately 90%) and is 
therefore equivalent to soft tissue (Keall and Baldock 1999). The other components 
include radiation-sensitive chemicals (monomers) and a matrix substance (e.g., 
galatine). A process of radiolysis starts when the gel is irradiated; highly reactive 
radicals induce the monomers to form polymers. The amount of polymer produced 
depends on the absorbed dose deposited in the volume. The role of the gel matrix is 
to preserve the spatial integrity of the polymer structures. 

 

 
FFigure 44..88.. Plans delivered with high frequency oscillation trajectory. 
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The absorbed dose information can be read out using different imaging techniques 
(e.g., MRI, optical-CT and x-ray CT). The parameter that is most commonly used to 
determine the absorbed dose is the relaxation rate of transversal magnetisation 
(R2=1/T2) (Baldock et al. 2010). This parameter can be determined by MRI using 
multiple spin echo sequences. The R2 increases with increased absorbed dose, and is 
approximately linear within a limited range (figure 4.9). 

The use of gel dosimetry is considered feasible for the verification of dynamic 
deliveries (Ceberg 2010, Ceberg et al. 2008, Gustavsson et al. 2003). It may also have 
an important role for audits of radiotherapy institutions participating in multicentre 
trials. Such trials could constitute the task of delivering a given absorbed dose to a 
specific volume inside an anthropomorphic phantom. To fully evaluate the entire 
treatment process, it is essential that all work tasks is performed by the group of staff 
that would be involved in the actual treatment of a patient. The treatment scenarios 
of the multicentre study should be mimicked to the greatest possible extent, which 
could be a difficult task if, for example, fiducial markers are used in the clinical 
setting.  

Image-guided radiotherapy (IGRT) has been widely adopted to minimise the effects 
of inter-fractional motion. Intraprostatic gold fiducial markers are the most 
widespread approach for IGRT of the prostate in clinical practice (Kupelian et al. 
2008). A pre-study was undertaken to investigate the feasibility of a normoxic 
polyacrylamide gel (nPAG) dosimeter with implanted gold fiducial markers for 
auditing purposes (VV). 

The phantom in this study consisted of three parts: the patient-simulating volume 
(which provided realistic scatter conditions and weight), a glass bottle containing the 

 

 
Figure 4.9. Illustration of the relationship between T2, R2 and the absorbed 
dose for polymer gel dosimeters. 
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active dosimetric volume, and the fiducial markers and fiducial support structure 
(figure 4.10). The oval-shaped outer part of the phantom was made of polystyrene. A 
hole in the centre of the polystyrene fitted an oxygen-resistant glass bottle containing 
the nPAG gel. The fiducial markers (1 mm diameter, 5 mm length) were fixed at the 
ends of three PMMA rods (5 mm thickness) attached to the lid of the bottle. 

A five field, 6 MV, sliding-window IMRT treatment plan was created on the 
phantom using internal structures (planning target volume, clinical target volume, 
rectum, femur heads, and urinary bladder) from a clinical case. A Clinac 2100C/D 
(Varian medical systems) equipped with an x-ray on-board imager was used for 
treatment delivery. The phantom was intentionally placed at an offset position from 
iso-center, with a rotation of the glass bottle around the longitudinal axis. Planar 
imaging at 0° and 270° using the on-board imager was undertaken, and the integrated 
automatic correction possibilities (longitudinal, lateral, and vertical couch movement) 
in the Aria verification system were used to correct for the simulated misplacement.  

The gel dosimeter was read-out using a 1.5 T MRI unit (Siemens Medical Systems) 
and a 32-echo multi spin echo sequence. The voxel size was 1×1×3 mm, and an 
application software developed in-house was used to calculate R2 (Karlsson 2007). 
The gel results were normalised to a TPS-calculated absorbed dose using a region of 
homogenous dose in a slice without the presence of the fiducial markers or fiducial 
support structure. 

Overlay of the 95% isosurface of the TPS-calculated dose distribution and the 
measured dose distribution using gel showed good agreement in 3D. The volume 
included in the 95% isosurface was approximately 3% smaller for the measured 

 

 
Figure 4.10. Illustration of the oval-shaped phantom, the bottle 
containing the normoxic polyacrylamide gel, and the fiducials 
attached to the fiducial support structure. 
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distribution than the calculated distribution. An increase of the R2 value was 
apparent in the region surrounding the fiducial support structure. This MRI read-out 
artifact typically corresponded to a relative dose increase of 25% in a radius of 1 cm 
around the structure compared with the TPS-calculated dose distribution. However, 
this effect did not compromise the determination of the location of the 95% isodose 
surface, as the fiducial markers were located centrally in the volume of interest. 
Therefore, it was confirmed that MRI-based nPAG gel dosimetry can be used to 
verify setup correction procedures using implanted gold fiducial markers if the region 
in the proximity of the fiducial markers is of minor importance. For the case used in 
this pre-study, it was shown that the use of on-board imaging and integrated setup 
correction tools could be used to compensate for a deliberately introduced offset in 
the position of the clinical target volume. 

To allow more realistic simulations of patient treatments, an anthropomorphic 
phantom was developed for use in audits (figure 4.11). The insert holding the gel 
dosimetry bottle is modular, allowing displacements and rotations of the bottle to 
simulate inter-fractional motion. The developed phantom will be used in future work 
and for audits of the centres participating in the randomised multicentre phase III 
study of patients with intermediate-risk prostate (HYPO-PC-RT 2008). 

 

 
Figure 4.11. Illustration of the anthropomorphic phantom. 
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5 Summary and conclusions 

Several tools have been developed and evaluated within the framework of this thesis. 
These tools have two important applications: routine use in daily clinical practice, and 
during the introduction of new technologies in the local clinical setting. 

The concept for ensuring data integrity proposed in this thesis is based on the 
DICOM global information standard, and is therefore generally applicable to most 
radiotherapy computer systems. This developed tool can be used to analyse the 
compatibility between systems. After acknowledging potential systematic 
discrepancies, it could be used to monitor patient-specific treatment parameters. By 
allowing a normal condition to be defined for each system combination, the operator 
can be alerted only when a special cause variation arises. Otherwise, this information 
is likely to be rendered undetectable by rounding issues and other integrity failures 
that do not affect the patient safety. 

The need for data transfer QA programs in the modern radiotherapy process, which 
includes electronically transferred information, has been recognised during the last 
decade. Some organisations and publications provide checklists of the steps that must 
be taken to ensure a high level of data integrity. However, the clinical implementation 
of the tests described in these recommendations requires new, efficient tools like those 
developed in this thesis.  

Independent MU verifications can prevent major radiotherapy accidents. In this 
thesis it has also been demonstrated that independent MU verification data can be 
used to detect small changes in the treatment preparation steps if the data is 
monitored using SPC and control charts. Control charts also allow for statistically 
relevant limits to be defined for deviations between the primary TPS and the 
independent calculation software. 

Time-resolved dosimetry was shown to be a valuable tool for real-time in vivo 
treatment monitoring. If the radiation dosimeters are integrated with interstitial 
localisation devices, the extra resources required for in vivo dosimetry will be small. 
Computers are today fast enough to allow evaluations of in vivo dosimetry data in 
real-time, allowing treatments to be terminated if errors are detected. This 
functionality may provide such confidence that patient-specific pre-treatment QA 
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programs can be reduced, or even replaced. Still, pre-treatment measurements on a 
control point level are important for detailed analyses. These analyses may result in a 
better understanding of the reasons why some treatment plans are associated with a 
low gamma pass rate.  TPS vendors should provide tools for the calculation and 
export of dose matrices on a control point basis, allowing for these types of analyses in 
clinical routine and resulting in more rigorous QC and improved patient safety. 

Gel dosimetry and anthropomorphic phantoms were demonstrated to be important 
tools for complete end-to-end tests. Such tools are especially important when 
introducing new technologies. The technique allows for full 3D comparisons of the 
planned and delivered dose distributions. The MR artifacts introduced by fiducial 
markers have little impact on the analysis if the proximity of the fiducial markers is of 
minor dosimetric importance. 

The methods and concepts developed in this thesis for the QC of the physical aspects 
of patient-specific treatment parameters can improve patient safety and reduce the 
resources required for a comprehensive QA program. 
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a b s t r a c t

Background and purpose: Ensuring data integrity in radiotherapy is of major importance and a complex
task. The aim of this study was to compare three different combinations of treatment planning and record
and verify systems with respect to data integrity.
Materials and methods: A software for comparison of treatment parameters in DICOM-RT files was devel-
oped using the MATLAB R2010a (MathWorks Inc.) environment. One hundred treatment plans were ana-
lyzed for each system combination. In the first step of the analysis, all parameters were compared and a
normal condition for each system combination was identified. The second step focused on the discovery
of potential special cause deviations, e.g. by applying tolerance levels.
Results: In total, 15% and 0.37% of all comparisons failed to meet the defined integrity demands in step 1
and step 2 of the analysis, respectively. Differences in the data integrity level between the systems were
observed, ranging on average from 3.1 to 11.9 discrepancies per beam for the different RV-TPS combina-
tions.
Conclusions: The proposed method can be used to increase the safety for individual patients by ensuring
that the intended treatment is delivered. The system combination with the highest level of data integrity
was found to be the one which shares a single database.
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Preparation and planning for radiotherapy is a complex proce-
dure. At some point in the process, data often have to be transfered
between software and computer systems from different vendors.
To allow different medical systems to communicate with each
other, a global information-technology standard, Digital Imaging
and Communications in Medicine (DICOM) has been developed
[1]. In 1993 DICOM v3.0 was released, which encompasses both
communication protocols and file formats, allowing DICOM to act
as a base for intersystem transfer of digital medical images. The
standard was extended in 1997 to cover radiotherapy information
objects [2]. This extension is referred to as DICOM-RT. Today
DICOM-RT has been widely accepted and has a major role in the
communication between different radiotherapy systems. An initia-
tive to help users and vendors to develop approaches for integrat-
ing various radiation oncology systems (IHE-RO) has also been
launched where DICOM is an integral part [3]. Undoubtedly, the
absence of manual data transfer ensures a higher level of data
integrity [4]. However, manual data input might be difficult to
avoid at some steps of the treatment chain, which inevitably leads
to an increased risk [5,6]. There is also a possibility that data might
be lost or misinterpreted because different systems might not fully
support the same data structures of the DICOM standard [7].

Some systems are developed to suit one specific isolated task,
but more often systems are able to perform different tasks and
the functionality of different systems in the RT environment tends
to overlap. For instance, in many clinical environments, beams can
be created and shaped in both the treatment planning system (TPS)
and in the record and verify (RV) system. The user is able to edit
data as well as add complementary information in several systems.
For the individual user the relevance and consistency of these data
changes are not always clear, which may result in unwanted con-
sequences [8]. The transfer of treatment parameters between dif-
ferent systems during the radiotherapy process could potentially
introduce discrepancies between datasets [9]. In fact, the World
Health Organization (WHO) has reported that the greatest bulk
of incidents in modern radiotherapy without any known adverse
events to patients are related to the transfer of information (38%)
[9,10]. Thus, there is an obvious need to ensure, in every situation,
that the intended (signed/approved) treatment plan also is deliv-
ered to the patient.

Modern computer systems often rely on checksums, which are
fixed-sized signatures calculated from a block of digital data. One
of the most commonly used algorithms for calculation of check
sum is the cyclic redundancy check (CRC) [11]. By comparing check
sums before and after transmission or storage, communication
errors may be detected. However, this method is not applicable
for comparison of the data in systems from different vendors, as
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the checksum needs to be calculated from exactly the same data to
pass the test. If data are modified or added, the test will always fail,
without providing any information on what part of the data has
been altered. In order to manage data integrity issues in radiother-
apy, new tools are needed [12]. Such tools could be implemented
into a software application to monitor alterations of the patient
specific treatment data and thereby improve the patient safety.
The recent rapid communication from the AAPM Task Group (TG)
201 provides clinics with a checklist that could be used in the
design of data transfer related QA processes [13]. A method for
comparisons of ASCII files following the RTPConnect Radiotherapy
Treatment Planning Import/Export Interface Specification (IMPAC)
and Pinnacle3 (Philips Healthcare) data files has been shown to be
an efficient method for automatic one-to-one data correspondence
checks [14].

The aim of this study was to compare different combinations of
TPS and RV systems with respect to data integrity in a clinical mul-
ti-vendor environment. A general method based on the DICOM
standard was developed to compare treatment data from different
steps of the treatment chain in order to verify the integrity of
datasets. Clinical implementations of this method could constitute
an integral part of a QA program based on the TG 201 recommenda-
tions.

Materials and methods

By comparing exported DICOM files, the data in the systems are
indirectly compared and the integrity of the data between systems
is thus verified (Fig. 1). A requisite for this method is that the
exported DICOM data from the systems corresponds to the data
in the databases of the systems. The vendors should check that
the exported information complies with the communication proto-
col standards (e.g. DICOM) by testing of the output information
[15,16]. However, users are advised to test the DICOM compatibil-
ity as a part of the commissioning of the systems [13].

Comparison of DICOM attributes

A software for comparison of treatment parameters in DICOM-
RT files was developed using the MATLAB R2010a (MathWorks
Inc.) environment. The dicominfo function and the default DICOM
data dictionary in the Image Processing Toolbox were used for
extraction of metadata from the DICOM-files. Each attribute in
the DICOM file is identified by a 2-byte integer group number

and a 2-byte integer element number which together are referred
to as a tag [17].

The DICOM attributes directly related to the treatment unit set-
ting and identification of treatment devices (e.g. blocks, boli) were
identified from the DICOM standard [1]. The Patient ID and RT Plan
Label were used to pair corresponding treatment plans from differ-
ent systems. The Beam Number was used to pair corresponding
beam data. If system designs or clinical procedures do not allow
a robust beam numbering that does not change between systems,
an alternative method for beam matching could be used [14]. All
DICOM attributes considered in the plan comparison can be found
in Supplementary material, which also illustrates the hierarchy of
the data. Only external photon beam therapy was considered in
this study.

The Beam Sequence in the DICOM-RT Plan defines equipment
parameters for delivery of external radiation beams. Each Beam
Sequence item contains a Control Point Sequence, which is a se-
quence of machine configurations describing the treatment beam.
All applicable parameters are specified at the first control point,
with the exception of couch positions which are omitted in the first
control point if relative coordinates are used. The parameters that
change at any control point should be specified explicitly at all con-
trol points. Only treatment beams (i.e. beams where Treatment
Delivery Type is not defined or the value is TREATMENT) are com-
pared. The Number of Beams attribute is modified accordingly to
reflect the number of treatment beams in comparison.

Owing to some flexibility in the standard, all DICOM attributes
cannot be compared on an entry-by-entry basis. To verify the
integrity of monitor units (MUs), the total MUs for each beam as
defined in the Fraction Group Sequence, as well as the number of
delivered monitor units at each control point are compared. The
number of MUs delivered at each control point is calculated
according to Eq. (1), where i denotes the beam and j the control
point [1]:

MUi;j ¼ Beam Meterseti �
Cumulative Meterset Weighti;j

Final Cumulative Meterset Weighti
ð1Þ

The beam number is used as a link between the fractionation
data in the Fraction Group Sequence and a specific item in the Beam
Sequence. Similar relationships exist for wedge data, which are
defined under the Wedge Sequence and the position of the wedge
is then defined in the Wedge Position Sequence under the Control
Point Sequence. The Wedge Number links this information together.
In the developed software, the linking of information is performed
before it is compared between systems. For wedged beams the
control point items might need to be rearranged in the comparison
and the control points that do not contribute to the treatment be
deleted (i.e. zero MU delivery). In such cases the affected parame-
ters (i.e. Number of Control Points and Control Point Index) are mod-
ified accordingly.

The position of the collimators is defined in the Beam Limiting
Device Position Sequence. An item in this sequence corresponds
either to the X-jaws, Y-jaws or the multi-leaf collimator (MLC).
The software compares all defined collimator positions.

Add-on accessories such as compensators, blocks, trays, exter-
nal wedges and boli constitute treatment equipment that is identi-
fied by codes or user notes and plans utilizing these items might be
subjected to compromised integrity at a higher level during inter-
system transfer. The software verifies that the identification data
and the position of each accessory are the same for the two plans.
The physical properties of the block and compensator usually only
needs to be transfered to software involved in the manufacturing
process of the accessory under consideration. In general, these soft-
ware do not support DICOM export and it is therefore not possible

Fig. 1. An illustration of the concept of data integrity verification using the
proposed model.
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to use the proposed method to verify the data integrity of this
information.

Patient setup parameters are not compared using the proposed
method, since these are usually dependent on notes and the struc-
ture of patient setup information is not strictly defined. The RT Pa-
tient Setup Module allows detailed description of the patient setup.
However, the complexity level of this information is much higher
compared to the RT Beam Module attributes, which makes a com-
promised integrity more likely.

All other Beam Sequence and Control Point Sequence item attri-
butes are verified entry-by-entry. In total, comparisons of 61
parameters based on the DICOM-attributes were implemented in
the software.

By using a tolerance level in the comparison of each numerical
data value, rounding issues without any significance for the treat-
ment outcome could be taken into account.

Comparisons of different TPS-RV combinations

The developed software was implemented in a clinical environ-
ment. A migration from the RV-system Visir (Nucletron) to
Aria (Varian Medical Systems), as well as a migration from the TPS
MasterPlan (Nucletron) to Eclipse (Varian) allowed an intercompar-
ison study between three different system combinations (Master-
Plan? Visir, MasterPlan? Aria and Eclipse? Aria) within the
same clinical environment.

One hundred treatment plans, including both 3D-conformal
radiotherapy (3D-CRT) and intensity modulated radiotherapy
(IMRT) plans, were analyzed for each system combination. The
approved plan generated using the TPS (MasterPlan or Eclipse)
was compared with the treated plan as registered in the RV system
(Visir or Aria) after treatment completion. Both plans were ex-
ported to the comparison software as DICOM-RT Plan objects. Each
system combination had been in clinical routine for at least one
year when, after an otherwise random time point, the next 100
consecutive approved plans were included in the study.

The average number of beams per plan for different system
combinations ranged between 3.9 and 4.6. 40 beams had a shape
that was only defined by the collimator jaws and 25 beams for each
combination were intensity modulated. Blocks were utilized in 1
and 6 beams for the combinations MasterPlan? Visir and Master-
Plan? Aria, respectively. The plans were mainly created in the TPS
and additional information (e.g. dose rate for the MasterPlan com-
binations and block identification data) were manually added in
the RV. Treatment top position data were acquired during the first
treatment. In some cases, the plans were created using Advantage
SIM (GE Healthcare) and exported, via DICOM, to the TPS for MU
calculations. Owing to the differences in system design some vari-
ations in the clinical practice between the systems were present.
The transfer of fundamental treatment parameters (e.g. treatment
unit, energy, gantry angle, field size, MU) was manually checked by
a medical physicist, by comparing the data in the RV with TPS
printouts prior to the treatment. The light field on the treatment
unit was verified against printouts of the beam outline generated
in the TPS. Additional non data transfer related QA was also per-
formed, such as an independent monitor unit calculation.

The Eclipse and Aria systems are sharing a single database. The
export is therefore performed at two different points in time (after
completed treatment planning and after treatment completion)
from the same underlying database.

The data integrity analysis were performed in two steps. In the
first step, all parameters were compared without any tolerance le-
vel and a normal condition for each system combination was iden-
tified. The normal condition constitutes clinically accepted
systematic data alterations arising from software designs and/or
clinical procedures. The number of deviations in this step of the

analysis was used as a measure of the level of integrity for the
system combination. Most comparisons are performed on a control
point level and secondly on a beam level. Due to the different num-
ber of control points and beams compared for each system combi-
nation, the number of deviations needs to be normalized to either
the total number of control points or the total number of beams.

In the second step, parameters were excluded if their associated
DICOM attributes were missing from one or both systems. In order
to isolate potential special cause deviations outside the normal
conditions, tolerances were used to manage rounding of decimal
values and look-up-tables were used for data that are mapped in
the import and/or export in the systems. Only MLC positions for
leaves defining the beam aperture shape were compared for the
MasterPlan? Visir combination, as Visir does not export MLC
positions outside the beam opening (i.e. MLC positions set to zero).
The deviations isolated in the second step of the analysis were ex-
pected to be caused by user interventions not following clinical
routines, not optimally designed clinical routines, or non-system-
atic data transfer issues. The potential special cause deviations
discovered were classified into seven different categories depend-
ing on how they arose: treatment unit breakdowns, manual editing
of data during normal circumstances, acquisition of treatment
parameters, information lost during data transfer, correction of
errors in treatment plan, non-linear chain of data transfer.

Root cause and consequence analysis were undertaken for all
the discovered deviations.

Results

Out of the initial 61 parameters, 45 were compared at least
once. The remaining parameters (listed below) were not compared
due to missing corresponding DICOM attributes in all the exported
DICOM files.

Wedge Accessory Code, Compensator Sequence, Compensator
Description, Compensator Number, Compensator ID, Compensator
Type, Compensator Accessory Code, Compensator Mounting Position,
Bolus ID, Bolus Description, Bolus Accessory Code, Block Mounting
Position, Table Top Pitch Angle, Table Top Pitch Rotation Direction,
Table Top Roll Angle, Table Top Roll Rotation Direction.

Table top data were not available from the TPS, but acquired at
the first treatment session and these parameters were therefore
excluded in the second step of the analysis. This was also the case
for the Dose Rate attribute for two of the system combinations
(MasterPlan? Visir/Aria). Look-up-tables were employed in step
two for the parameters Treatment Machine Name and Wedge ID
after verifying that this information was correctly mapped be-
tween the systems. The decimal precision in Visir was found to
be on a single MU/mm/� level and, therefore, discrepancies up to
half a unit were expected. A tolerance level of half a unit was there-
fore used for all numerical parameters, except for the Beam Meter-
set and the Control Point Metersetwhere a 1 MU tolerance was used
for all systems.

In total, 15% and 0.37% of all comparisons failed to meet the
defined integrity demands in step 1 and step 2 of the analysis,
respectively (Table 1).

Deviations were found for IMRT plans in the table top parame-
ters and Number of Fractions Planned for all system combinations.
The MasterPlan combinations also resulted in deviations in Control
Point Meterset and Dose Rate Set. Deviations in jaw- and MLC-posi-
tions and Patient Support Angle were only observed for the combi-
nation MasterPlan? Visir.

Due to the small number of discrepancies found on a control
point level, the number of discovered discrepancies in the first part
of the analysis normalized to the number of beams investigatedwas
used as a measure of the integrity level between data in the
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systems. The highest level of integrity was observed for the
system combination Eclipse? Aria which shares a single database
(Table 2).

The discrepancies from the second step of the analysis can be
classified into seven different categories based on how they oc-
curred (Table 3). Only two types of discrepancies were found for
more than one system combination; treatment unit breakdowns
and maintenance, affecting the Number of fractions planned, and
adaptation of treatment, affecting collimator positions and the
metersets.

Discussion

Block data were found to be associated with a high probability
of integrity issues. This information consists of twomain parts. One
part is associated with the block tray and one part with the block
itself. It is not clear in the DICOM standard how this information
should be separated. Identification data for the block itself were
not available at the planning stage but entered directly in the RV.
Most of the block identification data were excluded from the sec-
ond step in the analysis. Compensators were not utilized at the

institution and the attributes related to these types of treatments
were expected to be missing.

A detailed analysis of the 208 discrepancies observed in step
two was carried out. None of these discrepancies arose in the phys-
ical transmission of the data (e.g. due to network failures), but
were related to clinical procedures and system designs.

In around 1/4 of all treatment plans the number of fractions
changed after treatment planning. This originated from treatment
unit breakdowns and scheduled services when the patient was re-
planned for another treatment unit. If dosimetrically matched
treatment units had been available, these issues could have been
avoided by allowing the same plan to be treated at another unit.
Otherwise, the number of fractions in the TPS must be updated

Table 1
The number of observed deviations in step 2 (step 1 within brackets) from the total number of comparisons in step 1. Deviations in step 2 are highlighted in bold.

Parameter MasterPlan? Visir MasterPlan? Aria Eclipse? Aria

Treatment Machine Name 0/394 (394) 0/422 (0) 0/464 (0)
Primary Dosimeter Unit 0/394 (0) 0/422 (0) 0/464 (0)
Beam Number 0/394 (0) 0/422 (0) 0/464 (0)
Beam Name 76/394 (76) 0/422 (0) 0/464 (0)
Beam Type 0/394 (0) 0/422 (0) 0/464 (0)
Radiation Type 0/394 (0) 0/422 (0) 0/464 (0)
Number of wedges 0/394 (0) 0/422 (0) 0/464 (0)
Wedge Sequence 0/157 (0) 0/172 (0) 0/89 (0)
Wedge Number 0/157 (0) 0/172 (0) 0/89 (0)
Wedge Type 0/157 (0) 0/172 (0) 0/89 (0)
Wedge ID 0/157 (157) 0/172 (172) 0/89 (0)
Wedge Angle 0/157 (0) 0/172 (0) 0/89 (0)
Wedge Orientation 0/157 (0) 0/172 (0) 0/89 (0)
Number of compensators 0/394 (0) 0/422 (0) 0/464 (0)
Number of boli 0/394 (0) 11/422 (11) 0/464 (0)
Referenced Bolus Sequence 0/0 (0) 11/11 (11) 0/7 (0)
Number of blocks 0/394 (0) 0/422 (0) 0/464 (0)
Block Sequence 0/1 (0) 0/6 (0) 0/0 (0)
Block tray ID 0/1 (1)a 0/6 (6)a 0/0 (0)
Block Accessory Code 0/0 (0) 0/6 (6)a 0/0 (0)
Block Number 0/1 (0) 0/6 (0) 0/0 (0)
Block Name 0/1 (1) 0/6 (0) 0/0 (0)
Beam Meterset 0/394 (368) 3/422 (69) 6/417 (7)
Number of Control Points 0/394 (0) 0/422 (0) 0/464 (0)
Control Point Index 0/1418 (0) 0/1522 (0) 0/3049 (0)
Control Point Meterset 0/1418 (980) 3/1522 (163) 6/2955 (7)
Nominal Beam Energy 0/394 (0) 0/422 (0) 0/464 (0)
Dose Rate Set 0/482 (482)a 0/422 (422)a 5/464 (5)
Wedge Position 0/421 (176) 0/565 (0) 0/89 (0)
X Jaws 0/873 (710) 0/863 (0) 2/464 (2)
Y Jaws 0/873 (166) 0/863 (0) 0/464 (0)
MLC 4/862 (862) 0/842 (0) 4/2605 (4)
Gantry Angle 0/394 (0) 0/422 (0) 0/464 (0)
Gantry Rotation Direction 0/394 (0) 0/422 (0) 0/464 (0)
Beam Limiting Device Angle 1/394 (1) 0/422 (0) 0/464 (0)
Beam Limiting Device Rotation Direction 0/394 (0) 0/422 (0) 0/464 (0)
Patient Support Angle 5/394 (5) 0/422 (0) 0/464 (0)
Patient Support Rotation Direction 0/394 (0) 0/422 (0) 0/464 (0)
Table Top Eccentric Angle 0/394 (0) 0/422 (0) 0/464 (0)
Table Top Eccentric Rotation Direction 0/394 (0) 0/422 (0) 0/464 (0)
Table Top Vertical Position 0/97 (97)a 0/399 (399)a 0/464 (464)a

Table Top Longitudinal Position 0/97 (97)a 0/398 (398)a 0/464 (464)a

Table Top Lateral Position 0/97 (97)a 0/399 (399)a 0/464 (464)a

Number of beams 0/100 (0) 0/100 (0) 0/100 (0)
Number of fractions planned 29/100 (29) 30/100 (30) 12/100 (12)

Total 115/16058 (4699) 58/17930 (2086) 35/21920 (1429)

a Parameter excluded from the second step of the analysis.

Table 2
Number of discrepancies per beam, identified in the first step of the analysis.

System combination Number of discrepancies (per beam)

MasterPlan? Visir 11.9
MasterPlan? Aria 4.9
Eclipse? Aria 3.1

4 Ensuring the integrity of treatment data
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with the new number of fractions for the original plan (which
depends on the downtime of the unit) in order to maintain a cor-
rect treatment record. In parallel, the number of fractions planned
for the secondary plan needs to be managed. This highlights the
importance of an RV system that can record absorbed doses on a
treatment course level and not only on a plan level, and allows
treatment course specific dose limits to be defined. Both Visir
and Aria have this possibility, which improves the patient safety,
but stringent methods are also needed for dealing with these types
of hazardous events. This also holds for other types of mid-stream
events, requiring data to be altered (e.g. adaptation of the
treatment).

All discrepancies in Beam Meterset and Control Point Meterset
originated from manual editing of the planned number of MUs.
In all cases except two, the monitor units were changed in order
to correct for machine breakdowns where the treatment delivery
could not be completed. In one case, the MUs were changed in
order to compensate for a large number of portal images. In the
second case, the beam weights were adjusted to allow a dynamic
wedge field to be delivered with more than 20 MUs.

Similar discrepancies were found for the IMRT treatment plans
as for the conventional 3D-CRT plans. None of the discovered dis-
crepancies had any negative impact on the treatment. However,
the recurring deviations highlighted procedures that could be asso-
ciated with an increased risk.

MasterPlan? Visir

The RV Visir was the oldest system in this study and is end-
of-life. This system does not export MLC positions that are outside
the beam opening. These leaves also have an impact on the
delivered dose to the patient. Today this effect could be modeled
in many TPSs and the integrity of these MLC positions might be of
importance.

In our specific clinical setting, information regarding the gantry
angle was, by some operators, routinely added to the beam name,
which in Visir originally consists of the beam number. This caused
beam label discrepancies. The manual editing of the beam name is
not necessary, as the gantry angle is identified by another param-
eter. During the migration from Visir to Aria this duplication of
information was discontinued, and the integrity was improved.
The system design of Aria also allows for beam label editing of
approved plans and only a single common beam labeling conven-
tion can ensure the integrity of this information.

Two of the MLC discrepancies were caused by manual editing of
the MLC beam shape and the other two by manual deletion of the
MLC in the RV Visir for beams where the beam shape was only
defined by the collimator jaws. Manual alignment of individual
MLC-leaves might be required in Visir, due to different definitions
of valid positions in the two systems. Manual alignment of leaves is
undoubtedly a hazardous step and great care must be taken when
editing the MLC shape. Further, it was found that the MLC positions
are truncated to one decimal during the import from the TPS.

When MLC positions are edited in Visir, a rounding toward nearest
integer is automatically performed for all MLC positions of the
field. The integrity control tool proposed was found to be very use-
ful in the investigation of rounding methods of numerical values
within the systems.

The Beam Limiting Device Angle (collimator angle) discrepancy
arose from a non-linear chain of data transfer. The plan originated
from a virtual simulation software (Advantage SIM, GE Healthcare)
from which it was transfered both to the RV and the TPS. The num-
ber of MUs was calculated in the TPS after a change of the collima-
tor angle from 1� to 0�. The MUs as calculated by the TPS were
manually transfered to the RV, but the collimator angle was not
updated. This event illustrates the usefulness of the independent
integrity check in an environment with a non-linear chain of data
transfers, where maintaining data integrity is a much more com-
plex task.

Acquisition of table position during the first treatment in the
treatment course caused the table angle discrepancies. A misplace-
ment during this treatment may result in the whole course being
delivered with erroneous parameters. In this case the actual table
angle was within the RV tolerance (1�) when the table parameters
were acquired. The procedure of table parameter acquisition is
clearly defined in documented clinical routines, which was fol-
lowed. However, this acquisition is associated with an increased
risk which would have been reduced if only lateral, horizontal
and vertical table positions were acquired which is possible in
the RV Aria.

MasterPlan? Aria

Bolus information was found to be lost during the data transfer
from TPS MasterPlan to RV Aria. This was caused by the fact that
only the DICOM-RT Plan file was transfered, but not the DICOM-
RT Struct. Bolus is an accessory identified and described mainly
by setup notes. However, ensuring the same number of boli is reg-
istered in the TPS and RV would provide additional safety.

Eclipse? Aria

The discrepancies in MLC and jaw positions between Eclipse
and Aria were, for two beams, caused by an extension of the beams
in order to compensate for swelling of the treated volume. For two
other beams, MLC leaves outside the beam opening were aligned to
the collimators or closed in the Aria system.

The dose rate was changed for one plan in the RV during a tran-
sition period, after the clinic decided to move from 500 to 600 MU/
min for all 3D-CRT plans.

Design of a data transfer QA program

The proposed method and systematic comparisons between
data in the TPS and RV can constitute an important part of a data
transfer QA program. However, there are still some parts of such

Table 3
Number of plans with discrepancies per category, identified in the second step of the analysis. One hundred plans were analyzed for each system combination.

Category MasterPlan? Visir MasterPlan? Aria Eclipse? Aria All

Treatment unit breakdowns and maintenance 29 34 12 75
Manual editing of data during normal circumstances 21 0 0 21
Acquisition of treatment parameters 5 0 0 5
Information lost during data transfer 0 3 0 3
Correction of errors in treatment plan 0 0 3 3
Adaptation of treatment plan 0 1 1 2
Non-linear chain of data transfer 1 0 0 1

Total 56 38 15 110
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a program that are not covered in this study, e.g. to ensure that the
approved plan is what the physician intended. If data are cached in
an intermediate state, it is also critical that the information on the
client side is correctly propagated back to the database. Ideally, the
export of data for the comparisons should be performed at a
known good database state. The developed software could also
be expanded to incorporate logical consistency tests (e.g. IMRT
treatment plans must have an MLC), which could prevent accidents
such as the one at St. Vincent’s Hospital in New York in 2005 [18].
Other examples of logical consistency tests can be found in the lit-
erature [14,19]. While the method proposed can be automated in a
clinical setting, we and others encourage a final review of the re-
sults from these types of integrity checks [14].

Conclusions

The proposed method can be used to verify the integrity of
datasets in radiotherapy. This increases the safety for the individ-
ual patient by ensuring that the intended treatment is delivered.
Treatment unit breakdowns and maintenance, affecting the num-
ber of fractions planned, were found to be the most common cause
of compromised data integrity. Differences between different sys-
tem combinations were identified with respect to their ability to
maintain data integrity. The system combination providing the
highest level of data integrity was found to be one which shares
a single database. Some treatment devices, such as blocks and boli
were found to be associated with a high probability of compro-
mised integrity. Hazard analysis of the discovered discrepancies
can be utilized to identify safety critical procedures and systematic
deviations that are associated with an increased risk.
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a b s t r a c t

Background and purpose: This study aims to investigate the process of monitor unit verification using
control charts. Control charts is a key tool within statistical process control (SPC), through which process
characteristics can be visualized, usually chronologically with statistically determined limits.
Material and methods: Our group has developed a monitor unit verification software that has been
adopted at several Swedish institutions for pre-treatment verification of radiotherapy treatments. Devi-
ations between point dose calculations using the treatment planning systems and using the independent
monitor unit verification software from 9219 treatment plans and five different institutions were
included in this multicenter study. The process of monitor unit verification was divided into subprocess-
es. Each subprocess was analyzed using probability plots and control charts.
Results: Differences in control chart parameters for the investigated subprocesses were found between
different treatment sites and different institutions, as well as between different treatment techniques.
19 of 37 subprocesses met the clinical specification (±5%), i.e. process capability index was equal to or
above one.
Conclusions: Control charts were found to be a useful tool for continuous analysis of data from the mon-
itor unit verification software for patient specific quality control, as well as for comparisons between dif-
ferent institutions and treatment sites. The derived control chart limits were in agreement with AAPM
TG114 guidelines on action levels.

� 2011 Elsevier Ireland Ltd. All rights reserved. Radiotherapy and Oncology 102 (2012) 364–370

In the process of patient specific quality assurance (QA) of
radiotherapy plans, monitor unit (MU) verification is considered
a central part [1,2]. Several serious incidents in the past could
potentially have been prevented if a secondary independent MU
calculation had been performed [3–5]. A secondary calculation
has for many years been proven to be an efficient tool for preven-
tion of major treatment errors and is important for the patient
safety [6]. The calculation method used for verification of the
number of MUs required to deliver the prescribed dose to the pa-
tient should be independent from that of the primary treatment
planning system (TPS). Ideally, independent refers both to the data
utilized to characterize the treatment unit, the implementation of
the calculation algorithms, as well as the derivation of geometrical
data (source-to-surface distance, depth and radiological path
length) from the patient anatomy. Several calculation methods
have been proposed for the purpose of MU verification [7–10].
Our group has developed a MU verification software (Radiotherapy
Verification Program, RVP) that has been adopted at several Swed-
ish institutions for pre-treatment verification of three-dimensional
conformal radiotherapy (3D-CRT) treatments. This has enabled a

multicenter comparison, as well as statistical analyses on a large
collection of data.

It is necessary to define relevant action levels for deviations be-
tween the primary and secondary calculation. The accuracy of the
two calculation methods in clinically relevant situations forms the
basis for these action levels [5]. Clinical implementation of MU ver-
ification software usually includes only a single tolerance level for
dose or MUs, rather than a complete set of tools for evaluation of
calculation results. Statistical process control (SPC) is the applica-
tion of statistical techniques in order to monitor and improve pro-
cesses. The benefit of using SPC is that it allows for a quantifiable,
numerical analysis of process variability with an emphasis on early
detection and prevention of problems. The variation in data can be
of two fundamentally different types. Common cause variations
are random fluctuations which are expected to be present in any
set of measurements. A process that is said to be subjected only
to common cause variations are in a state of statistical control.
Such a process is stable and predictable. Special cause variations
arise from unpredictable, non-random events beyond the expected
variability [11]. SPC analysis can be divided into understanding the
process, determining the cause of its variability and elimination of
the source of special cause variations when they appear. In order to
understand a process, it is usually mapped out and monitored
using control charts. Control charts is a key concept in SPC and
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often referred to as one of seven basic quality tools, along with flow
(run) charts, cause-and-effect (Ishikawa) diagrams, checklists, par-
eto charts, histograms and scattergrams. Control charts are used to
distinguish between common cause variations and special cause
variations. A point falling outside the control chart limits is an indi-
cation of a special cause variation, but could also be a false alarm.

A classical approach to characterize a process is to use the mean
and standard deviation of the sampled data. However, this does not
permit monitoring of the stability of the process variability, while
SPC does. The difference between the use of control chart limits
and limits calculated from the standard deviation of the same
group of data has been illustrated within the field of radiotherapy
[12].

Pawlicki et al. have given some examples of SPC applications
within radiotherapy QA [12–14]. The process of patient specific
IMRT quality control (QC) measurements has been compared to
the process of independent dose calculations using control charts
[15]. Other investigators have also studied the process of patient
specific IMRT QC measurements [16]. Recently, control charts have
also been proposed for monitoring the electron spectra from linear
accelerators [17].

In contrast to earlier publications this work focuses on the
application of control charts on large multicenter data collection
and independent 3D-CRT dose calculation verifications. The meth-
odology and conclusions from this work can provide a guideline for
implementation of control charts for analysis of results from inde-
pendent monitor unit verification calculations in combination with
other recommendations (e.g. ESTRO [8] and TG114 [5]).

This study aims to investigate deviations between calculations
in a software for independent MU verification and the primary
TPS using control charts. The process of MU verification was di-
vided into subprocesses which were compared, e.g. corresponding
processes at the different institutions participating in this study.

Material and methods

Radiotherapy verification program

Two factor based MU calculation models were implemented
into a Microsoft Windows application named Radiotherapy Verifi-
cation Program, abbreviated RVP (Fig. 1). The first method incorpo-
rates an expression for the linear attenuation of the primary
photons and an expression for the ratio of scatter-to-primary
(SPR) photons (Appendix A). The second method is based on per-
centage depth dose (PDD) tables and output ratios in water for dif-
ferent field sizes and a single reference source-surface distance
(SSD). The Mayneord factor is applied to correct for differences in
SSD [18]. For arbitrarily shaped beams, the equivalent field side
is determined by solving (A.4) using same parameters as for the
SPR model.

The application is written entirely in Microsoft Visual C#.NET
using object-oriented programing. Modern treatment planning
and record-and-verify systems support the global information-
technology standard Digital Imaging and Communications in Med-
icine (DICOM). A DICOM library was developed and integrated into
RVP in order to allow efficient import of all relevant treatment
parameters and digital reconstructed radiographs (DRR) generated
in the TPS. The user manually selects the location of the calculation
point, which ideally complies with ICRU recommendations for pre-
scribing and reporting absorbed dose [19,20]. Heterogeneities in-
side the patient are taken into account by manually entering the
length of bulk density tissues along the beam path to the calcula-
tion point. The patient geometry is simplified into a slab geometry
based on the SSD, depth, and radiological path-length. The calcula-
tion results are displayed as the deviation from the TPS calculated
points dose for the individual fields as well as the total plan devi-

ation. Only the latter was investigated in this study and a �4% ac-
tion level, based on previous experience with the SPR calculation
model [21], was used at all institutions during the data collection
period. The PDD-based calculation model in RVP was only used
at Institution 3. However, they adopted the same action level for
their independent dose calculations as the other institutions.

This study includes 12 linear accelerators (Elekta and Varian
Medical Systems). The primary dose calculations were performed
using the Pencil Beam Convolution (PBC) algorithm in either
Eclipse (Varian Medical Systems) or MasterPlan (Nucletron) or
using the Anisotropic Analytical Algorithm (AAA) in Eclipse.
Deviations between point dose calculations in TPS and in RVP for
9219 treatment plans from five different institutions were
analyzed.

Statistical process control

There are several different types of control charts available
within SPC and selecting an appropriate one can be a difficult task.
Flow charts, based on the data to be plotted and the format in
which the data are collected, can aid this decision [11]. The data
analyzed in this study were individual calculation results and the
use of the Shewhart individuals control chart (individual/moving-
range chart or XmR chart) was therefore appropriate. All data
points were arranged in chronological order. Process capability
analysis was also performed in order to determine and compare
the subprocesses’ ability to generate results within specification.

Shewhart individuals control chart
The XmR chart concept contains two types of charts; one that

displays the individual measured values (X chart) and one that dis-
plays the difference from one measurement to the next (mR chart).
The moving range (mRi) is determined by (1), where xi represents a
single dose difference calculation. mR is the average moving range
between successive dose difference calculations (2) and hence a
measure of the dispersion of the data. This constitutes the center-
line of the mR chart. The number of dose difference calculations is
denoted n.

mRi ¼ jxi � xi�1j ð1Þ

mR ¼

Pn
i¼2

mRi

n� 1
ð2Þ

The upper control chart limit (UCL) for the mR chart was calculated
using:

UCL ¼ D4 �mR ¼ 3:267 �mR ð3Þ
Upper and lower control chart limits for the X charts were calcu-
lated using (4) and (5), where �x is the average difference between
TPS and RVP (center line) over n number of calculations.

UCL ¼ �xþ 3 �mR
D2

¼ �xþ 2:66 �mR ð4Þ

LCL ¼ �x� 3 �mR
D2

¼ �x� 2:66 �mR ð5Þ

The constants D2 and D4 are anti-biasing constants and the values of
these can be found in textbooks [22]. The constant 3 has tradition-
ally been used as a trade-off between the sensitivity of the control
chart and the resources available to determine the cause of data
points falling outside the limits [23].

As a rule of thumb, 25 data points have been recommended as a
minimum for calculation of control chart limits [23]. Using a small
number of initial data points for calculating the limits could be
beneficial for processes with low throughput, as it otherwise
would take a long time before they could be monitored. However,
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the uncertainty in the computed limits will decrease as the amount
of data used to compute the limits increases. As a balance between
the accuracy in the computed control chart limits and the number
of plans needed to begin the monitoring process, the 50 initial
plans in each subprocess were used for calculation of the control
chart limits in this study.

Process capability
The process capability index determines if a process is able to

meet its specification. The specification limit is a statement of
the user requirement and has no connection to the control chart
limit, which is estimated from the data. A specification level of
5% absorbed dose difference was chosen after considering the com-
bined uncertainty between RVP and TPS, as well as the overall
accuracy requirements of 2.5–3.5% (1 s.d.) [24–27]. A 5% level
has also been proposed as a guideline for action levels for disagree-
ment between verification and primary calculations for the more
complex 3D-CRT treatments, involving low density heterogeneities
and small fields [5]. The 5% level was also used in previous works
by Pawlicki et al. [12,15]. The capability index is calculated using
(6) for normal distributed data. USL and LSL are the upper and low-
er specification limits (�5%), respectively. �x and s are estimates of
the mean and the standard deviation of the process, respectively.

bCpk ¼ min
USL� x

3s
;
x� LSL

3s

� �
ð6Þ

When the process distribution is not normal, another set of indices
that apply to non-normal distributions could be used [16,28]. The
non-parametric capability index is estimated by

bCnpk ¼ min
USL�median

pð0:995Þ �median
;

median� LSL
median� pð0:005Þ

� �
ð7Þ

where p(0.995) is the 99.5th percentile of the data and p(0.005) is
the 0.5th percentile of the data. The capability indices were

calculated using all data points for each subprocess, except for out-
liers in the initial data (see Section ‘Data characterization’).

Data characterization
Subprocesses were identified from the stored treatment plan

parameters (e.g. institution, treatment unit, treatment site, signa-
ture/operator, and number of beams) and then used to group the
data. The parameters that resulted in subprocesses with a large
change from the main process in bCpk and mean value were consid-
ered to be the most important. Further, the number of data points
in each subprocess was taken into account. Mean value and pro-
cess capability index were only calculated for subprocesses with
more than 50 data points.

Normal probability plots were generated in order to verify the
assumption of approximately normally distributed data. In case of
a normal distribution, the data plotted should form an straight line
that corresponds to a theoretical normal distribution. Additionally,
an Anderson–Darling normality test (a ¼ 0:05) was performed.

The data set contained some large deviations (>15%) that would
have a strong impact on the analysis if they were not excluded. The
deviations typically originated from single beams being verified
and therefore the total deviation, as calculated by RVP, was not va-
lid. These outliers were identified using Rosner’s test (a ¼ 0:01)
and excluded if they did not indicate actual special cause
deviations.

Results and discussion

Data characterization

A differentiation into institutions, treatment sites and treat-
ment techniques was found to derive the most meaningful subpro-
cesses for the purpose of generating control charts. The 66
resulting subprocesses derived from the combination of these

Fig. 1. The user interface of RVP.
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three parameters had a relatively high throughput with regard to
the number of plans verified during the data collection period
(67 in median). Out of the 66 subprocesses, 37 had more than 50
plans and were further analyzed. These subprocesses had a wide
range in the numerical values of the SPC parameters (e.g. center
line, control chart limits and process capability, see Section ‘Control
charts’). Subprocesses derived from the institution parameter in
combination with treatment site and technique can be utilized un-
til sufficient amount of data has been acquired to allow the addi-
tion of the treatment unit parameter, generating more narrow
subprocesses. The user signature parameter resulted in subpro-
cesses with a median of only 10 plans, which was not considered
enough for meaningful control chart analysis. A differentiation
based on the number of beams parameter had only a minor impact
on the process capability index (ranging between 1.21 and 1.36)
and was therefore not used.

It is clear that different treatment sites and treatment tech-
niques result in different deviation distributions. A differentiation
based on these parameters is therefore valuable in order to in-
crease the process capability by reducing the moving range of
the data. These findings are in agreement with a previous study
[29]. Other investigators have also suggested that the action limits
should be specific to treatment site and technique [5,29]. Examples
of treatment techniques include intensity-modulated radiotherapy
(IMRT), volumetric arc-therapy (VMAT), stereotactic radiotherapy
(SRT) and three-dimensional conformal radiotherapy (3D-CRT).

The Anderson–Darling test resulted in the zero-hypothesis of
normally distributed data to be rejected at a 5% level for 25 of
the 37 subprocesses. However, the generated probability plots ver-
ified the assumption of approximately normally distributed data
(Fig. 2).

The subprocesses derived from the breast treatment site param-
eter were among the most non-normally distributed data. This can
have several explanations, e.g. small or narrow fields, not account-
ing for missing phantom scatter outside the patient contour in RVP
and large variations in phantom scatter conditions.

A clear change in probability around ±4%, which has constituted
the traditional action level, can be observed (Fig. 2). This is caused
by the method used to correct for heterogeneities. Investigations
have shown that the users do not always correct for heterogene-
ities if the deviation is within the action limits. For deviations out-
side the action limits, the users tend to ‘‘tweak’’ the bulk densities
until the deviation is within tolerance. An independent ray-tracing
in order to calculate the SSD and the radiological path-length
would be preferable, avoiding the uncertainty associated with
the manual input.

Control charts

Control chart analysis was performed on the 37 subprocesses
using 50 initial plans to calculate the control chart limits and cen-
ter lines. 39 of 8759 plans were excluded from the analysis, by
applying Rosner’s test for outliers (a ¼ 0:01) on each individual
subprocess. None of the excluded data points indicated actual spe-
cial cause deviations. Only data from RVP were analyzed in this
study, but the concept of control charts and subprocesses could
be valid for other MU verification software as well.

Center line values ranged between �1.7% and 1.6% and the half
width of the limits between 1.8% and 6.8% for the subprocesses.
The half width of the limits are in good agreement with the guide-
lines for action levels proposed by AAPM report TG114 on verifica-
tion of monitor unit calculations (Table 1) [5]. Control charts could
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Fig. 2. Normal probability plots for four different treatment sites at Institution 2 using 3D-CRT technique. The straight red line corresponds to a theoretical normal probability
distribution for each data set. The blue lines are the mean dose differences of the data sets.
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provide an efficient way of deriving action levels for use in con-
junction with the recommendations from TG114. However, the
use of control charts should not replace a comprehensive commis-
sioning of neither the monitor unit verification software nor the
primary TPS.

For non-normally distributed data, the estimate of the non-
parametric capability index (7) would usually be preferable. How-
ever, due to the software’s functionality, allowing the user to
‘‘tweak’’ the bulk densities in order to achieve results within the
action levels, many percentile values were accumulated around
±4%. A subprocess with a median value near zero, will then always
have a capability index around 1.25. This was found to be the case
for many of the subprocesses. Based on these findings, the capabil-
ity index Cpk was instead used for all subprocesses. This index is
proportional to the distance between the control chart limits and
the center line. Therefore, a non zero centerline would reduce
the process capability. Further, a larger distance between the con-
trol charts limits would usually reduce the process capability, due
to an increased standard deviation estimate.

32 of 37 subprocesses were found to be in statistical control
after analyzing the initial 50 calculation points used for generating
the control chart limits. The process capability indices ranged be-
tween 0.7 and 1.7 for these subprocesses. 19 subprocesses met
the clinical specification (±5%), i.e. capability index was equal to
or above one. However, 27 of the subprocesses would be within
the clinical specification if it was changed to 6%. A more detailed
compilation for 20 of the subprocesses (5 institutions and 4 treat-
ment sites using 3D-CRT technique) is presented in Table 2. The to-
tal percentage of calculations outside the control chart limits was
2.1% for the subprocesses analyzed and major differences (0.0–
10.3%) between subprocesses were identified. The higher percent-

age was observed for subprocesses with small limit half width, due
to very similar patient geometries and beam settings. However, the
data also contained a few plans associated with a completely dif-
ferent beam setting and geometry which therefore had a high
probability to fall outside the limits. These plans should have been
placed in another subprocess.

Differences in control chart parameters for the investigated
subprocesses were found between different treatment sites and
institutions, as well as between different treatment techniques.

Treatments of the breast using asymmetric technique constitute
processes with low capability indices (ranging between 0.72 and
0.92) at all the institutions. These subprocesses include plans with
relatively high complexity, e.g. with calculations at off-axis points
near field edges in heterogeneous volumes. Subprocesses where it
is possible to select the calculation point so that it fulfills the rec-
ommendations from ICRU for prescribing and reporting absorbed
dose (i.e. points where transient electron equilibrium is estab-
lished), result in smaller width between the control chart limits
and a higher process capability. The half width of the limits from
Institution 3 were considerably lower compared to those of similar
processes at other institutions. This originated from the PDD-table
based calculation method used for the independent dose calcula-
tion at this institution. Especially for heterogeneous volumes, this
method produced results with smaller moving range compared
to the SPR method used at the other institutions. Differences in
control chart parameters were also observed between institutions
using the same types of TPS:s and accelerators. For some treatment
sites, especially in heterogeneous volumes, clinics with higher
moving range and lower process capabilities also had a larger var-
iation between users (i.e. signatures). Some users also had a larger
variation in their calculation results compared to their institution
colleagues. This indicates that the difference did not arise from
the beam data in TPS or RVP, but in how stringent the methodology
for monitor unit verification is at that institution. By reducing the
flexibility in the software, e.g. by introducing non-user associated
determination of geometrical parameters and the use of well de-
fined methodology for the process, these user variations could be
minimized. Other quality assurance processes (e.g. IMRT verifica-
tion measurements) are likely to exhibit similar user variations.

One of the strengths with control charts is that the data is pro-
cessed chronologically. At one institution, a migration from using
the PBC algorithm in MasterPlan to the AAA algorithm in Eclipse
was undertaken during the data collection period. The effect of this
can be seen as an increase in the mean value after 156 calculated
plans, while the average moving range remains on a similar level

Table 1
Comparison between TG114 action levels and the half width of the control chart
limits averaged over all institutions. The values from TG114 were selected based on
the calculation geometry characteristics, the use of different calculation algorithms
and ‘‘approximate patient’’ geometry.

Case TG114 (%) Control chart (%)

Brain 3a 2.7
Breast 4b 4.0
Large field lung 5c 4.3
Small field lung 5c 4.2

a Homogeneous conditions, minimal field shaping.
b Homogeneous conditions, wedged fields, off-axis.
c Small fields and/or low-density heterogeneity.

Table 2
Control chart parameters for 16 of the total 37 analyzed subprocesses, including 5 different institutions and 4 different treatment sites for the 3D-CRT treatment technique.
Process capability indices was not calculated for processes that were determined to be out of control after the initial 50 plans had been analyzed.

Treatment site Institution 1 Institution 2 Institution 3 Institution 4 Institution 5

X-chart center line (%)
Breast 0.99 0.06 0.81 �0.74 0.57
Prostate 1.60 0.35 0.65 1.34 1.14
Head and neck 0.47 0.51 – – 1.32
Lung �0.38 1.52 0.28 – –

X-chart limits half width, 2:66 �mR (plans outside limits) (%)
Breast 3.49 (3.3) 5.03 (0.0) 3.10 (0.6) 4.04 (0.0) 4.46 (1.1)
Prostate 4.49 (1.7) 3.27 (4.0) 2.12 (0.0) 3.64 (2.8) 3.21 (3.0)
Head and neck 6.02 (0.0) 4.25 (0.5) – – 5.01 (0.0)
Lung 5.46 (0.0) 4.64 (0.6) 2.80 (4.5) – –

Process capability index, Cpk (total number of plans)
Breast N/A (484) 0.96 (755) 1.23 (166) 0.89 (161) 0.97 (175)
Prostate N/A (458) N/A (377) 1.72 (149) 0.95 (326) N/A (67)
Head and neck 1.01 (419) 0.93 (210) – (10) – (22) 0.70 (50)
Lung 0.82 (218) 0.80 (178) 1.19 (66) – (14) – (30)
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(Fig. 3). The 11th and the 46th calculation using AAA fell outside
the mR-chart limits and the X-chart limits, respectively. Having
implemented the use of control charts, the points outside the con-
trol chart limits would have triggered an investigation and poten-
tially revealed the effect on the process of MU verification from the
migration to AAA and Eclipse. Methods such as histograms would
not have been as fast to indicate a change in the processes. After
determining and accepting the cause of the change in the process,
the modified process should be mapped out and new control chart
limits should be calculated.

Conclusion

Control charts were shown to be a useful tool for continuous
analysis of data from MU verification software for patient specific
quality control. The construction and analysis of the control charts
have improved the understanding of the monitor unit verification
process from a clinical point of view, as well as allowed for statis-
tically relevant treatment site and technique specific action levels
(control chart limits) to be applied. Differences between subpro-
cesses were discovered using X- and mR-charts. Center line and
X-chart limit half-width are relevant parameters for comparison
of similar processes, e.g. MU verification for different treatment
sites and techniques at a specific institution, in order to identify
systematic errors and weaknesses. Some differences were related
to the user associated flexibility in the process. To minimize the
dispersion of the calculation results, stringent methods for MU ver-
ification calculations could be employed.

By improving the heterogeneity correction in the SPR model or
by using the PDD model, the capability of the process of monitor
unit verification using these factor based calculation models could
perform within a clinical specification of 5%. The derived X-chart
limits were in agreement with TG114 guidelines on action levels.
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Appendix A. Dose calculation method

The independent calculation model used in this study is factor
based. The number of MU calculated by the TPS (M) is used in order
to perform an independent calculation the absorbed dose (D) for
each field to a point of interest (A.1).

D ¼ M � D
M

� �
ref

� Krel
p � T

Tref
� bP þ r

bP;ref þ rref

 !
ðA:1Þ

The factor bP describes the effect of the transport of secondary elec-
trons (i.e. degree of transient electronic equilibrium). The primary
kerma ’free in-air’ relative (rel) to a reference field (ref),
Krel

P ¼ KP;0=KP;0;ref is a function of the collimator equivalent square
(ceq) and the distance from the X-ray source (f) and is calculated as
a factor between the relative head-scatter factor and the inverse-
square law (A.2).

Krel
P ðceq; f Þ ¼ a1 þ a2ceq

1þ a3ceq þ a4c2eq
� fref

f

� �2

ðA:2Þ

The parameters a1 to a4 are fitted to measurements at different ceq
for f ¼ fref , thus it has been shown that Krel

P is a measurable quantity
[30].

The transmission factor (T) that accounts attenuation of the
primary photons due to the presence of a medium is a function
of the mean linear attenuation coefficient (l), the beam-hardening
coefficient (g) and the radiological path length (zrad) (A.3).

TðzÞ ¼ e�l�zradð1�g�zradÞ ðA:3Þ
The values of l and g is determined from transmission measure-
ments [30,31]. A semi-empirical formalism, as a function of the
equivalent field side s and the depth z, is used to determine the
scatter-to-primary kerma ratio r [31–34] (A.4).

rðs; zÞ ¼ a � s � z
w � sþ z

ðA:4Þ

It has been found that a and w are linear functions of l [32]. For an
arbitrary shaped beam the r is determined by summing the contri-
butions from a number of right triangles that constitute the field
[35]. Physical wedges are handled as separate beam qualities and
enhanced dynamic wedges (EDW) are handled using an modifica-
tion of the fractional MU approximation [36].

The main part of the calculation model in RVP has been
described in more detail elsewhere [21,37].
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Abstract. This pre-study is aimed to investigate the feasibility of a normoxic polyacrylamide 
gel (nPAG) dosimeter with implanted gold fiducials to evaluate the geometric precision, 
including setup correction strategies, in the delivery of hypofractionated treatments. For this 
purpose a phantom consisting of three parts was constructed: (1) the patient simulating volume, 
providing realistic scatter conditions and weight, (2) a bottle containing the active dosimetric 
volume and (3) the gold fiducials and the fiducial support structure. A 6.1 Gy prostate IMRT 
treatment was delivered to the phantom using the sliding-window technique. The phantom was 
positioned prior to the treatment using the implanted fiducials and kV on-board imaging. An 
overlay of the 95% isosurface of the TPS calculated dose distribution and the measured dose 
distribution using gel showed good agreement. The clinical target volume (CTV) was well 
centred inside the 95% isodose surface of the measured volume. It was shown for the evaluated 
case that the use of on-board imaging and integrated setup correction tools could be used to 
compensate for a deliberately introduced offset in CTV position. The study showed that MRI 
based nPAG gel dosimetry can be used to verify setup correction procedures using implanted 
gold fiducials. 

1.  Introduction 
Several studies have suggested that dose-escalated external radiotherapy could prolong the freedom 
from failure time, measured as a rising prostate-specific antigen (PSA) [1-3]. On the other hand, 
preliminary results from a randomized MD Anderson study reported an increase of rectal toxicity in 
the dose-escalation arm by a factor of two [4]. If the prostate is localized prior to treatment and by 
adjusting the patient position to account for the inter-fraction prostate movement, the planning target 
volume (PTV) could be reduced [5]. This would reduce the dose to the surrounding normal tissue, 
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including rectum, and potentially reduce side-effects of the treatment. Image guided radiotherapy 
(IGRT) has been widely adopted to minimize the effects of inter-fractional motion. Intraprostatic gold 
fiducials are the most wide-spread approach for IGRT of the prostate in clinical practice [6]. The 
importance of prostate localization is undoubtedly higher when increasing the fraction dose.  

A randomized multicenter phase III study (HYPO-RT-PC) of patients with intermediate risk 
prostate cancer has been initiated [7]. Conventional fractionation (2.0 Gy in 39 fractions) to a total 
absorbed dose of 78.0 Gy is compared with hypofractionation (6.1 Gy in 7 fractions) to a total 
absorbed dose of 42.7 Gy. All fractions are delivered with either conventional (3D-CRT) or intensity 
modulated radiotherapy (IMRT). The position of the prostate, as determined by the implanted gold 
fiducials, is verified prior to each fraction with kV/MV portal imaging or cone beam CT. 

Polymer gel dosimetry can be used to measure absorbed dose distributions in a complete volume 
with high spatial resolution [8, 9]. The use of gel dosimetry has also been found feasible for 
verification of dynamic delivery [10, 11]. 

This pre-study aims to investigate the feasibility of a normoxic polyacrylamide gel (nPAG) 
dosimeter with implanted gold fiducials to evaluate the dosimetric consequences of the setup 
correction strategies used at the centers participating in the HYPO-RT-PC study. 

2.  Material and methods 

2.1.  Gel preparation 
In this study a single batch of normoxic polyacrylamide gel (nPAG) was used, based on 3% w/w 
acrylamide (electrophoresis grade, ≥99%, powder, Sigma Aldrich) and 3% w/w N,N´-
methylenebisacrylamide (electrophoresis grade, ≥98%, powder, Sigma Aldrich). Gelatine (300 bloom, 
Sigma Aldrich) was used as the matrix substance and tetrakis(hydroxymethyl)–phosphonium chloride 
(techn. ~80% in water, Sigma Aldrich) was used as an oxygen scavenger. The remaining constituent 
was ultra-pure deionized water (resistivity > 18.2 MΩ cm). The method used for gel preparation has 
been described elsewhere [12]. Vials containing the gel were irradiated with an absorbed dose ranging 
from 1 to 7 Gy in order to assure the linearity of the gel dose response for this batch of gel. 

2.2.  Phantom 
The phantom consists of three parts: the patient simulating volume, providing realistic scatter 
conditions and weight, a bottle containing the active dosimetric volume and the fiducials and the 
fiducial support structure (figure 1). The outer part of the phantom was created using polystyrene slabs 
of 5 mm thickness that were glued together and modified to an oval shape to simulate the body outline 
in the pelvic region. A hole was drilled in the center of the polystyrene that fits an oxygen resistant 
glass bottle, containing the nPAG gel. The fiducials (1 mm diameter, 5 mm length) were fixated at the 
ends of three 5 mm thick polymethyl methacrylate (PMMA) rods attached to the lid of the bottle. 

2.3.  CT scanning and treatment planning 
Treatment planning was performed on planar CT images of the phantom with a slice thickness of        
3 mm, in accordance with the HYPO-RT-PC study protocol. Structures from a dummy patient was 
imported onto the phantom and a six field, 6 MV, sliding-window IMRT treatment plan was created 
with a fractional dose of 6.1 Gy (figure 1). The planning target volume (PTV) included the prostate 
(CTV) with a margin of 7 mm in all directions. All DVH constraints and technical aspects of the study 
protocol were fulfilled. The TPS calculated dose matrix was interpolated from 2.5 × 2.5 × 3 mm to 1 × 
1 × 3 mm using cubic spline. 
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Figure 1. The six field, 6MV, sliding-window IMRT treatment plan with structures from a dummy 
patient (left). The fiducials are clearly visible in the digital reconstructed radiographs (DRR) 

generated in 0° and 270°, respectively (middle and right).  

2.4.  Treatment delivery  
A Clinac 2100C/D (Varian medical systems) equipped with an x-ray on-board imager (OBI) was used 
for treatment delivery. The phantom was intentionally placed at an offset position from iso-center, 
with a rotation of the glass bottle around the longitudinal axis. Planar imaging at 0° and 270° using the 
OBI was performed and the integrated automatic correction possibilities (longitudinal, lateral and 
vertical couch movement) in the Aria verification system (Varian medical systems) were used to 
correct for the simulated misplacement. The dose-rate was 400 monitor units per minute and Portal 
Dosimetry (Varian medical systems) was performed prior to the gel dosimetry in order to exclude 
possible machine-dependent errors. 

2.5.  Magnetic resonance imaging 
Magnetic resonance imaging (MRI) of the gels was carried out 24 hours after the irradiation, using a 
1.5 T MRI unit (Siemens Medical Systems) and a circularly polarized receive-only head coil. The 
images were acquired using a 32-echo multi spin echo sequence with an inter-echo spacing of 25 ms 
and a repetition time of 4000 ms. The voxel size was 1 × 1 × 3 mm. To obtain an accurate background 
signal, an unirradiated gel bottle of the same dimensions was also scanned. An in-house developed 
software was used for calculation of the transversal relaxation rate (R2 = 1 / T2) [13].  

3.  Results and discussion 
The γ pass-ratio between the measured and calculated EPID dose distribution agreed within 96 % 
using a 3% / 3 mm criterion, confirming that there was no machine dependent delivery errors. 

The planar images obtained with the OBI at 0° and 270° were matched with the DRRs generated in 
the TPS using the Aria (Varian medical systems) verification system, and the resulting geometrical 
corrections were used to account for the present offset (figure 2, table 1).  
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Figure 2. kV images of the phantom taken with the OBI at 0° (left) and 270° (right). The images were 
matched against the DRR generated in the TPS and used to correct for the offset.  

 
Table 1. Position of the phantom relative to the iso-center determined 

using an external laser system (LAP Laser Applications). 
 Initial position Position after correction 

Longitudinal -7 mm +2 mm 
Lateral +3 mm -1 mm 
Vertical +5 mm +2 mm 
Rotation 6.3° CCW 6.3° CCW 

 
The gel results were normalized to a TPS calculated dose using a region of homogenous dose in a slice 
without the presence of the fiducials or the fiducial support structure. Evaluation of the irradiated vials 
confirmed the linearity of the gel dose response for this batch of gel (R2 = 0.98). An overlay of the 
95% isosurface of the TPS calculated dose distribution and the measured dose distribution using gel 
showed good agreement (figure 3, left). The numbers of voxels inside the 95% dose level were 46586 
and 45303 for the calculated and measured dose distribution, respectively. Further, the CTV volume 
was well centred inside the 95% isodose surface of the measured volume (figure 3, right). An increase 
of the R2 value was apparent in the region surrounding the fiducial support structure. This MRI read-
out artefact typically corresponded to a relative dose increase of 25% in a radius of 1 cm around the 
structure compared to the TPS calculated dose distribution. However, this effect did not compromise 
the determination of the location of the 95% isodose surface as the fiducials were located centrally in 
the volume of interest.  

 

Figure 3. An overlay of the TPS calculated dose distribution (red) and the measured dose distribution 
(green) using alpha blending (left). Only the 95% isodose are shown. A 2D slice with both the 

measured and calculated 95% isodoses (black), as well as the CTV and PTV structures (white) are 
shown to the right. 
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4.  Conclusions 
This study showed that MRI based nPAG gel dosimetry can be used to verify setup correction 
procedures using implanted gold fiducials. For the case used in this pre-study, it was shown that the 
use of on-board imaging and integrated setup correction tools could be used to compensate for a 
deliberately introduced offset in CTV position. By expanding this study to include more patient cases, 
it should be possible to draw more general conclusions about the IGRT setup correction capabilities. 
This would be of value in order to determine the part of the PTV margin magnitude intended to 
account for inter-fractional movement of the prostate. 
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