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Abstract

This thesis investigates how the coherence time of the3H4 � 1D2 transition of
praseodymium doped into a YSO crystal is a�ected by an externally applied
magnetic �eld. Such crystals, kept at or below helium temperature, are con-
sidered for use as hardware in a future quantum computer, andthe coherence
time is one important factor a�ecting the error rate of gate operations in this
computer. If the coherence time could be increased by magnetic �elds, it could
increase the �delity of gate operations, bringing it closer to values where quan-
tum computing becomes viable.

The measurements were made using two-pulse photon echoes, and the measured
coherence times were determined to approximately 60� s, which corresponds to a
homogeneous linewidth of 5 kHz. The coherence times showed noclear magnetic
�eld dependence and were substantially shorter that previously reported. It
could not be determined whether this was the result of unforeseen processes
destroying the coherence or due to an experimental artifact.

In addition, the report contains instructions and advice for operating the Photon
Echo Group's Oxford Instruments Spectromag cryostat and superconducting
magnet system, since it was mainly the author's responsibility to put this system
into operation.





Populärvetenskaplig
sammanfattning

Utvecklingentakten för datorer har varit explosionsartad de senaste årtionde-
na. I sin strävan att göra datorerna allt kraftfullare bygger tillverkarna kretsar
för morgondagens datorer som innehåller �er elektroniska komponenter än vad
motsvarande kretsar för dagens datorer gör. Därför blir komponenterna allt min-
dre och kommer inom en överskådlig framtid att ha storlekar som är jämförbara
med enstaka atomer.

När man kommer ner på atomnivå möts man av en värld som är mycketan-
norlunda den vi känner från vår vanliga, makroskopiska tillvaro. Här gäller inte
de klassiska rörelselagarna som formulerades av Newton på 1600-talet. Istäl-
let tillämpas kvantmekanik, en teori som utarbetades i början av 1900-talet av
storheter som Max Planck, Erwin Schrödinger och Werner Heisenberg. Kvant-
mekaniken är en av de mest framgångsrika vetenskapliga teorier som någonsin
funnits i den meningen att den visat sig kunna förutsäga resultaten av experi-
ment med en oerhörd noggrannhet, men den innehåller många fenomen som står
i strid med vardagsförnuftet: System som i någon mening be�nner sig i �era till-
stånd samtidigt, partiklar som går �era vägar samtidigt och inte bestämmer
sig för var de egentligen är förrän en forskare �tvingar� dematt bestämma sig
genom att mäta var de egentligen �nns, partiklar som påverkar varandra över
långa avstånd utan att det egentligen verkar några krafter mellan dem, för att
de har interagerat någon gång i det för�utna . . .

Datorindustrin måste alltså i framtiden ta mer och mer hänsyn till kvant-
mekaniska fenomen. Intressant nog visar det sig att kvantmekaniska fenomen kan
användas för att bygga kraftfulla datorer som kan lösa vissaproblem långt mer
e�ektivt än en vanlig klassisk dator skulle kunna göra. En sådan dator använder
just sådana fenomen som att ett kvantmekaniskt system kan vara i �era tillstånd
samtidigt ( superposition, kvantparallellism) och att en kvantmekanisk partikel
kan påverka andra partiklar som den interagerat med tidigare (samman�ätning ,
eng. entanglement). Framför allt är man intresserad av kvantdatorernas förmå-
ga att söka i databaser och att dela upp stora tal i primtalsfaktorer. Det senare
är intressant framför allt för att många moderna kryptosyst em som används
för säker kommunikation bland annat på internet, till exempel överföringar av
kortnummer vid betalningar, grundar sig på det faktum att de t är svårt att
faktorisera stora tal i primtalsfaktorer.

Men även om kvantdatorer i teorin är kraftfullare än klassiska datorer så har
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det visat sig vara mycket svårt att bygga dem i verkligheten. Precis som klas-
sisk information kan representeras på olika sätt, till exempel som magnetiser-
ing på en hårddisk eller ljuspulser i en �berkabel, så kan informationen i en
kvantdator representeras på många olika sätt. Därför �nns det en uppsjö av
koncept för hur en kvantdator rent praktiskt skall se ut och fungera. Inget av
dem har nått några stora framgångar än så länge. Ett stort problem är att de
kvantmekaniska tillstånden som representerar information i datorn är mycket
känsliga för störningar. Informationen i en klassisk dator existerar som bitar,
som kan vara antingen i tillståndet 0 eller 1. Kvantinformat ion lagras däremot
i kvanttillstånd som kan vara i en kombination ( superposition) av 0 och 1, och
dessa tillstånd är mycket ömtåliga.

Fotonekogruppen vid Avdelningen för Atomfysik, Lunds Tekniska Högskola, ar-
betar på ett koncept som går ut på att bygga en kvantdator baserad på en
genomskinlig kristall, där man har tillsatt små mängder av en sällsynt jord-
artsmetall. För att lagra information utnyttjar man att ato mer bara kan ha
vissa kvantmekaniska tillstånd med bestämda energier. Ettvisst energitillstånd
för de sällsynta jordartsatomerna betyder då en 0:a, och ettannat tillstånd bety-
der en 1:a. Beräkningar utförs genom att man skickar laserpulser på atomerna.

Det här konceptet har, precis som alla andra kvantdatorkoncept, många prob-
lem att lösa innan det blir en fungerande dator. Som nämnts ärkvanttillstånden
mycket känsliga, och de minsta störningar kan få atomerna att �glömma� den
information som de skall representera. Vid rumstemperatur är det vibrationer i
kristallen som är det största problemet. Detta kan dock avhjälpas genom att kyla
ner kristallen till temperaturer bara ett par grader över den absoluta nollpunk-
ten, � 273� C. Detta görs i så kallade kryostater, där kristallen kyls ned med
hjälp av �ytande kväve ( � 196� C) och �ytande helium ( � 269� C). Tyvärr åter-
står �er problem: Både de sällsynta jordartsmetallernas atomkärnor och kristal-
lens atomkärnor fungerar som små magneter, som ligger och vrider sig fram och
tillbaka. Detta ger magnetiska störningar som förstör kvanttillstånden.

Syftet med examensarbetet har varit att undersöka hur tiden som ett kvant-
tillstånd kan bevaras, den så kalladekoherenstiden, påverkas av att man lägger
på ett yttre magnetfält. Undersökningarna har gjorts för den kristall som för
närvarande är huvudkandidaten för kvantdatorhårdvara, praseodymdopad yt-
triumsilikat (Pr 3+ :Y2SiO5). Det pålagda fältet tvingar förhoppningsvis atom-
kärnorna att ställa in sig i ett visst läge och hindrar dem från att vrida sig.
Genom att skicka in lämpliga laserpulser i kristallen kan man få den att själv
skicka ut en ljuspuls, ett så kallat fotoneko. Storleken på fotonekot ger infor-
mation om hur lång koherenstiden är. Tyvärr kunde experimentet inte visa att
magnetfältet gjorde någon skillnad: Koherenstiden var ungefär 60 � s avsett om
det fanns något magnetfält eller inte.
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Chapter 1

Introduction

1.1 Background

Quantum computers o�er radically new ways to process information by uti-
lizing quantum mechanical phenomena. In contrast to classical computers, in
which information is represented asbits, which can have a value of either 0 or
1, a quantum computer usesquantum bits, or qubits, which, being quantum
mechanical systems, can be in an arbitrary superposition of0 and 1. This en-
ables it to reach beyond the limits predicted by classical information theory, and
it has been shown that quantum algorithms can solve certain problems more
e�ciently that any known classical algorithm.

But while there has been tremendous progress during the lastdecade concerning
the theoretical foundation for quantum computing, it has proved to be extremely
di�cult to actually implement these ideas in a real physical device, and quan-
tum computers that would be able to do practically useful calculations are still
far from being realized. Currently, a number of concepts arebeing studied, e.
g. ion traps, nuclear magnetic resonance of molecules in a liquid and high-Q
optical cavities. The Photon Echo Group at the Division of At omic Physics,
Lund University, is currently working on a scheme where the qubits are repre-
sented by the states of rare earth ions doped into an inorganic crystal. Data
processing is performed by manipulating the ions using laser light. Presently,
a main candidate is praseodymium doped yttrium silicate (Pr3+ :Y2SiO5). In
this scheme, the hyper�ne levels of the ground state are usedto represent qubit
states, and logical operations are carried out via transitions between the ground
state hyper�ne levels and the �rst optically excited state.

This concept is, like other quantum computer concepts, extremely sensitive to
perturbations, and there are several processes that causedecoherence, meaning
that the wave functions of the qubits undergo random phase jumps, which makes
it impossible to do useful computations. There are error correcting schemes that
can compensate for this, provided that the probability of error per gate operation
is su�ciently small. An often used criterion is that there mus t be on average no
more than one error per 10,000 gate operations. There are twocoherence times
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of interest here: The coherence time of the optical transition, which limits the
accuracy of each gate operation, and the coherence time between the hyper�ne
levels, which limits the number of gate operations that can be made before
correcting schemes have to be applied.

1.2 Goal

A major source of decoherence is spin-spin interaction between the Pr ions and
atoms in the host material. One possibility to decrease their contribution to
the decoherence is to apply an external magnetic �eld. The aim of this work
was initially to investigate how the coherence times of boththe optical and the
hyper�ne transitions are a�ected by magnetic �elds of vario us strength, in an
attempt to get closer to the ultimate goal of achieving coherence times of the
order of 10,000 times longer than the time for one gate operation. Due to time
constraints and experimental di�culties, only the optical coherence time has
been measured.

1.3 Outline

The thesis starts in chapter 2 with an overview of quantum computing in general,
including quantum registers, gates, algorithms and error correction, as well as
physical realizations of these concepts. Chapter 3 describes the theory of 2-level
quantum systems and photon echoes, which is necessary to understand both
the experimental techniques used in this work and the techniques used in the
rare earth computer concept in general. A detailed description of the rare earth
quantum computer is given in chapter 4.

In chapter 5, a description of the equipment used is given, followed by the
experimental procedure in chapter 6. This chapter also contains results and a
discussion. Finally, in chapter 7, some suggestions for further investigations are
given.

The report also contains an appendix that gives a more detailed description of
the pulse sequences used, and an appendix that gives detailed information about
how to operate the groups's Oxford Instruments Spectromag cryostat. Putting
the Spectromag into operation was one of the author's main responsibilities.
The aim of this appendix is to help future operators to avoid mistakes that
could consume a lot of valuable time.



Chapter 2

Quantum Computing

2.1 History of Quantum Computing

The idea that quantum systems can be used for information processing in a
radically di�erent way than is possible with classical systems is rather new,
and can possibly be traced back to the 1980s, when R. Feynman pointed out
that classical computers seem to be unable to simulate a quantum system ef-
�ciently. A quantum system, on the other hand, would be able to e�ciently
simulate another quantum system.[1] Bye�ciently , it is meant that the algo-
rithm has at most a polynomial time complexity, which means that the number
of computational steps required has a polynomial dependence on the input size.
An algorithm that has an exponential time complexity is considered ine�cient.
This led D. Deutsch to ask whether a quantum system would be able to make
computations more e�ciently than a classical computer, and in 1985 he pre-
sented what is considered to be the �rst description of a quantum computer
[2]. However, only very few problems could be shown to be solved more e�-
ciently on a quantum computer, and these problems were rather contrived. A
major breakthrough occurred in 1994 when P. Shor presented his now famous
algorithm for factoring numbers and computing discrete logarithms [3]. This
sparked great interest in the �eld, and much research has since then been done
to make experimental realizations of quantum computing.

2.2 Qubits and Quantum Registers

The smallest unit of information in classical computing is the bit, which can be
either in state 0 or state 1. The equivalent unit in quantum computing is the
quantum bit or qubit. As the qubit is a quantum mechanical system, it can be
not only in state j0i or j1i 1, but also in an arbitrary superposition of the two
states. Thus, the general state of a qubit can be written as:

	 = � j0i + � j1i (2.1)

1 In quantum computing, states are usually written using the Dira c bra-ket notation.
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where the coe�cients � and � are complex numbers. j� j2 and j� j2 are the
probabilities of �nding the system in state j0i and j1i respectively. Consequently,
j� j2 + j� j2 = 1 . The argument of a coe�cient represents the phase of the
corresponding state. A number of qubits together makes up aquantum register.
The state of a quantum register is written using the format jijk : : : i , where i is
the state of the i:th qubit. As an example, the state of a 2-qubit register can be
written as:

	 = � j00i + � j01i + 
 j10i + � j11i (2.2)

Generally, an n-qubit register can be in a superposition of 2n states. Thus, by
using such a superposition as input to an algorithm, 2n di�erent inputs can be
processed at the same time. This phenomenon is known asquantum parallelism,
and in this it can be intuitively understood why quantum comp uters are more
powerful than classical computers. However, when reading out the results of a
calculation, the quantum computer will only provide an answer for one input
state, which is chosen at random. This is because of the measurement postulate
of quantum mechanics; by reading out the result of a calculation, we perform a
measurement on the register, and this causes the state to collapse.[4] Because
of this, it is not immediately clear that quantum computers can be used for
practical computations. However, a number of useful quantumalgorithms have
been invented, and some of these will be presented in the following sections.

2.3 Quantum Gates

A classical computer uses logical gates such as the AND, OR and NOT gates to
perform computations. In quantum computing, quantum gatesare used. The
classical set of gates is not directly applicable for quantum computing because
these gates are irreversible. This means that once a gate hasbeen applied, it is
generally not possible to tell what was the input state. For example, a classical
AND operation is irreversible, because if the output is a 0, there is no way to
know whether the input was 00, 01 or 102. A quantum gate is a time evolution
of a closed quantum system, which is always reversible as it is governed by
the Schrödinger equation. An irreversible gate would necessarily mean that the
system is not closed, i.e. there is unwanted interaction between the qubits and
their environment.

Much research has been done concerning how many and how complex gate
operations are required to form auniversal set. A universal set is a set of gates
which, when combined, can perform an arbitrary logical operation. The results
are encouraging: It has been shown that a number of single-qubit operations
and one two-qubit operation is enough.[5] This makes it easier to implement
the computer: Only one two-qubit gate has to be made to work, and while a
number of single-qubit gates are required, they are generally much easier to
implement. One single-qubit gate is thephase gateP(� ) which transforms the
state � j0i + � j1i to � j0i + ei� � j1i , or in matrix form:

P(� ) =
�

1 0
0 ei�

�
(2.3)

2Note that is it possible to construct classical reversible logic to o, but it is not used in
ordinary computers.
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Another important single-qubit gate is the Hadamard gateH, which changes a
qubit in the j0i state to an equal superposition ofj0i and j1i , or more generally:

H =
1

p
2

�
1 1
1 � 1

�
(2.4)

One example of a two-qubit gate that would form a universal set together with
the single-qubit gates discussed above is theControlled-Not, or CNOT, which
takes onecontrol qubit and onetarget qubit as input, and inverts the target qubit
if and only if the control qubit is 1. In general, this means that the following
transformation occurs:

� j00i + � j01i + 
 j10i + � j11i �! � j00i + � j01i + � j10i + 
 j11i (2.5)

Or in matrix formulation:

CNOT =

2

6
6
4

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

3

7
7
5 (2.6)

Note that there are other two-qubit gates that could be used toform a universal
set. However, the CNOT is the gate that is most commonly encountered in
literature.

2.4 Applications of Quantum Computers

The most famous quantum algorithm is Shor's algorithm for �nding the prime
factors of integers and computing discrete logarithms. Itsimportance lies in
the fact that many modern cryptographic schemes rely on the fact that there
are no known e�cient classical algorithms for number factorization and discrete
logarithm computations. Examples of these are the well known RSA (Rivest-
Shamir-Adleman) system for encryption and digital signatures (number factor-
ization) and the Di�e-Hellman key exchange protocol (discrete logarithms) [6].
While the best known classical factoring algorithm, the number �eld sieve, has
a time complexity between polynomial and exponential time,Shor's algorithm
has a polynomial time complexity, which makes factorization roughly as e�-
cient as multiplication, making the RSA system completely insecure. However,
it should be noted that it has never been proved there does notexist e�cient
classical factoring algorithms.[3]

Another useful algorithm is Grover's algorithm for database search. The prob-
lem it addresses can generally be stated: Given a functiony = f (x) and an
output y, what was the input x? This is equivalent to searching an unsorted
database (wherey is the search criterion andx is the address of the entry to be
found), and while the best classical algorithm is a linear search, with a linear
time complexity, Grover's algorithm can accomplish the task in O(

p
n) steps.

In this case the speedup is provable, although it is less dramatic than in Shor's
algorithm.[7] Grover's algorithm is also useful in cryptology, as it can be used
to defeat a cipher by anexhaustive key search, where all possible keys are tested
in order to �nd the right one, in O(

p
n) time.
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Another important application is to simulate quantum mechanical systems. As
more and more nano-scale technology is being developed, quantum mechanical
e�ects are beginning to be noticeable in engineered systems. The ability to
accurately predict the properties of quantum systems will become even more
important in the future, and as mentioned earlier, it is not p ossible to do e�cient
simulations of quantum systems today, using classical computers. Because of
this, precise simulations can be done only for very small systems. Otherwise,
major approximations need to be done. With quantum computers, this problem
might be greatly alleviated.

2.5 Quantum Error Correction

In classical information theory, error correcting codes are an important �eld of
study that enables reliable transmission of information even over non-perfect
communication channels. The simplest way to do that is to transmit each bit
a number of times. The receiver then counts the number of received ones and
zeros, and assumes that the majority of received bits is right. More generally, the
data can be divided into sequences ofk bits. Each such bit is then substituted
by a sequence ofn bits, where n > k . The n-bit sequences are chosen such
that they di�er from each other in as many places as possible.If a few bits are
corrupted on their way to the receiver, the receivedn-bit sequence should not
be valid, and the receiver can request that the data is retransmitted. Needless
to say, these schemes work only if the probability of error issu�ciently low; if
too many bits are corrupted, the transmitted sequence mightbe valid, although
not the intended one.

Experimental realizations of quantum computers are not very accurate and suf-
fer from limited coherence times. No matter how much technology advances,
the coherence times in a physical system will always be �nite. Therefore, it is
crucial to perform error correction of the internal state of the computer during
a computation. For a long time, it was not known if it was possible at all to
construct quantum equivalents to classical correction codes. The problem lies
in the fact that we are not allowed to measure the state of the computer before
the computation is �nished; doing so would destroy the superposition. In ad-
dition, correcting an arbitrary superposition of states is much more challenging
than correcting a classical bit that have only two possible states. The naive
implementation, to use a number of physical qubits to represent each logical
qubit and then perform error correction by majority vote on t hese would there-
fore not work. However, from the middle of the 90's and onwards, a number
of feasible quantum error correction codes have been invented. In short, error
correction can be performed by a modi�cation of the classical scheme described
above, where a k-bit word is represented by a longer n-bit word. In the quantum
case, a further number of bits, known as ancilla bits, are introduced to store
error information. To perform an error correction operation, an error syndrome
extraction operation is performed such that the ancilla bits contain informa-
tion about the error without containing information about the actual state of
the quantum register. It is then possible to correct the error without directly
measuring the state of the register. As in the classical case,a certain quantum
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error correction scheme works only if the probability of error in the underlying
hardware is su�ciently small.[8]

2.6 Physical Implementations

A wide variety of physical systems have been proposed as candidates for quan-
tum computers. Here, some of the most important ones will be brie�y described.
D. DiVincenzo has formulated �ve requirements for physical implementations
of quantum computers [9]:

1. The computer must be scalable and have well-characterized qubits. The
scalability requirement means that it must be possible to scale up the computer
to an arbitrarily large number of qubits and computational steps. This is a
tough requirement, because the two-qubit gates must be ableto operate on any
two qubits, which means that each added qubit must be able to interact with all
the others. Well-characterized means, among other things, that its Hamiltonian
is accurately known, as well as the coupling to other qubits and any externally
applied �elds. If the system used as a qubit has more than two states, one
must choose which two to use asj0i and j1i , and one must make sure that the
probability of the system going into another state is small.

2. It must be possible to initialize the quantum register to a well-de�ned state,
such asj000: : :i . This is rather obvious: To do useful calculations, the com-
puter must be in a known state at the start of a computation. Quantum error
correction schemes also need a continuous supply of initialized qubits.

3. The coherence time of the qubits must be much longer than the gate oper-
ation time. Decoherence is caused by unwanted interaction between the qubits
and the environment, and is manifested by random phase jumpsof the qubits.
This destroys the quantum properties of the system, making the computation
useless. It is often stated that a coherence time of104� 105 times the gate oper-
ation time is required. Once this is achieved, quantum errorcorrection schemes
can e�ciently eliminate any remaining errors. This has prov ed to be a ma-
jor obstacle in the attempts to realize quantum computers, because quantum
systems are seldom even close to meeting this requirement.

4. There must be a universal set of gates. As stated earlier, this requires a
number of single-qubit gates that can act on any qubit as wellas one two-
qubit gate that can operate on any two qubits. The gate operations must be
designed to eliminate any systematic errors as much as possible. When it comes
to random errors, they should have a probability of no more than 10� 4� 10� 5

per operation.

5. It must be possible to read out the qubits at the end of the computation.
Ideally, a measurement on a qubit in state � j0i + � j1i should yield 0 with
probability j� j2 and 1 with probability j� j2, and should not a�ect the state of
the other qubits, except for changes caused by entanglement.

Now follows a list of candidates for quantum computing. It is by no means
exhaustive, and is merely meant to illustrate the great variety of proposals for
physical implementations of qubits and gates.
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2.6.1 Ion traps

In this scheme, a number of ions is placed in a linear ion trap such as aPaul
trap, where they are kept in place by a radio-frequency (RF) �eld.[4] The ions
are cooled to their lowest vibrational state using laser light. Each ion represents
a qubit, where two suitably selected atomic levels represent j0i and j1i . Qubits
can be initialized by optically pumping them to the desired state. One-qubit
gates are implemented by driving the transition between thelevels using laser
light. For two-qubit gates such as the CNOT, the vibrational m odes of the ions
in the trap are used. When one qubit changes its internal state, it will also
change the vibrational mode of the chain of ions, which couples to the other
ions.[10]

2.6.2 Bulk Nuclear Magnetic Resonance

Here, a complex molecule that includes a number of atoms with nuclear spin
1/2 is used. Each such nucleus represents a qubit, with the two spin states
representing j0i and j1i . The molecule is subjected to a strong magnetic �eld,
which causes a Zeeman splitting of the two spin states, typically in the RF
region. The nuclei will have slightly di�erent resonance energies, as they have
di�erent chemical environments, and this means that it is possible to address
individual qubits using RF pulses which match their frequency. Two-qubit gates
are implemented utilizing the fact that the resonance frequency of a nucleus
depends on the state of its neighbors. In principle, a singlemolecule can be
used as a computer, but the readout signal would then be extremely weak. In
practice, billions of molecules are operated on simultaneously.[11]

This type of quantum computer performed the very �rst demonstration of Shor's
algorithm in 2001, when a group of IBM scientists and graduate students from
Stanford University factored the number 15, using a custom-made molecule
consisting of �ve 19F and two 13C atoms.[12]

2.6.3 Quantum Dots

A quantum dot is an arti�cially created potential well, typi cally implemented
in a semiconductor crystal, that can hold one or many electrons. The well
dimensions are of the same order of magnitude as the de Broglie wavelength of
the electrons. The quantum dot thus has an energy structure not unlike that of
an atom.

It has been proposed that a quantum computer could be implemented by using
single-electron quantum dots as qubits, where the spin state of the electron rep-
resents the qubit state. It is possible to control the potential barrier between
adjacent quantum dots by electrical means. Thus, by lowering the barrier be-
tween selected quantum dots, qubits can be made to interact,which makes it
possible to implement two-qubit gates. One-qubit gates could be implemented
by applying an external magnetic �eld to the selected qubit with the help of a
scanning-probe tip. Another possibility is to have a magnetized region in the
vicinity of the quantum dots, with a controllable potential barrier between the
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dots and this region. By lowering this barrier, the selectedelectron could be
made to interact with the magnetized region for a suitably selected amount of
time.[13]

2.6.4 Cavity Quantum Electrodynamics (Cavity QED)

Here, the qubit is represented as the state of the electrical �eld in an optical
cavity, where j0i means that no photon is present, andj1i means that one photon
is present. A quantum register is built by using a large number of such cavities,
and two-qubit gates are realized by sending atoms through the cavities. For a
CNOT gate, the atom �rst interacts with the electric �eld of th e cavity used as
the control qubit, which changes the atomic state. The atom then proceeds to
the target qubit, where it interacts with the electric �eld o f that cavity. Atoms
are also used to realize one-qubit gates. In this case, they only pass through
one cavity.[14]

2.6.5 Rare-Earth-Ion Doped Crystals

This is the concept that is being studied by the Photon Echo Group at Lund
University. It is described in detail in chapter 4.

2.6.6 Other Proposals

Many other concepts are being studied, including superconducting quantum
interference devices (SQUIDs) [15], electrons on liquid helium [16], molecular
magnets [17] and fullerene-based electron spin resonance [18].
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Chapter 3

The Bloch Vector Formalism
and Coherent Transient
Phenomena

3.1 Bloch Vector Representation of a Two-Level
Quantum System

�To understand something means to derive it from quantum mechan-
ics, which nobody understands.�
� Proverbial among physicists

The Bloch vector formalism is an elegant and powerful way to describe a two-
level quantum system. It will be treated in some detail here,because it is a
very convenient way to describe the photon echo process, which has been used
extensively in the laboratory work. Here, it is used to describe two optical
levels of an atom, which is interacting with laser radiation. However, it is a
very general description and can be used for any two-level quantum system.
The description presented here largely follows that of Foot[4], with a slightly
changed sign convention:

Consider a two-level atom described by the HamiltonianH0. The stationary
state 	 n with energy En can be written as:

	 n (r ; t) =  n (r )e� iE n t= �h (3.1)

The atom can be in a superposition of these states, so in general its wave function
can be written as:

	( r ; t) = c1(t) 1(r )e� iE 1 t= �h + c2(t) 2(r )e� iE 2 t= �h (3.2)

wherec1(t) and c2(t) are time-dependent coe�cients satisfying jc1(t)j2+ jc2(t)j2 =
1. Suppose the atom interacts with an oscillating electric �eld (for example a
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laser beam) with amplitude E0 and frequency! . This can be described by the
Hamiltonian

H I (t) = er � E0cos(!t ) (3.3)

where e is the elementary charge.

Using the time-dependent Schrödinger equation

i �h
@	
@t

= H 	 = ( H0 + H I (t))	 (3.4)

and inserting 3.2 into 3.4, we get

i
dc1

dt
= 
 cos( !t )e� i! 0 t c2

i
dc2

dt
= 
 � cos(!t )ei! 0 t c1 (3.5)

where ! 0 = ( E2 � E1)=�h and the Rabi frequency 
 is


 =
h1jer � E0 j2i

�h
(3.6)

These equations can be rewritten as:

i
dc1

dt
= c2

n
ei ( ! � ! 0 ) t + e� i ( ! + ! 0 ) t

o 

2

i
dc2

dt
= c1

n
e� i ( ! � ! 0 ) t + ei ( ! + ! 0 ) t

o 

2

�

(3.7)

Now, we assume that the terms with exponents! + ! 0 oscillate fast enough so
that they average to zero on the time scales of interest, and thus, these terms
can be neglected. This is known as therotating-wave approximation. We also
introduce the detuning � , de�ned as � = ! � ! 0 � the di�erence between the
laser frequency and the frequency of the atomic transition.Now, we can write
the equations above as:

i
dc1

dt
= c2ei�t 


2

i
dc2

dt
= c1e� i�t 


2

�

(3.8)

The electric �eld induces an electric dipole momentD in the atom. Assuming
that the electric �eld is in the ex direction, the expectation value of the electric
dipole moment is:

� eDx (t) = �
Z

	 y(t)ex	( t)d3r (3.9)

Inserting equation 3.2 into 3.9, the electric dipole momentbecomes:

� eDx (t) = � e
Z

(c1e� i! 1 t � 1 + c2e� i! 2 t � 2) � x(c1e� i! 1 t � 1 + c2e� i! 2 t � x )d3r =

= � e
�

c�
2c1X 21ei! 0 t + c�

1c2X 12e� i! 0 t 	 (3.10)
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where
X 12 = h1jxj2i (3.11)

From this we can see that the electric dipole moment depends on the quantities
c�

1c2 and c�
2c1. Now, we introduce the density matrix for the state of the atom,

de�ned as:

j	 ih	 j =
�

c1

c2

�
�

c�
1 c�

2

�
=

�
jc1j2 c1c�

2
c2c�

1 jc2j2

�
=

�
� 11 � 12

� 21 � 22

�
(3.12)

Obviously, the diagonal elements are the populations. The o�-diagonal elements
are coherencesand are related to the phase of the wave functions.

Now, c1 and c2 are substituted for:

~c1 = c1e� i�t= 2

~c2 = c2ei�t= 2 (3.13)

We can also write ~� 12 = � 12e� i�t and ~� 21 = � 21ei�t . Assuming that X 12 is real,
which is true for transitions between two bound states of an atom, equation 3.10
can be written as

� eDx (t) = � eX12
�

~� 12ei!t + ~� 21e� i!t 	
= � eX12(u cos!t + v sin !t ) (3.14)

Here, ~� 12 and ~� 21 have been substituted by the new variablesu and v according
to:

u = ~� 12 + ~� 21

v = i (~� 12 � ~� 21) (3.15)

The physical interpretation of this is that u is the part of the electric dipole
moment that is oscillating in phase with the incoming laser light, while v is the
quadrature part of the electric dipole moment � oscillating 90� out of phase
with the laser.

In order to �nd expressions for u and v, we turn back to equations 3.8. Inserting
the variables introduced in equation 3.13, they can be rewritten as:

i
d~c1

dt
=

1
2

(� ~c1 + 
~c2)

i
d~c2

dt
=

1
2

(
~c1 � � ~c2) (3.16)

This can also be expressed using the variables� 11, � 22, ~� 12 and ~� 21 according
to:

d~� 12

dt
=

�
d~� 21

dt

� �

= � i� ~� 12 +
i 

2

(� 11 � � 22)

d� 22

dt
= �

d� 11

dt
=

i 

2

(~� 21 � ~� 12) (3.17)

Now, we introduce a new variablew, de�ned as the level of inversion, w =
� 22 � � 11. Expressing equations 3.17 in terms ofu, v and w, we �nally arrive at
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u

v

w

R=(0,0,1)

R=(0,0,-1)

R=(0,-1,0)

Figure 3.1: A Bloch sphere, with three di�erent states shown. R = (0,0,-1) is
the ground state, R = (0,0,1) is the excited state and R = (0,-1,0) is a coherent
superposition of states, with a phase di�erence of -90� in relation to the reference
phase.

the optical Bloch equations:

du
dt

= � �v

dv
dt

= �u + 
 w (3.18)

dw
dt

= � 
 v

Note that this model does not account for the �nite lifetime of the higher-lying
state or limited coherence times. They can be included by inserting additional
terms into the equations. The state of the system is completely described by u,
v and w, and they are often combined to theBloch vector:

R = ( u; v; w) (3.19)

We also de�ne a vector, sometimes referred to as thepseudo-vector[19] as:

W = ( � 
 ; 0; � ) (3.20)

The pseudo-vector describes how the system is driven by an externally applied
�eld, such as light from a laser, with the Rabi frequency 
 and the detuning � .
Now, the optical Bloch equations can be written in a very compact form:

dR
dt

= W � R (3.21)

Note that the quantity W � R always is perpendicular to bothR and W . This
means that dR

dt � R = 0 , so the length of R is constant � it can be shown that
it is equal to 1. This means that the Bloch vector will always correspond to
points on a sphere with unit radius, the Bloch sphere. The Bloch sphere is a
very common way to visualize the state of a two-level quantumsystem. An
example of a Bloch sphere can be seen in �gure 3.1. Now we need a physical
interpretation of the components of the Bloch sphere. The role of w is quite
straightforward � it represents the level of inversion. w = � 1 corresponds to
the atom being in the ground state, w = 1 means that is is in the excited state,
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Figure 3.2: A 2-level system initially in the ground state that is being driven
(a) at resonance. The system will be driven between the ground state and the
excited state. (b) with positive detuning. (c) with negative detuning. In the last
two cases, complete population inversion can not be achieved.

and w = 0 means that it is in an equal superposition of the ground stateand
excited state.

The u and v components represent the phase of the atomic state. As was
described earlier, an atom in a coherent superposition has an oscillating electric
dipole moment, and it is the phase of this dipole moment that is described byu
and v, u being the component that is in phase with the driving laser �eld and
v being the component that is 90� out of phase with this �eld.

When laser light is applied, the Bloch vector will rotate in a plane perpendicular
to W with an angular frequency that is proportional to the magnit ude of W .
For a laser pulse with duration t, the Bloch vector will move an angle:

� =
p


 2 + � 2 � t (3.22)

The quantity
p


 2 + � 2 is known as the generalized Rabi frequency, and � is
called the pulse area. The e�ect of applying laser �elds with di�erent detunings
can be found in �gure 3.2.

3.2 Lifetime and Decoherence

In the discussion in the previous section, two important factors have been ne-
glected: In reality, the upper state has a �nite lifetime, designated T1, and
furthermore, the transition has a �nite coherence time, designatedT2. 1=T1 is
the rate with which the atoms relax through spontaneous emission and is deter-
mined by the oscillator strength of the transition. 1=T2 is the rate at which the
atoms make random phase jumps and lose coherence due to interactions with
their environment. The mechanisms involved in the coherence loss are di�er-
ent for di�erent systems. The most important decoherence mechanisms in the
Pr3+ :Y2SiO5 crystal are discussed in chapter 4. The e�ects of the limitedlife-
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time and coherence time can be included in the Bloch equations as follows: [19]

du
dt

= � �v �
u
T2

dv
dt

= �u + 
 w �
v
T2

(3.23)

dw
dt

= � 
 v �
w � weq

T1

where weq is the equilibrium value of w, often close to� 1.

3.3 � Pulses and � /2 Pulses

Consider an atom initially in the ground state, R = (0 ; 0; � 1). If a pulse with
pulse area� = � , is applied exactly on resonance with the atom, the atom will
be driven to the excited state R = (0 ; 0; 1). This kind of pulse is known as a�
pulse. A pulse with pulse area�= 2, known as a �= 2 pulse, will drive an atom
initially in the ground state to an equal superposition of the ground state and
the excited state. � pulses and�= 2 pulses play a signi�cant role in photon echo
processes, which will be described later in this chapter.

3.4 Coherent Transient Phenomena

3.4.1 Introduction

This section covers a number of phenomena that can be observed in quantum
systems with long coherence times. Another necessary criterion is that the
system under study has a large inhomogeneous broadening; that is, it consists
of a large number of 2-level systems that each have a slightlydi�erent resonance
frequency, which will cause the absorption pro�le of the whole ensemble to be
considerably broader than the absorption pro�le of an individual 2-level system.
The Pr3+ :YSO crystal is a good example of this, as the dopant Pr ions have
coherence times on the order of 100� s, which means that the linewidth of
individual ions is as small as a few kHz. The inhomogeneous absorption pro�le
is on the other hand of the order of GHz [20].

3.4.2 Free Induction Decay

When an inhomogeneous ensemble of atoms is excited to a coherent superposi-
tion, it will emit radiation due to the oscillating electric dipole moment of the
atoms. Just after the excitation pulse, all atoms will oscillate in phase with
each other, producing coherent radiation. However, if the ensemble is inhomo-
geneously broadened, the atoms will oscillate at slightly di�erent frequencies,
and gradually dephase. This will cause the intensity of the emitted radiation to
decrease exponentially, a phenomenon known asfree induction decay (FID).
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3.4.3 The Two-Pulse Photon Echo

The two-pulse photon echo is the basis of the experiment carried out during
this work, so it is very important to have a clear understanding of the principles
behind it. In this section, photon echoes will be described with the help of the
Bloch sphere picture described earlier.

Assume that we have an inhomogeneously broadened ensemble ofatoms initially
in the ground state (0,0,-1). If a � /2 pulse is applied, the atoms will be excited
to an equal superposition of the ground state and the excitedstate, where they
are oscillating 90� out of phase with the laser �eld. Since the Bloch vector
describes the phase in relation to the laser �eld, atoms exactly on resonance
with the laser will stay in the same state as just after the application of the
pulse. However, atoms not exactly on resonance will acquire aphase di�erence
relative to the laser, and eventually the phases of the atomswill be spread out
throughout the whole u� v plane.

After a time � 12, a � pulse is applied. After this, the Bloch vectors of the atoms
are still in the u� v plane, but their relative phases will have been inverted, since
the second pulse rotates them around thev axis. Since they continue to move
in the u� v plane in the same way as before the pulse, the phase di�erences will
now start to decrease, and after a time� 12 after the second pulse, they will be
in phase with each other again. Now, the radiation emitted by the individual
atoms is in phase and interfere constructively. This causesa brief light pulse,
a photon echo, to be emitted. The process is illustrated in �gure 3.3. The two-
pulse echo can be used to measure the coherence timeT2 of the atoms. In such
measurements, one utilizes the fact that in order to contribute to the echo, an
atom must not lose coherence from the time the �rst pulse is applied to the time
that the echo forms. The number of atoms that have not lost coherence during
the time � is given by:

N = N0e� �=T 2 (3.24)

The time between the �rst pulse and the echo is 2� 12. Furthermore, the quantity
that is usually measured is the light intensity, which is proportional to the square
of the number of atoms in the case of coherent emission. The intensity of the
echoI is then given by:

I = I 0e� 4� � 21 =T2 (3.25)

By measuring the intensity of the echo for various pulse separations, it is possible
to �t the expression above to the measured data and obtainT2.

3.4.4 The Three-Pulse Photon Echo

Three-pulse echoes have not been used in the experimental work of this thesis,
but a discussion about photon echoes would be incomplete without a brief ex-
planation of them. In a three-pulse echo, the atoms are �rst driven to the state
(0,1,0) by a � /2 pulse. Just as in the 2-pulse case, they gradually acquirea
phase di�erence in relation to the laser, so that the Bloch vectors of the indi-
vidual atoms are spread out in theu� v plane. After a time � 12, a second� /2
pulse is applied. This will rotate the Bloch vector of the atoms either toward
the upper or the lower state, depending on their phase at the time of the second
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Figure 3.3: Bloch vector representation of a 2-pulse echo. (a) A� /2 pulse rotates
the Bloch vector to a superposition of states. (b) The atoms evolve freely during
the time � 12. Since they have slightly di�erent resonance frequencies,they will
rotate around the Bloch sphere at di�erent rates. (c) A � pulse changes the sign
of the v component of all ions, inverting the phase di�erencesbetween them.
(d) After an additional time of � 12, the atoms will rephase, and they will brie�y
oscillate in phase, which causes a pulse of coherent light tobe emitted.
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pulse. Thus, the level of inversion of atoms with a particular frequency is given
by this phase, and the two pulses create a periodic modulation of the population
inversion in the frequency plane, known as apopulation grating.

After a time � 23, a third � /2 pulse is applied. This will rotate the Bloch vectors
back into the u-v plane, and after a time � 12 after the second pulse, they will
rephase and create astimulated echo.

3-pulse echoes can usually be performed on a longer timescale than 2-pulse
echoes, since the time and phase information during the time� 23 is encoded in
the population density of the ground and excited state rather than the phase
of the atoms. Therefore, the time that this information can be retained by the
ions is determined not only by T2 but also by T1, which is usually substantially
longer.
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Chapter 4

The Rare Earth Ion Quantum
Computer

4.1 Introduction

The heart of the rare earth quantum computer (REQC) is an inorganic crystal,
which has been been doped with rare earth ions. The dopant ions are used as
qubits, while the crystal itself serves merely as a host material for the ions.

The material that has been under study for this thesis is yttrium orthosilicate,
Y2SiO5, often called YSO, which has been doped with Praseodymium ions with
a concentration of approximately 0.005%.

4.2 Properties of Pr 3+ :Y 2SiO5

YSO is a crystal belonging to the C6
2h space group. A unit cell of the crystal

contains eight formula units and has the dimensions a = 10.410 Å, b = 6.721
Å and c = 12.490 Å [20, 21]. The angle between a and c is 102.39� , while b
is perpendicular to a and c. There are also two extinction axes at right angles
to b and to each other, that are denoted D1 and D2. Light that is polarized
along the extinction axes will keep its polarization. Light polarized in other
directions will generally change its polarization due to birefringence. Figure 4.1
shows the geometry of these axes.[22] Some of the reasons forwhy it is one of
the main candidates as a host crystal are that large crystalsof good quality are
readily available [20] and that the nuclear spin of the host crystal is small �
yttrium has a nuclear spin of 1/2, while the most abundant isotopes of silicon
and oxygen have zero spin. This minimizes coherence loss dueto nuclear spin
interactions between the Pr ions and the host crystal [23].

Praseodymium is a rare earth metal with atomic number 59. Theonly naturally
occurring isotope, 141Pr, has a nuclear spin of 5/2. When praseodymium ions
are doped into the YSO crystal, there are two inequivalent sites in the lattice
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Figure 4.1: Geometry of the axes in Pr3+ :Y2SiO5.

that they can occupy, called site 1 and 2, which have a transition wavelength
between the ground state and the �rst excited state of 605.98nm and 607.93
nm respectively [20]. In the work presented here, only site 1ions are considered.
The reason for this is that the oscillator strength of the transition between the
ground state and �rst excited state, which is used to perform quantum gate
operations, is one order of magnitude lower for site 2 ions than for site 1 ions.
This makes it much more di�cult to drive the transition for si te 2 ions.

4.2.1 Level structure

When Pr is doped into a YSO crystal, it becomes a trivalent ion, Pr3+ , with
con�guration 4f 26s2. The ground state has the term symbol3H4, while the �rst
excited state is denoted1D2.[24] Due to the crystal �eld, each term is split into a
manifold of at most 2J + 1 Stark levels. In this case, only the lowest Stark level
of each manifold is considered. The reason for this is that higher-lying levels
usually relax quickly by phonon emission, making their lifetimes and coherence
times unsuitable for quantum computing.

In addition to this, each Stark level is further split into hy per�ne levels. There
are two main mechanisms involved here: Electric quadrupoleinteraction and a
second-order magnetic hyper�ne interaction (also known aspseudo-quadrupole
interaction) [19]. The electric quadrupole interaction arises due to the fact that
the nucleus is not perfectly spherically symmetric. This gives the nucleus aelec-
tric quadrupole moment, since its charge is not symmetrically distributed. The
energy of the atom will then depend on how this quadrupole moment is oriented
in relation to the gradient of the electric �eld caused by the electrons.[25] The
magnetic hyper�ne interaction arises from interaction between the magnetic
moment possessed by the electrons, caused by both spin and orbital angular
momentum, and the magnetic moment of the nucleus.

The electronic angular momentum of the Pr3+ ion is quenched by the crys-
tal �eld, and because of this, J = 0. This means that the familiar �rst-order
hyper�ne shift, which is proportional to the product of the e lectronic angular
momentum J and the nuclear spinI , does not exist here. However, by applying
second-order perturbation theory, it can be shown that a hyper�ne splitting
indeed exists, and that the combined contribution to the Hamiltonian by this
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Figure 4.2: Level structure of Pr3+ :Y2SiO5 at site 1 [26].

second-order hyper�ne shift and the electric quadrupole interaction can be ex-
pressed as:

Hhfs = Dhfs �
�
I 2

Z � I (I + 1) =3
�

+ Ehfs �
�
I 2

X � I 2
Y

�
(4.1)

whereDhfs and Ehfs are coupling constants andI X , I Y and I Z are projections
of the nuclear spin along the selected quantization axes. For a more detailed
treatment, see [27]. In both the ground state3H4 and the excited state 1D2,
the energy structure consists of three doubly degenerate levels, labelled by the
quantum number I Z (see �gure 4.2). In the presence of an external magnetic
�eld, this degeneracy will be lifted.

4.3 Dephasing Mechanisms in Pr 3+ :Y 2SiO5

The homogeneous linewidth� h of the optical transition is related to the coher-
ence time according to:

� h =
1

�T 2
(4.2)

There are several dephasing mechanisms contributing to� h . The ones that are
commonly reported [20, 28] are:

� Population relaxation

� Emission, absorption and scattering of phonons

� Ion-ion interaction

� Ion-spin interaction
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The linewidth can be written as a sum of these contributions:

� h = � pop + � phonon + � ion � ion + � ion � spin (4.3)

The contribution from relaxation is given by

� pop =
1

2�T 1
(4.4)

and is the ultimate limit of the coherence time. Dephasing due to phonons
is the dominating dephasing mechanism for higher temperatures, but at the
temperatures at which these experiments have been conducted (approximately
2 K), the contribution from phonons is signi�cantly reduced [19].

Electric ion-ion interactions can play a signi�cant role when a large number
of dopant ions is excited, for example by an excitation pulsein a photon echo
experiment. When an ion is excited, its electric dipole moment changes, which
will perturb other ions in its vicinity, changing their reso nance frequency. This
is a process known asinstantaneous spectral di�usion. An experimenter using
photon echoes must be aware of the fact that the measurement itself introduces
dephasing through this process.[20]

The fourth process,� ion � spin , arises from interactions between the nuclear spin
of the dopant ions and the host material. Nuclei with non-zerospin undergo
spin �ips, which causes the magnetic �eld in the crystal to �u ctuate, which
perturbs the dopant ions. This mechanism can partly be suppressed by applying
an external magnetic �eld, which inhibits random spin �ips. [19] It has earlier
been reported that a small magnetic �eld (77 G) can decrease the linewidth by
500 Hz [20]. However, it is not well known how a strong magnetic �eld would
a�ect the linewidth. It has also been reported that especially long coherence
times between hyper�ne levels can be achieved by applying a magnetic �eld
at speci�c directions and magnitudes, known as �critical points�. When the
magnetic �eld is applied, the hyper�ne levels will split int o Zeeman levels. At the
critical points, the transition frequency between the hyper�ne levels of interest is
essentially independent of small magnetic �eld changes. This has been reported
to give phase memory times of 82 ms [29].

4.4 Representation of Qubits in the REQC

The scheme to represent qubits relies on the fact that while the linewidth of
the 3H4 � 1D2 transition of a single ion is very narrow, on the order of kHz,
the inhomogeneous spectral width of the whole ensemble in the crystal is on the
order of GHz. The reason for this broadening is that due to imperfections in
the crystal, the ions will experience slightly di�erent cry stal �elds, and this will
shifts their transition frequencies by di�erent amounts. T he resonance frequency
of a particular ion has in general no obvious dependence on its spatial position in
the crystal. However, for ions lying very close to each other,the electric dipole-
dipole interaction can be the primary inhomogeneous broadening mechanism.
These ions have large frequency shifts and form so-called satellite lines that can
be observed outside the main inhomogeneous absorption pro�le and in this case,
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Figure 4.3: (a) Ions that have been randomly doped into the crystal and happen
to have the same frequency . . . (b) . . . together make up a frequency channel
inside the inhomogeneous absorption pro�le, and are used as aqubit.

there is a correlation between the resonance frequencies and the relative position
of the ions. This phenomenon has been investigated in Eu3+ :Y2SiO5 by Sellars
et al [30], but has not been considered further in the description below.

The hyper�ne levels I Z = � 1=2 and I Z = � 3=2 of the ground state are used as
qubit states and are labelledj0i and j1i respectively. The reason for choosing
hyper�ne levels as qubit states is that they have a comparatively long coherence
time, about 500 � s at liquid helium temperature [24]. Logical operations are
performed by using laser light on the3H4 � 1D2 transition, and di�erent qubits
are addressed by using di�erent frequencies of the laser light within the inhomo-
geneous absorption pro�le. In the original design, an ensemble approach is used,
where all ions that are resonating at a particular frequencyare used together
as one qubit. Figure 4.3 illustrates this. Since the homogeneous linewidth is of
the order of kHz, while the inhomogeneous linewidth is of the order of GHz, a
crystal can in principle accommodate millions of qubits. One problem that can

f 0
ion 1 ion 2 ion 3 ion 4

Laser Frequency Distribution

Frequency

Figure 4.4: Since the spectral width of the laser pulses is signi�cantlybroader
than the homogeneous linewidth, the pulse will a�ect a number of ions with
slightly di�erent resonance frequency. Ions slightly o�-resonance will experience
a lower Rabi frequency than ions on the laser center frequency f0.

be encountered is that the ions of a qubit do not experience the same light inten-
sity, and thus not the same Rabi frequency. This can be understood by looking
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laser laser

(a) (b)

Figure 4.5: (a) The laser is scanned over a part of the inhomogeneous absorption
pro�le, and pumps the ions here to thejauxi state. This results in a spectral pit,
a spectral interval that has essentially no absorption. (b)The laser frequency
is shifted, and ions are pumped back into the center of the pit.Now, we have a
narrow spectral feature that can be used as a qubit.

at �gure 4.4. In this �gure, it is clear that the ions sitting a t the center fre-
quency experience a higher Rabi frequency than the ions slightly o�-resonance.
For the scheme to work, it is important that the laser pulses a�ect all ions of
the addressed qubit in the same way, while other ions must notbe a�ected at
all. This can be achieved throughspectral holeburning. In this context, spectral
holeburning means deactivating certain ions by pumping them to a state that
is not used in the computing scheme. The state in question is the I Z = � 5=2
state, often referred to asjauxi . The �rst step of the holeburning process is
to pump all ions in a certain interval, typically 10s of MHz wid e, to the jauxi
state. This is achieved by scanning the laser repeatedly across this interval.
The atoms are then excited to the �rst excited state. When they relax to the
ground state, they have a certain probability of relaxing to the jauxi state. If
they relax to the j0i or j1i state, they will be excited again, until eventually,
virtually all atoms will be in the jauxi state. This creates aspectral pit in the
absorption pro�le, as the number of absorbers in this interval has been reduced
to virtually zero.

Next, the laser frequency is shifted in order to pump ions in a very narrow
spectral interval back into the pit. The result is a pro�le th at looks like �gure
4.5. The resulting peak is now used as a qubit. Now it is possible to design
pulses that a�ect all ions in the qubit with virtually the sam e pulse area, and
that at the same time do not a�ect any other ions at all.[19]

4.5 Gate Operations in the REQC

As was noted previously, a number of single-qubit operationsand one two-qubit
operation are su�cient to make a complete set of gates. Single-qubit gates are,
at least in theory, straightforward to accomplish. As was described in chapter
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Figure 4.6: A NOT gate. (a) The probability amplitude of j0i is transferred to
jei . (b) The probability amplitudes of j1i and jei are swapped. (c) The probability
amplitude of jei is transferred to j0i . The net result is a swap betweenj0i and
j1i .

3, a suitably designed coherent light pulse can make an arbitrary Bloch vector
rotation, and in particular, a � -pulse can make two levels exchange all their
probability amplitude. In our case, the state of a qubit is manipulated using
the optical transition between the ground state and the �rst excited state, 3H4

� 1D2. In the following discussion, we use thej0i and j1i levels as well as one of
the hyper�ne levels of the excited state, designatedjei . As an example, it will
now be shown how to make a NOT operation. For this, three� -pulses tuned
to di�erent transitions are used. The �rst pulse is resonant with the j0i � j ei
transition, and puts all the probability amplitude of j0i into jei . The second
pulse is tuned to the j1i � j ei transition and exchanges all probability amplitude
between these two levels. Finally, the third pulse, appliedon the same frequency
as the �rst, transfers the amplitude of the excited state to the j0i state. More
formally expressed, the transitions can be written as� j0i + � j1i ! � jei + � j1i !
� j1i + � jei ! � j1i + � j0i , which is exactly the de�nition of a NOT operation.
See also �gure 4.6.[31]

The realization of two-qubit gates utilizes the fact that th e electric dipole mo-
ment of an ion changes when the ion is excited. This will shiftthe resonance
frequency of other ions in the vicinity, since they are now subject to a slightly
di�erent electric �eld. To realize a CNOT gate, the following scheme can be
used:

1. Apply a � -pulse on the j0i � j ei transition of the control qubit. If the
control qubit is in state j0i , it will be excited, and this will shift the
resonance frequency of surrounding ions, including those representing the
target qubit. If the control qubit is in state j1i , nothing will happen.

2. Perform a NOT operation on the target bit as described above. Note that
if the control qubit has been excited, the optical transition of the target
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Figure 4.7: A CNOT gate. (a) A � pulse is applied to the control qubit on the
j0i � jei transition. This will excite the qubit, if it was initially i n the j0i state.
(b) A NOT pulse sequence is applied on the target qubit. If thecontrol qubit is in
the excited state, the target qubit will have have changed its transition frequency,
and the NOT sequence will have no e�ect. (c) The control qubitis brought back
to the ground state by a� pulse.

qubit will no longer be on resonance with the incoming light. This means
that the NOT operation will only be performed if the control bi t has not
been excited, i.e. it was initially in the j1i state.

3. Apply a second � -pulse on the j0i � j ei transition of the control qubit.
This will transfer any probability amplitude in the excited state back to
its initial state.

See �gure 4.7. Note that all ions of the target qubit must be su� ciently close
to an ion of the control qubit so that their resonance frequency becomes shifted
when the control qubit is in the excited state. Since it must be possible to apply
the CNOT gate to any two qubits, the ions of every qubit must be su�ciently
close to ions of other qubits such that CNOT operations can be made with all
other qubits either directly or mediated by other ions. The ions that do not
couple strongly enough to other ions must be deactivated in the sense that they
must be made not to take part in the computations. This can be achieved
through a distillation process, described in [32]. Consider two qubits, with
resonance frequencies! C and ! T where you want to remove the ions of each
qubit that do not couple strongly to the other ion.

1. Apply a � -pulse on! C . This will excite the control qubit, which will cause
the strongly interacting ions of the target qubit to shift aw ay signi�cantly
from ! T .

2. Optically pump the ions on the ! T frequency to the jauxi state. This will
remove all ions that have not had their resonance frequencies signi�cantly
shifted.
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3. Apply a second � -pulse on ! C to bring the control qubit back to the
ground state.

4. Reverse the roles of the two qubits and repeat the procedure.

It has been estimated that given a crystal with a doping concentration of 0.05%
and a laser beam exciting ions in a 1 MHz interval in a volume of 0.004 mm3

(which are quite typical values), about 0.4% of the ions of two randomly cho-
sen qubits will have su�cient interaction strength [19]. Th is can cause severe
scalability problems; for each qubit that is added to the quantum register, the
number of ions per qubit decreases by a factor of 4�10� 3. The problem with
this is that with current readout techniques, it is necessary to have a certain
number of ions in order to measure the state of the qubit. One proposition to
partly alleviate the problem is to use a bus architecture, where one ion, thebus
ion, is used to mediate interaction between other ions. In this case, each ion
needs to couple only to a bus ion, and not to ions belonging to other qubits [32].
Another proposal is to use a single-ion approach, in which each qubit is repre-
sented by only a single ion [33]. This approach makes the readout procedure
very challenging, but there are ideas about how to make a su�ciently e�cient
readout scheme. This is presented in the next section.

4.6 Readout

In order to measure the state of a qubit in the ensemble case, there are mainly
three methods that have been proposed: Fluorescence, absorption and coherent
emission. For the single-ion scheme, another readout mechanism which utilizes
a specializedreadout ion has been proposed. These schemes will be discussed
brie�y below.

In the �uorescence case, ions are excited either on thej0i � j ei or the j1i � j ei
transition. The amount of �uorescence emitted from the crystal by this will be
proportional to the average probability of �nding the ions o f that qubit in that
state.

In absorption measurements, laser light is sent through thesample at the fre-
quency of the qubit of interest, and the amount of light passing through is mea-
sured. The measurement can be greatly improved by using a reference beam to
account for amplitude variations of the laser. In this case,the beam is split in
two beams: One that propagates through the sample, and one that does not.
By dividing the measured intensities of these two beams witheach other, an
accurate reading of the absorption can be obtained.

For coherent readout, the idea is to create a coherent superposition between one
of the ground state levels and thejei level. One way to do that is to apply a � /2
pulse on the j0i � j ei transition. This will set up a coherence betweenj1i and
jei , which will cause the ions to emit coherent radiation, as wasdescribed in
the discussion about free induction decay in section 3.4.2.The amplitude of the
emitted light will depend on the level of inversion (with a maximum amplitude
for states along the equator of the Bloch sphere), and the phase of the light is
determined by the phase of the ions. The phase can be measuredby mixing the
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emitted light with laser light at a slightly di�erent freque ncy. This will produce
a measurable beating signal.[19]

In order to read out the qubits in the single-ion approach, it is necessary to make
a single ion emit a su�cient number of photons per second to produce a mea-
surable signal. In principle, it is possible to produce a large number of photons
per ion using �uorescence measurements, in which the ion is repeatedly excited
to an optically excited state, which causes it to continuously emit �uorescence
light. However, the requirements on ions to make them suitable for readout are
substantially di�erent than the requirements for qubit ion s. For readout ions,
it is important that the ion can not be trapped in a non-�uores cent state, and
it must have a large transition strength on the transition of interest. Since a
large transition strength leads to shorter coherence times, this requirement is in
con�ict with the desired properties of qubits. Therefore, it has been proposed
to dope a second kind of ion into the crystal, to be used speci�cally to facilitate
readout [33]. To read out a qubit, two laser beams are required; one tuned
to the transition frequency of the qubit ion, and one tuned to the transition
frequency of the readout ion. The �rst step is to excite the qubit ion on the j0i
� jei transition. If the qubit was in state j0i , it will be optically excited, which
will shift the transition frequency of the readout ion out of resonance with the
readout beam. The beam tuned to the readout ion frequency is then turned on.
This will produce �uorescence light if and only if the readout ion has not been
shifted o� resonance.

One candidate for a readout system is the 4f-5d transition ofthe Ce3+ ion. The
lifetime of the 5d state is about 20 ns in YPO4, and the ion has a zero nuclear
magnetic moment, which means that there is no hyper�ne splitting which could
cause the ion to decay to a state where it no longer interacts with the readout
beam. However, the properties of Ce3+ in the Y 2SiO5 host are not well known,
and more research needs to be done.[33]
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Equipment

5.1 The Laser

The laser used for the experiments is a Coherent CR-699-21 ring dye laser,
operated in continuous wave (CW) mode and pumped by a Coherent Verdi V-6
diode-pumped, frequency-doubled Nd:YVO4 laser, with an output wavelength
of 532 nm. The dye used was Rhodamine 6G, and the laser was set up for
operation at 605 nm. Typical output powers were 3.75 W for thepump laser
and 200 mW for the dye laser. The reason for using a dye laser isthat it can
access any frequency in a wide range with powers of the order of hundreds of
mW. However, the gain medium in these lasers consists of a jet of liquid, which
is not very stable, and its thickness can vary slightly in time. This changes the
optical path length of the laser cavity, which makes it more di�cult to keep the
laser frequency stable.

The commercial version of the dye laser can be actively frequency-stabilized
with a mirror mounted on a piezo-electric crystal inside the cavity, using the
transmission fringes of a temperature-stabilized Fabry-Perot etalon as reference.
In this way, a linewidth of 1 MHz can be achieved, and the long-term frequency
drift is speci�ed at less than 100 MHz/hour [34]. To improve frequency stability,
the laser has been equipped with an external stabilization system, in which a
Pr3+ :YSO kept at a few K is used as frequency reference. In order to stabilize
the laser, a hole is burned in the inhomogeneous absorption pro�le, and the light
transmission from the crystal can then be used as a frequencyreference. In this
way, considerable stability improvements have been achieved. Measurements
show that the short term linewidth of the system is a few kHz, with a frequency
drift which is typically tens of kHz per second. To improve amplitude stability,
an amplitude stabilization system with an electro-optic modulator was mounted
just after the output coupling mirror of the laser.
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5.2 Modulators and Modulator Drivers

5.2.1 Acousto-Optic Modulators

Acousto-optic modulators (AOMs) were used for two purposes: To create the
desired pulse sequences from the CW output of the laser, and to gate the light
coming into the detector, to make sure that the excitation pulses were heavily
attenuated when reaching the detector, while the echo pulses should be detected
with as high sensitivity as possible.

In an AOM, the laser beam passes through a crystal in which a piezo-electric
transducer, driven by an external RF source, is being used totransmit an acous-
tic wave in a direction perpendicular to the beam. The acoustic wave creates a
periodic modulation of the refractive index of the crystal. This will distort the
wave front of the laser beam, and it can be shown that the lightwill be di�racted
in di�erent orders according to the familiar grating equati on: m� = dsin � m ,
where m is the order of di�raction, � is the wavelength of the light, d is the
wavelength of the acoustic wave and� m is the angle of di�raction of the m:th
order.

In addition, the light will change its frequency by an amount m � F , where F
is the frequency of the acoustic wave. This can be intuitively understood by
viewing the di�raction as a process in which the light photon absorbs or emits
the energy of one or more phonons. Furthermore, the phase of the light is also
shifted by an amount that depends on the phase of the acousticwave. The
intensity of the di�racted light depends on the intensity of the acoustic wave.

One must also consider that in a thick crystal, light can be di�racted at di�erent
depths. To get strong light in a particular order, the crystal must be aligned
so that light di�racted at di�erent depths interfere constr uctively. Thus, it is
possible to align the crystal to maximize power in a particular order. Normally,
the �rst order of the di�racted light is used as output of the m odulator. Other
orders can be removed by placing an iris after the AOM.[35]

The most versatile way to control an AOM is to use an arbitrary waveform
generator (AWG) to generate the RF signals to the piezoelectric transducer.
This makes it possible to create arbitrary pulse sequences in which both pulse
durations and pulse shapes, including intensity, frequency and phase, can be
controlled. In the experiments presented in this thesis, the pulses were generated
by an AOM with a center frequency of 200 MHz, driven by a Tektronix AWG520
AWG, which in turn was controlled by an ordinary PC.

Two Isomet 1205C AOMs with a center frequency of 80 MHz and a bandwidth
of 30 MHz were used forgating. The concept of gating is to let light into the
detector only when the signal of interest (in this case the echo) is expected.
In this case, it is only necessary to be able to switch the light on and o�.
The gating AOMs were driven using an Isomet D320 driver unit containing a
voltage-controlled oscillator (VCO), which was switched on and o� by a TTL
signal from the AWG.
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5.2.2 Electro-Optic Modulators

Electro-optical modulators (EOMs) consist of a material which changes its re-
fractive index when a voltage is applied across it. This is known as theelectro-
optic e�ect . If the crystal is properly oriented, the applied voltage can induce
birefringence, which rotates the polarization of the incoming light. By putting
a polarizer after the EOM, it is possible to control the amount of light being
transmitted.[19] In this work, an EOM was used to stabilize the amplitude of
the laser.

5.3 The Cryostat

To keep the sample at cryogenic temperatures, and to producethe magnetic
�elds necessary for the experiments, an Oxford InstrumentsSpectromag cryostat
was used. The cryostat consists of:

1. An Outer Vacuum Chamber (OVC), which is used to prevent heat con-
duction from the outside environment to the inner parts of the cryostat.
The OVC is kept at high vacuum, typically around 10 � 6 mbar or lower.

2. A helium reservoir, which contains up to 20 l of liquid helium, which keeps
the reservoir at 4.2 K. The helium reservoir is mounted inside the OVC.

3. A nitrogen jacket, which contains liquid nitrogen at 77 K. The jacket is
a ring-shaped container which is mounted in the OVC and surrounds the
helium reservoir. Its role is to reduce the heat load on the helium reservoir
by thermal radiation. Since the amount of heat radiated from an object is
proportional to the temperature raised to the power of 4, it makes a very
big di�erence that the helium reservoir is surrounded by an object at 77 K
instead of being directly exposed to the room temperature surroundings
at 300 K.

4. A superconducting magnet, rated up to 7 T for operation at 4.2 K, and
up to 8 T at 2.2 K. The magnet is mounted in the bottom of the helium
reservoir, and is in this way always immersed in liquid helium as long as
the helium reservoir is not empty.

5. A Variable Temperature Insert (VTI), which contains the sample itself.
The VTI is placed in the middle of the magnet bore, but has no direct
contact with the helium reservoir. This makes it possible to control the
temperature of the sample independently of the temperatureof the mag-
net. The VTI can be kept at low temperature with the help of heli um,
which is transferred to the VTI from the helium reservoir thro ugh a small
capillary tube, in which the �ow of helium is controlled by a m otorized
needle valve. Normally, an externally connected vacuum pumpis used to
promote the helium �ow through the VTI. The VTI also contains a h eater,
which makes it possible to keep the sample at as high temperature as 300
K. However, for the experiments conducted here, the sample was always
kept at a few K. The sample is mounted at the end of a sample rod,which
is loaded from the top of the cryostat. This arrangement makes it possible
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to adjust the position and orientation of the sample, as wellas to change
samples, even when the cryostat is at liquid helium temperature.

6. A Lambda Point Fridge (LPF), mounted inside the helium reservoir. This
device can be used to lower the temperature in the lower part of the
helium reservoir to 2.2 K, which allows the magnet to be run up to 8
T. The LPF consists of a small chamber which can be connected to an
external vacuum pump, and has a needle valve which can be opened to let
in helium from the reservoir. By letting helium into the LPF c hamber and
using the vacuum pump to lower the pressure inside, the temperature of
the helium will drop. This will cool down the LPF, which in its turn lowers
the temperature of the helium of the reservoir surrounding the LPF. Since
the density of the liquid increases as it is being cooled, strong convection
currents will be set up between the LPF and the part of the reservoir
below it, where the magnet is installed. The bene�ts of the system is that
only the liquid in the immediate vicinity of the magnet is cooled, which
minimizes the helium evaporation rate.[36]

A more detailed description can be found in [37]. A very largeportion of the
work was devoted to putting the cryostat into operation. Because of this, a much
more detailed discussion about how the cryostat works and how to operate it
has been written and can be found in appendix B. It is written mainly as a help
to other people working with the cryostat.

5.4 Detectors

To detect light from the experiments, both photodiodesand photomultiplier tubes
have been used. A photodiode is a diode which produces a current when it is
being hit by light. A photodiode can be operated in either zero-bias or reverse-
bias mode. When operating in zero-bias mode, it makes use of the photovoltaic
e�ect , which works as follows: Incident light creates electron-hole pairs. When
freed electrons on then side of the diode recombine with holes from thep
side and vice versa, the electric �eld inside the diode will change, which causes
a voltage to be developed across the diode. In reverse-bias mode, a voltage is
applied in the reverse direction over the p-n junction. Normally, a reverse-biased
diode has a very high resistance, but incident light will cause this resistance
to decrease, which produces a measurable signal.[38] In theexperiments, the
photodiodes have been operated in reverse-bias mode, sincethis increases the
sensitivity of the diodes. They have been used to measure strong signals such
as the excitation pulses.

A photomultiplier tube (PMT) is an evacuated tube that conta ins a photosen-
sitive material, known as the photocathode, and a number of electrodes known
asdynodes. Incident light hits the photocathode, which emits electrons through
the photo-electric e�ect. These electrons are acceleratedby a voltage between
the photocathode and the �rst dynode. When the electron hits the dynode, a
number of secondary electrons are emitted, which are accelerated towards the
second dynode. After a number of dynodes, the electrons hit ananode, and the
current produced in this way can be measured and displayed onan oscilloscope.
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Typically, a photomultiplier tube has of the order of ten dyn odes and operates
at a voltage across the whole dynode chain of 1-2 kV. A photomultiplier tube
is characterized by very high gain, low noise and short rise times.[39] In the
experiments, a photomultiplier tube was used to measure thephoton echoes,
which were too weak to be measured by a photodiode.
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Chapter 6

Experiment and Results

The aim of the experiment was to measure the optical coherence time of the
3H4� 1D2 transition in Pr 3+ :Y2SiO5 as a function of magnetic �eld strength.
This was done using two-pulse photon echoes.The coherence time was measured
for four magnetic �eld strengths: 0 T, 0.01 T, 0.1 T and 1 T.

6.1 Experimental setup

The setup was divided into two parts, set on two optical tables. The �rst
part, shown in �gure 6.1, was used to create the excitation pulses used in the
experiment, and consisted of:

� The pump laser and the dye laser.

� The frequency and amplitude stabilization system for the laser. This in-
cluded an EOM used to regulate the amplitude, and a continuous �ow type
liquid helium cooled cryostat (Oxford Instruments Optista t) containing a
Pr3+ :Y2SiO5 crystal used to provide a reference for the frequency locking
system.

� A 200 MHz AOM. The AOM was mounted in a double-pass con�guration,
which made it possible to change the frequency without causing any beam
movement, and also to achieve a higher bandwidth than would be possible
using a single-pass con�guration. The signals for the AOM were generated
by a Tektronix AWG520 arbitrary waveform generator, contro lled by a
computer.

� A single-mode optical �bre to transmit the pulses to the other part of
the setup. The reason for using a �bre to transmit the pulses between the
tables was because if the beam had been sent through open air,movements
of the tables would have resulted in poor phase stability andwould have
caused the beam to move.

The other part of the setup, shown in �gure 6.2, consisted of the sample itself,
mounted inside the Spectromag cryostat, and various detectors. The sample
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Figure 6.1: The pulse shaping setup. The AOM is arranged in a double-pass
con�guration, in which the light passes through the AOM in one direction, is
re�ected and then passes through in the opposite direction.In this way, the
modulator is used twice, e�ectively doubling the bandwidth and eliminating beam
movements.

was a Pr3+ Y2SiO5 crystal with a doping concentration of 0.005%. It had the
dimensions 4� 5� 6 mm, with the b axis normal to the 5� 6 mm surface, the D1
axis normal to the 4� 6 mm surface and the D2 axis normal to the 4� 5 mm
surface. The light from the �bre had a beam diameter of approximately 4 mm
and was focused into the sample by a lens with a focal length of30 cm. This
should theoretically make a focus with a beam diameter of approximately 60
� m. The beam diameter was measured with the help of a razor blade mounted
on a translation stage. The micrometer screws of the translation stage were used
to move the blade across the beam, and a photodiode was used tomeasure the
transmitted intensity as a function of razor blade position. In this way, a focus
diameter of 100� m was measured, and this value has been used in subsequent
calculations.

A few percent of the light was removed from the beam by a beam pick-o� and was
focused into a photodiode, to provide a reference measurement of the intensity
of the excitation pulses. The light passing through the sample was directed
through two 80 MHz gating AOMs and focused into a Hamamatsu R943-02
photomultiplier tube, which was used to detect the echoes. It is necessary to use
gated measurements since the excitation pulses are generally much stronger than
the echo pulse. Letting the excitation pulses into the PMT could have caused
saturation, or even permanent damage to the PMT. The 0:th order of the light
from the �rst AOM was directed by a mirror into a second photod iode to provide
a measurement of the intensity of the excitation pulses after having passed
through the sample. The signals from the photodiodes and thephotomultiplier
were digitized and recorded by a LeCroy Waverunner 6050A digital oscilloscope.

6.2 Experiments

For each value of the magnetic �eld being measured, 6 series of measurements
were made using di�erent excitation intensities. The reason for doing this was
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Figure 6.2: The setup on the Spectromag table, showing the Spectromag itself as
well as the detector setup.

to be able to compensate for the e�ect of instantaneous spectral di�usion on
the coherence times, as discussed in section 4.3. By measuring the linewidth as
a function of excitation density (the number of excited ions per volume unit),
it should be possible to obtain the linewidth at zero excitation density through
extrapolation.

For each excitation intensity, the magnitude of the echo wasmeasured for 33
di�erent time separations between the excitation pulses: From 4 � s to 102 � s
in steps of 3 � s. Each of these time separations were measured 20 times. In
all cases, the excitation pulses were gaussian, with a full width half maximum
(FWHM) of 0.8 � s. After each measurement, the laser was repeatedly scanned
across several tens of MHz for 100 ms, to erase any spectral gratings that might
form and to make sure that the population was in an equilibrium-like state at
the beginning of each measurement. The pulse sequence is described in greater
detail in appendix A. A delay of 200 ms was made after each measurement
to make sure that the erase sequences did not heat the sample.For the same
reason, the measurements were made with the sample immersedin liquid helium
rather than helium gas, to achieve greater cooling power. The pressure above the
liquid helium was lowered by a vacuum pump to keep the helium temperature
at 2 K. It was deemed necessary to keep the temperature below 2.2 K at all
times when cooling with liquid helium, since above this point the measurements
are heavily in�uenced by bubbles forming in the helium. Light was sent through
the sample along the b-axis, with the polarization along D2.The magnetic �eld
was parallel to the D1 axis.

To obtain a measurement of the amount of light being absorbedin the sample,
calibration curves were measured for the two photodiodes, which provided a
relation between the signal measured by the photodiodes andthe actual power
of the light just before and just after the cryostat. This cal ibration was converted
to a relationship between the measured area of a pulse and theenergy content of
the pulse. The power was then measured just before and just after the cryostat
with the laser tuned o� resonance to obtain a measurement of how much light
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is lost through re�ections on the windows of the cryostat and on the crystal
surfaces. This information made it possible to calculate the amount of light
being absorbed by the dopant ions, and thus the number of ionsthat were
excited, in the following way:

When the light enters the cryostat, it passes through �ve surfaces, including the
crystal surface itself, and some light is lost through re�ections. Next, some light
is lost through absorption by the dopant ion. Finally, the li ght passes through
an additional �ve surfaces on its way out. When measuring the intensity o�
resonance, losses arise only from surface re�ections. It isreasonable to assume
that the absorption is the same before and after the crystal. Thus, the trans-
mittance for �ve surfaces, T, can be estimated by inserting the measured power
before the cryostat Pbefore and the power after the cryostat Pafter into:

Pafter = T2 � Pbefore (6.1)

This gave a value ofT of 0.80. Now, when an excitation pulse was sent through
the sample on resonance, the energy reaching the sample was given by T �Ebefore ,
where Ebefore is the energy of the pulse before it enters the cryostat. A certain
amount of the the light, Eabs, was absorbed by the ions. This light was further
attenuated by a factor of T through surface re�ections on its way out. The
amount of light measured after the cryostat, Eafter , was given by Eafter =
T � (T � Ebefore � Eabs). Thus, the amount of absorbed light energy was given by:

Eabs = T � Ebefore �
Eafter

T
(6.2)

The excitation density ne is given by

ne =
Eabs

Ephoton � A � l
(6.3)

whereEphoton is the energy of one photon,A is the beam area inside the sample
and l is the thickness of the sample. In addition, the actual excitation pulse
sequence consisted of two pulses, the �rst having an intensity of 1/4 of that of
the second one. The value ofne, measured using only one pulse, was therefore
multiplied by a factor of 5/4.

6.3 Data Evaluation

�If you need statistics, you did the wrong experiment.�
�Attributed to Ernest Rutherford

For each magnetic �eld strength and excitation density, the echo intensities were
averaged over the 20 measurements that were made for each pulse separation
time. This average was plotted as a function of pulse separation. An exponential
decay curve was �tted to each of these plots according to:

f (t) = I 0e� 4t=T 2 + I b (6.4)

where I 0 is the echo intensity at zero pulse separation,t is the separation time
and I b is the background intensity. The parameters I 0, T2 and I b were de-
termined using a weighted least squares-�t, that is �nding t he values of these
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parameters which minimize:

Q2 =
X

i

Wi (I i � f (t i ))2 (6.5)

whereI i is the value of data point i , t i is the pulse separation time at data point
i and Wi is the �tting weight at data point i . The weights were chosen as:

Wi =
1

� 2
i

(6.6)

where � i is the estimated standard deviation of data point i . Since each data
point is a mean of 20 measurements, the standard deviation can be estimated
by:

� i =
1

p
20

�

 
1

n � 1

nX

k=1

(t ik � �t ik )2

! 1=2

(6.7)

The expression to the right is the usual formula for calculating the standard
deviation of measurements, divided by

p
20 to get the standard deviation of

the mean of twenty such measurements. The linewidth was thencalculated
from the value T2 determined by the process above and plotted as a function
of excitation density for each magnetic �eld. To make error estimates, the

� F(1,� ,0.683)
1 3.3837
2 1.7488
3 1.4347
4 1.3052
5 1.2350
6 1.1910
7 1.1609
8 1.1390
9 1.1224
10 1.1094
12 1.0902
14 1.0768
16 1.0669
18 1.0593
20 1.0533
25 1.0426
30 1.0355
35 1.0305
40 1.0268

Table 6.1: Values of the F function. � is the number of degrees of freedom.

procedure described in section 4.8 in [40] was used. The ideais vary T2 around
the value determined by the least-squares �t, while the other two parameters
remain �xed, and to plot the quantity Q2 as a function of this T2. T2 has
obviously its minimum at the value determined by the least-squared �t, as this
is the de�nition of the best �t. The plot Q2 vs. T2 has a near-parabolic shape
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Figure 6.3: Example of aQ2 vs. T2 plot used to determine the uncertainties of
the �t. The curve resembles a parabola around the minimum value.The upper
and lower 1� bounds are given by theT2 values of the points where theQ2 curve
intersects the greater of the quantitiesQ2

min +1 and Q2
min � (1+ F (1; �; 0:683)=� ).

for a reasonably linear problem. The upper and lower 1� bounds (one standard
deviation) are given by the values ofT2 at the two points around Q2

min whereQ2

intersects the larger of the quantitiesQ2
min + 1 and Q2

min � (1 + F (1; �; 0:683)=� ).
Here, � is the number of degrees of freedom,� = N � (n � 1), where N is the
number of data points and n is the number of �tted parameters, and F is a
function whose values are shown in table 6.1. An illustrationof what such a
plot can look like is given in �gure 6.3. In this experiment, Q2 + 1 has always
been the greater value, due to the large number of data points.

6.4 Results
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Figure 6.4: Two typical plots of echo intensity versus pulse separationtime,
shown in log scale. The estimated background intensities have been subtracted
from the plots. (a) shows a curve for zero magnetic �eld and an excitation
density of 2.2 � 1017 ions / m 3. (b) shows a curve for a magnetic �eld of 1 T
and an excitation density of 1.4� 1019 ions / m 3.
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A couple of representative decay curves, with the �tted background intensity
subtracted, are shown in �gure 6.4. It can be seen that they correspond well
to exponential curves. However, a few of these curves showed aslight peri-
odic modulation in addition to the exponential decay, with a period time of
approximately 15�20 � s.
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Figure 6.5: Linewidths versus excitation density for (a) 0 T (b) 0.01 T (c) 0.1
T and (d) 1 T. No clear connection can be established between the linewidth and
the excitation density. Also, the presence of magnetic �eldsdoes not seem to
a�ect the linewidths in a clearly visible way.

Figure 6.5 shows the �nal result, where the linewidth is plotted as a function of
excitation density for all four magnetic �elds, along with e rror estimates. In all
cases, the results are around 5 kHz, but the variations are large. The narrowest
linewidth was 4:20(+0 :12)

( � 0:11) kHz, and the broadest linewidth was5:95(+0 :27)
( � 0:23) kHz,

corresponding to coherence times of75:9(+2 :1)
( � 2:1) � s and53:5(+2 :2)

( � 2:3) � s respectively.

The background intensity I b that was estimated by the curve �tting procedure
is shown in �gure 6.6.
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Figure 6.6: Background intensity, estimated using the procedure described in
section 6.3. Note that the background values are considerably higher for non-zero
magnetic �elds. It is also evident that the background is signi�cantly smaller at
low excitation densities. No satisfactory explanation hasbeen found for either
of these observations.

6.5 Discussion

Generally, the reported linewidths are considerably larger than those reported by
previous investigations. Equall, Cone and Macfarlane havereported linewidths
of 2.4 kHz for zero magnetic �eld, and 1.9 kHz for a 77 G magnetic �eld [20].
It remains to be explained whether this discrepancy is due toan experimental
artifact or if there is any additional mechanism that is causing dephasing in the
present experiments.

No clear dependence of the measured linewidth on the excitation density can
be established. However, the excitation densities have generally turned out to
be very low, given the excitation intensities involved and the doping concen-
tration of the sample. The excitation density was approximately one order of
magnitude lower than those used by Equall, Cone and Macfarlane. Therefore,
it seems reasonable to conclude that spectral di�usion did not give a signi�cant
contribution to the linewidth in this experiment. One possi ble explanation for
the low excitation density is that the experiment was perhaps not carried out
at the center frequency of the absorption pro�le.

After the initial cryostat tests, it was found that the sample had cracked, be-
cause the crystal holder had contracted when it was cooled toliquid helium
temperature, which made it exert a very high pressure on the crystal. In the
subsequent experiments, care was taken to mount the crystalmore loosely, but
even so, it is possible that it was subject to severe strain. This could have
broadened the inhomogeneous absorption pro�le, reducing the number of ab-
sorbers at the laser frequency. If so, it could be another explanation for the low
excitation density.

It is surprising that the measured linewidths for a given magnetic �eld vary so
much and in such a seemingly random manner. As can be seen in �gure 6.5, the
experimental inaccuracies do not seem to account for these variations. Instead,
there might be a systematic error in the measurements. Presently, there are no
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satisfactory theories about what these errors could be. Since the variations are
so large for a given magnetic �eld, it is very di�cult to make a ny conclusions
about the magnetic �eld dependence. Previous investigations show that a weak
magnetic �eld lowers the linewidth by 500 Hz, and this value iscomparable to the
variations of the measured values for each magnetic �eld strength. Considerably
stronger �elds did not show no clear impact on the results either.

One suggestion is that there might be a problem that the crystal holder is made
of copper instead of a non-metallic material. This could possibly a�ect the
magnetic �eld experienced by the crystal.

It is well known that ions doped into a noncrystalline host such as glass have
signi�cantly shorter coherence times than those of ions in crystals. This can be
explained with that in these nonperiodic hosts, the ions canhave two close-lying
states, which they can tunnel between. These �uctuating states can greatly re-
duce coherence times. The theory of these tunnelling statesis discussed in gen-
eral in [41] and described in the context of doped glasses in [42]. Since the crystal
was subject to such high stress, it is a possible, although perhaps remote, sce-
nario that it has become disorganized enough to accommodatetunelling states.

It might also be worthwhile to investigate whether the erasepulses could have
heated the crystal locally to a temperature signi�cantly ab ove liquid helium
temperature. There might be some support for that hypothesis: In an early
measurement, the measured linewidths were somewhat narrower than the ones
on the measurements in �gure 6.5. The measurement was discarded for the
following reasons:

� The statistical uncertainties were probably very large, since in these exper-
iments, only one measurement was made for each data point, incontrast
to the twenty measurements made in 6.5. The reason for this was that due
to limitations of the oscilloscope used, each two-pulse echo sequence had
to be loaded into the AWG separately, a process that took approximately
ten seconds. This made it impractical to make 660 measurements for a
single magnetic �eld strength and excitation density.

� The statistical uncertainties could not be estimated; since only one mea-
surement was made for each data point, it was impossible to calculate the
variance of each data point.

� No accurate estimation of the excitation density could be done. Consid-
erably stronger excitation intensities were used in this experiment than
in the one presented in �gure 6.5. After the measurements, it was found
that saturation e�ects in the crystal had been signi�cant. T his made the
reference pulses used to estimate the absorbed energy highly inaccurate.

The results of the measurement are shown in �gure 6.7. Not muchconclusions
can be drawn from them for the reasons mentioned above. However, the mea-
sured linewidths are generally narrower than in 6.5, and theonly two obvious
di�erences between these measurements and the measurements of �gure 6.5 are
that the excitation intensities in this case were higher (which hardly could have
lowered the linewidth) and that the time between measurements were much
greater (� 10 s as opposed to 300 ms). This reduced the heat load on the crystal
by the laser by two orders of magnitude.
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Figure 6.7: Linewidths versus excitation intensity in an early measurement se-
ries for (a) 0 T (b) 0.01 T (c) 0.1 T and (d) 1 T. The average linew idth is
somewhat lower than for the linewidths in �gure 6.5, but the experimental un-
certainties are probably large. Since it was not possible tomake an accurate
estimate of the excitation density, the horizonal axes show the incident inten-
sity on the crystal, measured as a percentage of the maximum output intensity
of the pulse generation system.

It is a rather surprising result that the background intensi ty increased by such
a large amount when the magnetic �eld was applied. The process behind this
phenomenon is not known. It should be noted, however, that the curve �tting
procedure assumes that the curve shape consists of an exponential decay term
and a constant background. This is a reasonable assumption,but should it
prove to be false, the estimated values of coherence time andbackground are
not valid. As previously mentioned, a slight modulation could be observed in
some of the decay curves. Another explanation to the anomalous background
levels could be that the detector is a�ected by the magnetic �eld. However,
this seems unlikely, as the e�ect is signi�cant even at very low magnetic �elds.
When the �eld in the sample was 0.01 T, the �eld at the PMT shoul d be no
more than a few � T.
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Conclusions and Outlook

The measured coherence time of the optical transition3H4� 1D2 was consider-
ably shorter than previously reported, � 60 � s as opposed to 150� s, and showed
no obvious magnetic �eld dependence. However, it should be noted that there
are large and seemingly random variations in the data, larger than can be ex-
plained by statistical uncertainties. It seems necessary to �nd out the reasons
for the short coherence times. If the measured coherence time in any way is
limited by additional dephasing mechanisms, or limitations in the experimental
setup or the techniques used, this must be understood in order to eliminate such
e�ects in future measurements. Su�ciently long coherence times are necessary
in order to implement e�cient quantum gates. A complex gate m ay require sev-
eral pulses and have a duration of several� s. The probability of coherence loss
during this time must be very small in order to achieve a high gate operation
�delity.

Furthermore, in all measurements, the magnetic �eld was oriented along the D1
axis. To obtain comprehensive data of magnetic �eld dependence of coherence
times, a variety of orientations should be tested.

Finally, it is of major interest to measure the coherence times between the
hyper�ne levels in the ground state. This was originally a major objective of
this thesis, but had to be abandoned due to time constraints.
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Appendix A

Pulse Sequences

Separate pulse sequence �les were loaded from the computer for each excitation
intensity and magnetic �eld strength to be examined. A typic al sequence is as
follows:

3 trigM1_300ns trigM1_300ns
2 wait1us wait1us
1 g800ns_0_25 Pulse350_2_5us
2 wait1us wait1us
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
2 wait1us wait1us
3 wait300ns wait300ns
12 trigM2_300ns trigM2_300ns
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
100 wait10us wait10us
500 erase200us sqr350_200us
2000 wait100us wait100us
1 g800ns_0_25 Pulse350_2_5us
5 wait1us wait1us
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
5 wait1us wait1us
3 wait300ns wait300ns
12 trigM2_300ns trigM2_300ns
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
100 wait10us wait10us
500 erase200us sqr350_200us
2000 wait100us wait100us
.
.
.
1 g800ns_0_25 Pulse350_2_5us
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95 wait1us wait1us
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
95 wait1us wait1us
3 wait300ns wait300ns
12 trigM2_300ns trigM2_300ns
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
100 wait10us wait10us
500 erase200us sqr350_200us
2000 wait100us wait100us
1 g800ns_0_25 Pulse350_2_5us
98 wait1us wait1us
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
98 wait1us wait1us
3 wait300ns wait300ns
12 trigM2_300ns trigM2_300ns
1 wait1us wait1us
1 g800ns_1 Pulse350_2_5us
100 wait10us wait10us
500 erase200us sqr350_200us
2000 wait100us wait100us
1 trig0 trig0

The instructions of the �le are carried out sequentially, li ne by line. Each line
is divided into three parts: A number, which tells how many ti mes that line
should be repeated, and two variable names, which describe what waveform
should be output on the AWG channels 1 and 2 respectively. Only the output
of channel 1 are of interest here; the channel 2 waveforms area leftover from an
earlier experimental setup. Since the �le is repetitive andvery large, only the
beginning and the end of the �le are shown.

The names g800ns_0_25 and 800ns_1 denote gaussian shaped pulses with a
full width half maximum (FWHM) of 800 ns and with a peak intensi ty of 0.25%
and 1% of the maximum output power of the AOM. The trigM1_300ns and
trigM2_300ns are sequences in which TTL signals are sent from the digital
outputs M1 and M2 respectively. The erase200us is a pulse that scans a wide
interval for 200 � s. The various wait variable names are just used to create
delays.

On the �rst line, a TTL signal is sent through one of the digita l outputs of the
AWG. This signal tells the oscilloscope to start to collect data. After that, two
excitation pulses are sent out (commandsg800ns_0_25and g800ns_1). When
the echo is expected, a second TTL signal (trigM2_300ns ) is sent out. This
signal serves two purposes: It opens the gate to the photomultiplier tube, and
it sends a trigger signal to the oscilloscope. After that, a third pulse, identical
to the second excitation pulse, is sent. The purpose of this is to be used as a
reference to be able to calculate how much light was absorbedin the crystal.
The excitation pulses can not be used for this, as they move inrelation to the
trigger signal when the pulse separation time is changed. After a delay, the
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erasing pulses (erase200us) are sent. After this, there is a 200 ms delay, after
which a new excitation pulse sequence is sent out, with a longer pulse separation
time. The sequence consists essentially of 33 subsequencesthat are identical in
every way except for the pulse separation time, which grows with 3 � s for each
subsequence.

When the measurements were to be done, the oscilloscope was set up to collect a
total of 660 measurement values, recording values from boththe photomultiplier
tube and the two photodiodes. The sequence described above was initiated in a
repeat mode, which made the sequence described in the �le runmultiple times.
After 20 runs, the oscilloscope had collected all its 660 values, which were then
stored on disk.

The sequences for measuring the coherence times at other excitation densities
were identical to the one shown above, but with di�erent peak intensities of the
excitation pulses.
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Appendix B

Spectromag Operation

The aim of this chapter is to provide a detailed description of how to operate
the Spectromag cryostat and to give descriptions of some problems that have
been encountered, along with solutions. Note that this document is intended
as a supplement to the manual, not as a substitute. In particular, it does not
comprehensively cover safety issues.

B.1 Overview

A general overview of the Spectromag has been given in chapter 5. Much in-
formation about the cryostat itself can also be found in the supplied manual
[37]. However, the manual is very generic and does not containexplicit �how
to� instructions. Also, the connections to the vacuum pump and the helium
recovery system are speci�c for this particular laboratory, and are somewhat
complex.

B.1.1 Hose Connections

The hoses and hose connections have several purposes:

� To pump the helium reservoir, the Lambda Point Refrigerator (LPF) and
the Variable Temperature Insert (VTI) to vacuum as a part of th e pump
and �ush procedure performed before cooling.

� To provide a supply of helium gas to the cryostat, used in the pump and
�ush procedure.

� To regulate the pressure of the LPF and VTI in order to control t heir
temperature while they are running.

� To collect the helium that boils away and transfer it to the helium recovery
system.
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Figure B.2: The top of the cryostat, with all valves and electrical connectors
labelled.
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Figure B.3: The valves mounted on the laboratory wall.

A schematic of the hose connections is found in �gure B.1. All valves have been
labelled in order to facilitate the descriptions of how to operate the system.
Figures B.2 and B.3 show how the connections look like in reallife. The cryostat
can be connected to the helium recovery in two ways: either through a copper
tube connected through a �exible hose to the VTI, and from there to the rest
of the cryostat, or through a PVC hose from valve V6. Only the copper tube
is designed to handle a large amount of cold gas, and it must therefore be used
when the cryostat is being cooled down or re�lled. When the VTI or LPF is in
operation, the copper tube is used to connect them to the vacuum pump, and
in this case the PVC hose must be used to collect gas from the reservoir.
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Figure B.4: Schematic of the electrical connections between the cryostat and the
control boxes. Connectors that are labelled in capital letters are labelled in the
same way on the actual control boxes. The other labels are descriptive names.

B.1.2 Electronics

The cryostat is connected to an ILM200 level meter, an ITC503temperature
controller and an IPS120 magnet power supply. The connections are shown in
�gure B.4. Note that the connector called Needle Valve Connectoris normally
not connected to anything. In the event of ice blocking the VTI auto needle
valve, the blockage can be cleared by applying current to this connector.

B.1.3 Allen Bradley Resistors

The temperature in the helium reservoir is monitored using threeAllen Bradley
resistors. These are carbon resistors which have a very deterministicrelation-
ship between their resistance and their temperature, and they can therefore be
used as thermometers. The relationship between resistanceand temperature
is inverse and very nonlinear; a higher resistance means a lower temperature,
and a given temperature change gives a much greater resistance change at low
temperatures than at higher ones.

The Spectromag is equipped with three Allen Bradley resistors, labelled R1, R2
and R3. R1 is mounted 10 cm above the LPF, R2 is on the LPF and R3 is on
top of the magnet. Their values can be read by using the leads going in the same
cable as the switch heater leads. To measure R1, connect a resistance meter to
the green and the yellow cable. For R2, use the green and whitecables, and
for R3, use the green and black cables. Calibration values for the resistors can
be found in the cryostat manual, in the Speci�cations, wiring and test results
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section.

B.2 Cooling the system

Cooling the system from scratch can take a long time. It is advisable to be-
gin this procedure a few days before any planned experiments. The cooling
procedure is as follows:

1. Pump the Outer Vacuum Chamber (OVC) to a high vacuum. This is
done by connecting a suitable high vacuum pump to the OVC pumping
port. The pump used by the group, a Leybold Vacuum PT 70F Compact
turbomolecular pump containing both a forepump and a turbopump, has
not a su�ciently high pumping speed for e�cient operation, a nd it is
usually necessary to switch the pump operation to manual mode and start
pumping using only the forepump for at least a few hours, preferably over
the night, until the pressure has dropped to a few mbar or less. After
that, start the turbopump and let it pump until the pressure r eaches
around 10� 5 � 10 � 6 mbar. This can take a day. If the pressure has
not been lowered su�ciently when the turbopump is engaged, the pump
will overheat after a while and shut down to prevent damage. If so, it is
necessary to pump the OVC to an even lower pressure using the forepump
before the turbopump is started.

Continue to pump the OVC until the liquid helium transfer sta rts.

2. Pump and �ush the helium reservoir. This is done to remove all air,
and especially all water vapour, from the system. Any vapour left in the
system could cause ice blockages of valves and capillary tubes when the
system is cooled down. To pump the system, make sure that valves V1,
V2, V7 and V9 are open, and that the 3-way valve is set to connect the
cryostat to the vacuum pump. All other valves on the cryostat should be
closed. Also, close V11 and open V15, so that the air in the cryostat is
pumped to the exhaust rather than to the helium recovery system.

NOTE 1: When this is being written, the exhaust consists of a hose
that has to be put out through a window when used. Hopefully, a more
permanent solution will be made in the long run.

NOTE 2: If a dewar is connected to the helium recovery through V14, it
should be disconnected when doing this part of the procedure.

Start the vacuum pump. When the pressure drops to less than 1 mbar
(which it should almost immediately), close V7 to stop the pumping. Now,
�ood the reservoir with helium gas by opening the helium bottle, adjusting
the reducing valve to 3/4 bar and opening valve V3. When the reservoir
is back at atmospheric pressure, close V3.

3. Pump and �ush the Lambda Point Refrigerator. To do this, cl ose V2 and
open V7. When the pressure has dropped below 1 mbar, close V7 and
open the LPF needle valve. This will �ush the LPF with helium g as from
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the main reservoir. Close the LPF needle valve. Repeat this procedure a
couple of times. Leave the LPF valve closed.

4. Pump and �ush the Variable Temperature insert. For this, open the VTI
valve, and pump it to vacuum by opening V7. Next, close V7 and �ll t he
VTI with helium gas from the main reservoir by opening the VTI au to
needle valve, which connects the VTI to the main reservoir. The needle
valve can only be operated using the ITC503 control box. Press and hold
the GAS FLOW button, and adjust the needle valve by using the RAISE
and LOWER buttons. The display will show the position of the valve in
percent (100% is fully open). When the pressure has risen to 1000 mbar,
close the VTI auto needle valve. Repeat this procedure a couple of times.
Leave the VTI auto needle valve closed.

NOTE 1: Beware of the di�erence between theVTI valve and the VTI
auto needle valve. The former is a manually operated valve connecting
the VTI to the pumping line. The latter is a motorized needle valve that
connects the VTI to the helium reservoir and is operated usingthe ITC503
controller.

NOTE 2: Make sure that you do not put the auto needle valve in auto
mode by mistake. This happens if the GAS FLOW button is pressedand
released without the use of the RAISE or LOWER buttons, and causes
the button light to light up. If this happens, disengage auto mode by
pressing the button a second time.

5. Fill the main reservoir with liquid nitrogen in order to co ol it to 77 K. To
do this, insert the nitrogen transfer tube into the siphon port. Close V2
and open V4 and V5 to make sure that the nitrogen can vent. Now, �ll
the main reservoir from a nitrogen dewar. Typically, 50 liters are used to
cool down and �ll the reservoir, and the procedure takes approximately
an hour. When the reservoir is full, put a piece of latex hose or something
similar on the nitrogen transfer tube to make sure no water vapour can
enter the cryostat that way. Leave the system for a few hours,or over the
night, to make sure that all parts are completely cooled down.

NOTE 1: It is not easy to estimate the level of liquid nitrogen. The level
meter in the main reservoir works only for liquid helium, and is of no help
during this procedure. However, some information can be obtained by
monitoring the Allen Bradley resistors. When the liquid level reaches a
resistor, its reading will stabilize at the liquid nitrogen temperature value.
It is also possible to just keep �lling until liquid nitrogen can be seen
coming from the exhaust port at V5.

NOTE 2: Occasionally, it has seemed that the e�ciency of the transfer
is hampered by the high resistance of the exhaust system (valves V4 and
V5). This reduces the rate at which nitrogen gas can leave the reservoir
and creates a high pressure in the system, opposing the transfer. It is
possible to temporarily remove the �exible vacuum tube attaching the
helium reservoir to the LPF to create a larger exhaust port and achieve
higher transfer rates.

6. Transfer the liquid nitrogen from the main reservoir to the nitrogen jacket.
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To do this, attach the top of the nitrogen transfer tube to a ni trogen jacket
port with a piece of latex hose. Make sure that the helium bottle is open
and that the reducing valve shows around 3/4 bar. Close V4 and V5and
apply pressure to the reservoir by opening V3. This should start to blow
the nitrogen into the jacket. The nitrogen level meter should start to rise.
After a while, the meter levels out and the sound from the transfer changes
slightly. Now, V3 can be closed. Remove the nitrogen transfer tube from
the siphon port and insert the siphon bung.

NOTE 1: The relief valve on the cryostat will open at rather low pressures.
When blowing out the liquid nitrogen, care must be taken not to apply
too much pressure from the helium bottle. If that happens, the relief valve
will open to let out the excess gas, and a lot of helium will be wasted in
this way. Use the V3 valve to regulate the gas �ow such that the relief
valve does not start to hiss.

NOTE 2: If the nitrogen jacket did not receive any signi�cant a mounts of
nitrogen from the reservoir, �ll it from a dewar at this point . The jacket
must not be completely empty while liquid helium is being transferred.
However, there has been a suggestion that it might not be a goodidea to
�ll the jacket completely before the helium reservoir has been �lled with
liquid helium. The reason would be that there is a thermal connection
between the reservoir and the jacket at the top of the cryostat, and this
connection is removed when the metal responsible for the connection drops
to superconducting temperatures. To be on the safe side, it might be
advisable not to �ll the jacket to more than 50 percent before the liquid
helium transfer is complete.

7. Make sure that all the nitrogen has been removed from the helium reser-
voir. To do this, pump vacuum in the reservoir by opening V1, V2 and
V7 and making sure that the vacuum pump is on. It is important th at
the nitrogen transfer tube has been removed and the siphon bung inserted
when you do this. Otherwise, you will draw air, including water vapour,
into the system. Monitor the Allen Bradley resistors. If the r esistance
increases, it is a sign that there is still liquid nitrogen left. Another test
is to temporarily close V7. If the reading on the pressure gauge immedi-
ately starts to rise, the nitrogen has not been completely removed. If so,
continue pumping until it is. If one wants to be absolutely sure that all
nitrogen has been removed, it is possible to wait until the resistances of
the Allen Bradley resistors have dropped below the 77 K values. However,
it is usually necessary to wait a very long time for this to happen (several
hours) and it should not be necessary.

8. Pump and �ush the helium reservoir, LPF and VTI again in the s ame
manner as in steps 2�4.

9. Connect the main reservoir to the helium recovery. To do this, make sure
that valves V1, V2, V13, V11 and V16 are open and that the 3-way valve
is set to connect the cryostat to valve V13. Also, close V15. Switch o�
the vacuum pump and then open V7. Note that it is important that t he
helium gas leaves the cryostat through the copper tube and not through
the PVC hose connected to V6, as the latter is not designed to handle
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Figure B.5: From left to right: The transfer tube adapter, the transfer tube
mouthpiece intended for cooldown procedures, and the transfer tube mouthpiece
intended for re�lling procedures.

such a large amount of cold gas. Because of this, make sure that V6 is
closed.

10. Write down the reading of the return gas meter in the logbook.

11. Now the helium transfer can be started. Make sure that the right mouth-
piece is attached to the cryostat leg of the transfer tube. Itshould be the
one that lets the helium straight down (�gure B.5). If the tra nsfer tube
used is of the rigid type, the helium dewar must be placed on a lift so that
its vertical position can be adjusted. Attach the transfer tube adapter to
the dewar and lower the transfer tube into it until helium gas starts to
emerge at the other end. This should produce a clearly audible hissing
sound. If necessary, pressurize the dewar with a rubber bladder.

Now, the other end of the tube can be inserted in the cryostat siphon port.
Slowly lower the tube until its legs have reached the bottom of the cryostat
and the dewar. The best way to control the transfer is to pressurize the
dewar with helium gas. This can be done by connecting the dewar to
the helium port at valve V8 with a latex rubber hose. Install a pressure
regulator or a needle valve on this hose if it is not already installed, and
make sure that it is initially closed. Open the valve on the helium bottle
and valve V8 and set the reducing valve on the bottle to 3/4 bar. It is also
advisable to connect a pressure meter to the dewar and the cryostat. A
method that works is to attach the meter as in �gure B.6. By opening and
closing the valves, it is possible to switch readings between the cryostat
and the dewar. Make sure that both valves are not open at the same
time, as this would eliminate the pressure di�erence between the cryostat
and the dewar, stopping the transfer. The pressure meter mounted on the
dewar has been found to be unreliable and imprecise.

Now, adjust the pressure regulator or needle valve to keep a pressure
di�erence between the dewar and the cryostat of 10�15 mbar. Close the
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Figure B.6: Connections used to pressurize the dewar and to monitor the pres-
sure in the dewar and the cryostat. The pressure regulator/needle valve is used
to control the pressure in the dewar. The other two valves areused to select
what pressure the meter should monitor. It is important that these two valves
are not open at the same time. Disregard the note on the cryostat.

OVC pumping port, as the OVC should now get cryopumped to a pressure
below that of the pump, so the pump would now actually introduce more
gas than it pumps away. From this on, the turbopump does not need
to be used as long as the cryostat is at liquid helium temperature. Also
monitor the recovery line; it should be covered with ice for at most two
meters length. Periodically check the gas �ow on the return gas meter in
laboratory A214. Normally, the rate should be ten liters of gas in 5�12
seconds, which corresponds to 4�10 liters of liquid per hour. Check the
Allen Bradley resistors regularly � their values should init ially rise by
approximately 1�2 
 every �ve minutes.

NOTE 1: It is advisable not to measure the resistance of the Allen Bradley
resistors continually, as this will introduce heat to the system, although
it is not clear how much e�ect this has. It should su�ce to swit ch on the
resistance meter temporarily every �ve or ten minutes.

NOTE 2: It is extremely important that the transfer tube provi des proper
heat isolation. Helium has an extremely low latent heat of evaporation,
and bad isolation can cause much of the helium to boil even before it has
reached the cryostat. Check that the tube is at room temperature on the
outside along its whole length. A couple of cold spots on the tube may be
acceptable, but not much more.

Cooling down typically takes one hour. You can see that liquid starts
to collect when the Allen Bradley resistors stabilize aroundtheir 4.2 K
resistance values, and the ice on the recovery line starts tomelt. Set
the He level meter to FAST mode, which means it measures the level
every twenty second rather than once an hour, and increase the di�erential
pressure between the dewar and the cryostat to 30�50 mbar. The reading
on the level meter will typically rise quickly to 30�40%. Afte r that, the
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level should rise with on average 1% every twenty seconds or better.

When the level meter has reached 100%, remove the transfer tube from
both the cryostat and the dewar. Insert the siphon bung in the siphon
port.

12. Connect the dewar to the helium recovery system, remove the hoses used
for pressurization and pressure measurement, and close allvalves in the
helium bottle line. Set the level meter to SLOW readings.

13. Write down the reading of the return gas meter in the logbook. Typically,
the meters shows that 10�15 liters of liquid (� 7�10 m3 of gas) have been
consumed during the procedure.

B.3 Operating the system

B.3.1 Operating the magnets

The magnet is equipped with a superconducting switch, whichmakes it possible
to run the magnet in persistent mode. In this mode, the current is going through
a closed superconducting loop, and since such a loop has no resistance, it can
hold the current for a very long time without any need to apply a voltage across
the magnet coil. See the schematic in �gure B.7. The main bene�t of persistent
mode when it comes to this cryostat is that in this mode there is no current in
the magnet leads, which reduces the helium boil-o� rate. Theswitch is made

Magnet
Superconducting
Switch

Power
Supply

Inner
Loop

Outer Loop

Figure B.7: Simpli�ed schematic of the magnet circuit. When the superconduct-
ing switch is open, the outer loop is used, and the current output of the power
supply controls the current in the magnet. When the switch is closed, the inner
loop is used, and the current in the leads from the power supply does not a�ect
the magnet. The magnet is now inpersistent mode, and the power supply cur-
rent can be reduced to zero without turning o� the magnetic �eld. In reality,
there is also a protection circuit wired in parallel with the magnet.

of superconducting material, and is operated by a small heater. It is opened by
turning the heater on. This heats the switch to a normal (non-superconducting)
state. Its resistance in this state is only a few
 , but this is su�cient to make
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essentially no current go through it. To close the switch, the heater is turned
o�, which makes the switch superconducting.

When the magnet power supply is �rst turned on, the button HOLD must be
pressed to release the supply from its initial, clamped state. To change the
magnetic �eld, turn on the switch heater and wait approximat ely 30 seconds to
make sure the switch is open. Now, set the sweep rate and the �eld strength by
pressing and holding the SET RATE and SET POINT respectively and using
the RAISE and LOWER buttons. Use the CURRENT/FIELD button to sele ct
whether the display should show current or magnetic �eld. The polarity can
be set by pressing the CHANGE POLARITY button while the SET POINT
button is being depressed. When all parameters are set, press GOTO SET, and
the magnet will be swept to the desired �eld.

NOTE: It is important not to sweep the �eld too fast. Recommend ed energiza-
tion rates can be found in the Speci�cations, wiring and test results section of
the cryostat manual.

When the magnet has reached the desired �eld, it can be put in persistent mode.
To do this, turn o� the switch heater by pressing the SWITCH HEA TER button
and wait for 30 seconds. Now, press GOTO ZERO to sweep down the current
in the magnet leads to zero. The PERSISTENT MODE light should light
up. To turn o� persistent mode, change the current in the magnet leads so
that it matches the current in the magnet, and turn on the swit ch heater. It
is very important that the current is the same in the leads as in the magnet
when the switch heater is turned on, and because of this, the power supply
has an interlock that prevents the user from turning on the heater if there is a
mismatch. If necessary, this interlock can be overridden byholding down the
SWITCH HEATER button for four seconds.

Both the magnet �eld and the power supply output voltage must read zero
before the power supply is turned o�.

B.3.2 Operating the VTI

The cryostat has been operated at temperatures below 4.2 K using either liquid
helium or helium gas. In both cases, the idea is to supply helium from the main
reservoir through a capillary tube, and to use a vacuum pump to control the
vapour pressure, and thus the temperature, in the VTI.

To cool using liquid helium, close valves V1 and/or V2 and make sure V9 is
open. Also, open V6 and V12, so that there is a path to the recoverysystem
for helium boiling o� from the main reservoir. Partly open th e VTI auto needle
valve to a position of 25�30% by pressing and holding the GAS FLOW button
and using the RAISE and LOWER buttons on the ITC503. This will l et helium
from the main reservoir into the VTI. Wait until the temperatu re indicated on
the ITC503 has dropped to 4.2 K, and wait a while longer so liquid helium can
collect in the VTI. Now, reduce the auto needle valve setting to 17�20% and
start to pump on the VTI by starting the vacuum pump, setting th e 3-way valve
to connect the cryostat to the pump and partly opening V7. By adjusting the
position of V7 it is possible to quite accurately adjust the temperature of the
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VTI to the desired value. In this regime, the sample is immersed in liquid, and
the pump is used to reduce the vapour pressure above the liquid. Note that
when performing experiments with the sample in liquid helium, it is necessary
to use temperatures below 2.17 K, where4He becomes super�uid. Above this
temperature, bubbles in the helium will scatter laser beamsin unpredictable
ways.

If the temperature suddenly starts to rise, the VTI auto needle valve setting
has probably not been su�ciently open, which has depleted the VTI of helium.
Open the VTI auto needle valve to 25�30% to re�ll the VTI, and the n continue
to operate the cryostat with the auto needle valve in a slightly more opened
position than previously.

To operate in gaseous helium, start to pump the VTI already before it has
reached 4.2 K. In this regime, liquid will never collect. Instead, helium entering
the VTI will immediately evaporate, and the cold gases will cool the sample.
In this way, temperatures above 2.17 K can be used, but the cooling power
provided to the sample is probably less. When doing experiments with intense
laser light with long duration, liquid helium might thus be a better alternative.

It is also possible to operate the VTI at temperatures up to 300K by using
a built-in heater, but this has not been tried. Refer to the manual for details
about this.

B.3.3 Operating the LPF

This has not been tried. Refer to the manual for details about this. Note,
however, that in the present hose connection con�guration,it is not possible to
control the pressure of the VTI and the LPF independently of each other. It
is possible that the connection scheme needs to be revised ifthe LPF is to be
used.

B.4 Re�lling the system

When re�lling the system, the phase separatormouthpiece (�gure B.5) should
be used. The idea with this mouthpiece is that warm helium gaswill be directed
upwards, away from the liquid level, while the heavier cold liquid will fall down.
This reduces the risk of the helium already in the cryostat boiling away as a
result of heat introduced by warm gas.

Use the helium transfer procedure described in section B.2, steps 10�13. How-
ever, it is advisable not to lower the transfer tube below theliquid level in the
cryostat. Use the level meter on the ILM200 to try to estimate where this is. A
tube that is not properly pre-cooled could cause a signi�cant boil-o� if it was
lowered into the liquid. Also, immediately switch the level meter to FAST mode
when the transfer is begun.
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B.5 Encountered Problems

B.5.1 Wrong mouthpiece

In the initial test run, the phase separator mouthpiece was used during cooldown,
due to insu�cient information in the manual. This is unaccep table: The helium
must be delivered to the very bottom of the cryostat. However, this was not
the only reason for the failure; see the next subsection.

B.5.2 Faulty Transfer Tube

In the initial attempts to cool the system down, the temperature initially drop-
ped as expected. However, it could not be lowered all the way down to 4.2 K,
but stopped at approximately 15 K. By applying an extremely high pressure in
the dewar, the temperature could be lowered almost to liquidhelium tempera-
ture, but no liquid would collect. After several attempts, it was discovered that
the transfer tube had a major leak, which caused its vacuum space to have a far
too high pressure. As a consequence, a substantial amount of heat was intro-
duced into the helium on its way to the cryostat, which causedit to evaporate
completely before it had reached the cryostat, even at very high transfer rates.
It was noted that the legs of the tube were cold enough to make water condense.
A valuable lesson was that due to the extremely low latent heat of evaporation
of helium, the transfer tube must be extremely well isolated.

B.5.3 Long Extension Pieces

In the subsequent attempts, another transfer tube with superior performance
was used. Even so, liquid would only collect to 30�50%, despite several e�orts to
�ll it further. An inspection of the transfer tube showed that the heat isolation
worked as it should. Eventually, it was found that an extention tube, attached
to the dewar leg of the transfer tube to make it easier to reachthe bottom of
the dewar, was the cause of these problems. The extension tube is not isolated
in any way, but should not cause any problems if it is short, asthe temperature
immediately above the liquid surface is 4.2 K. In this case, when the liquid level
in the dewar dropped below a certain level, a too large part ofthe unisolated
extension tube was above the surface (approximately 30 cm).At this point,
the introduced heat caused all liquid to evaporate before ithad reached the
cryostat. This explains why the cryostat stopped collecting liquid at a certain
point. The lesson is to avoid extension tubes if possible, and if not possible, to
use as short extension tubes as possible.

B.5.4 Bent Brass Tube

When the cryostat was tested, it was noted that the helium evaporation rate was
much higher than speci�ed, while the nitrogen evaporation rate was much lower
than speci�ed. The obvious explanation was that there was some unwanted
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thermal connection between the nitrogen cooled part and thehelium cooled
part. Inspection showed that the culprit was a brass tube, which is attached
at its bottom to the nitrogen cooled shield and encloses the VTI. The tube is
cooled to 77 K by the nitrogen shield and is supposed to work asa radiation
shield between the magnets and the VTI, since the VTI is designed to operate
at any temperature up to 300 K, while the magnets always operate at a tem-
perature of 4.2 K or lower. When the cryostat was installed, the bottom part
of it was temporarily removed to remove packing pieces. Whenthe cryostat is
reassembled, you are supposed to remove a brass plate which is attached to the
nitrogen cooled shield tail, and which �ts into the brass tube. The brass plate
is reattached after the shield tail has been reassembled. However, due to lack
of information, this had not been done during the installation, and as a result,
the brass tube had been bent and had contact with the helium reservoir. To
repair this, the brass tube had to be removed from the cryostat. To remove the
tube, it is necessary to lift the cryostat on a hoist, and then to remove its lower
part along with the radiation shield tail, so that the coil-s haped magnet com-
partment is visible. Now, the VTI must be separated from the capillary tube
connecting it to the main reservoir. The capillary tube is �t ted on the underside
of the VTI with three screws and sealed with indium. These screws must be
unscrewed, and a �jacking screw� inserted in a fourth hole onthe underside of
the VTI to force the VTI and capillary tube apart. The VTI is attac hed to the
small top plate of the cryostat through a tube. By unscrewing the small top
plate and lifting it straight up, the VTI can now be removed. Th e brass tube
can then be removed by pulling it straight up. It turned out to be possible to
straighten it using a brass cylinder and a hammer. The reassembly procedure
is essentially the same as the removal procedure in reverse.Note that the old
indium must be removed from the seal by for example a sharp knife, and a piece
of fresh indium wire put in its place. Figure B.8 clari�es some details.

B.5.5 Nitrogen Level Probe Malfunction

A minor problem, but still worth to mention. When the cryosta t is returned
to room temperature after having been cooled down, the nitrogen level meter
begins to show erroneous readings. The reason is believed tobe that when the
cryostat is cold, water will enter the open nitrogen jacket ports and condense
to ice. When the cryostat is returned to room temperature, the ice will thaw
and contaminate the level probe. The probe consists of two concentric metal
cylinders and measures the capacitance between these. The scheme utilizes the
fact that the dielectric constant for liquid nitrogen is sig ni�cantly higher than
for gaseous nitrogen. However, water has a very high dielectric constant and
will cause the reading to go o� the scale. The solution is to remove the probe
and keep it in a dry place until all water has evaporated. See �gure B.9 for
instructions of how to remove the probe.
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(a) (b)

(c) (d)

Figure B.8: Repairing the bent brass tube. (a) The author working on the capil-
lary tube. (b) The underside of the VTI after the capillary tube has been removed.
The three ordinary screw holes and the �jacking screw� hole are clearly visible.
(c) The VTI has now been removed. The brass tube is unscrewed from above,
and is removed by lifting it straight up. (d) A solid brass cylinder, custom-made
to �t the tube exactly, is inserted into the tube, and the tubeis carefully cold
forged with a hammer until it is completely straight. The picture shows Brian
Julsgaard (top) and Lars Rippe at work.



80 Spectromag Operation

Unscrew Here

Figure B.9: The nitrogen probe. To remove it, �rst disconnect its connector to
the level meter. After that, unscrew it at the point indicated and lift it straight
up.


