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Abstract

Aerosol particles affect the global climate due to its influence on the scattering and absorption of short-wave and long-wave radiation. The extent of the influence of aerosol particles on the climate varies a lot by time and space, and needs to be quantified. One of the most important natural sources of atmospheric particles is new particle formation (NPF). However, the contribution of NPF events on the aerosol concentrations in different regions need to be better quantified before they can be realistically described in climate models. This is of great interest due to the ongoing climate debate. Atmospheric NPF events are typically studied at stationary measurement sites, at which the observed changes in particle number concentration and size can be linked to both temporal and spatial changes in the particle formation and growth parameters, even though the spatial component is often neglected. The goal of this study is to examine how common the spatial variations in particle formation and growth parameters are, and how they affect the observed NPF events.

The method used to examine this was to first use an improved version of an existing model to simulate different NPF cases assuming spatially and/or temporally varying input parameters. From these simulations the “fingerprints” for the different parameter variations were identified. Thereafter we analyze 8 years of particle number size distribution data from measurement sites Pallas and Värriö, in Finnish Lapland, and compared the observations of NPF events to the fingerprints of the different variations in cases when the same air mass was observed at both sites.

Our results indicate that the beginning of the event is typically time dependent which could be explained by the diurnal evolution of a turbulent boundary layer. The end of the NPF event tends to be more typically dependent on location. In our observations in Northern Scandinavia this could be connected to the air mass arriving from sea to land or over the Scandinavian mountains. These findings indicate that the spatial variations of the particle formation and growth parameters cannot be neglected when analyzing NPF events.
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Spatially varying parameters in observed new particle formation events

1. Introduction

Earth global climate and temperature are affected by the balance between incoming and outgoing radiation. Aerosols affect this radiative balance directly through scattering and absorption of light, and indirectly by their effects on clouds and cloud condensation nuclei (CCN). The scattering of incoming radiation has a cooling effect on the Earth’s surface temperature and atmosphere, while the absorption increases the temperature in the atmospheric layer where the particles are located. The particles can also become CCN and produce clouds which effectively both absorb outgoing infrared radiation from the surface and scatter incoming solar radiation.

To be able to quantify the influence that the aerosol particles have on the climate, we need a deeper understanding of how different aerosol sources affect the population of atmospheric particles and how the particles evolve during their lifetime. Aerosol particles have many sources, and one of the most important one is new particle formation (NPF) the formation of new particles from gaseous precursors in the atmosphere.

New particle formation has been observed on every continent in the world (Kulmala et al., 2004 and references therein) and in very different environments from very clear Antarctic air (Kyrö et al., 2013) to polluted mega-cities (e.g. Yue et al., 2010). There have, however, only been a few studies of the regional extent of NPF events using one (Kristensson et al., 2014) or several measurement sites (Komppula et al., 2006; Hussein et al., 2009; Jeong et al., 2010; Crippa and Pryor, 2013).

Traditionally, there are several assumptions made in the usual NPF event analysis (Dal Maso et al., 2005). These include 1) that the formation of particles takes place at the same time in a large area, 2) the particle formation rates are the same at the measurement site and where the smallest detectable particles where formed, and 3) that the particles have the same growth rate where they were formed and at the measurement site (Kivekäs et al., 2015).

NPF has been studied extensively and the assumption of only time dependent formation is widely used in the research community. There is however a possibility that the formation and growth of new particles are not only dependent on the time but also on the location of the air parcel. In such a case one or more of the assumptions made in NPF analysis might be wrong.

The goal of this thesis is to investigate how common the spatial variations in particle formation and growth rate parameters are. This is achieved by first making reference simulations with a spatio-temporal NPF model dedicated for the task (Kivekäs et al., 2015; Carpman et al., 2013) to investigate what kind of “fingerprints” time and location dependent formation and growth will leave on the particle number size distributions at a specific site during NPF events. Then, real observations of NPF events at two measurement sites are analyzed for these fingerprints to be able to identify the different types of parameter changes in observed NPF events.
2. Background

2.1 Aerosols

An aerosol consists of small solid or liquid particles floating in a gas. The air that we breathe is an example of an aerosol. (Hinds, 1999). Aerosol particles vary in size and composition and are formed both naturally and from anthropogenic sources. Aerosols are involved in many different atmospheric processes and influence, for instance, both the climate and the health of humans. This will be explained below in more detail.

2.1.1 Particle number size distribution in the atmosphere

The aerosol particles in the atmosphere can have different sizes which range from only one nanometer (nm) to several hundred micrometer (µm). To better quantify these aerosol particles they are often divided into different size modes. The typically used modes are the nucleation mode consisting of particles between 1 and 30 nm, the Aitken mode ranging from 30 nm to 100 nm, the accumulation mode which spans from 100 nm (0.1 µm) to 1 µm and the coarse mode in which all particles larger than 1 µm belong to (Seinfeld and Pandis, 2006).

Nucleation mode (1 nm to 30 nm): The particles in this mode make up a substantial part of the total number concentration of the particles in the atmosphere but due to their small size these particles can be neglected when counting the total mass of the aerosol particles. Particles in this mode are formed by either condensation of hot vapors during combustion processes or through new particle formation in the atmosphere. Most particles in this mode are lost rapidly through coagulation with larger particles. Due to the sporadic nature of the formation processes and the effective removal processes the concentration of nucleation mode particles varies a lot in both time and space.

Aitken mode (30 nm to 100 nm): This mode together with the nucleation mode is dominating the particle number concentration. However, the Aitken mode (and the nucleation mode) do not account for more than a few percent of the total mass of the airborne particles in the atmosphere. Particles in the Aitken mode originate from either particles that have grown from the nucleation mode into the Aitken mode through condensation, or during direct emissions of particles in this size range. The smallest particles in this size range are removed from the atmosphere through coagulation, while the largest ones can transfer to the accumulation mode through condensational growth or even through cloud activation.

Accumulation mode (0.1 µm to 1 µm): This is a large mode particularly when considering the total mass or surface area of the aerosol particles. The name accumulation mode originates from the fact that particles accumulate in this size range, due to the removal mechanisms for this size range being less effective than for smaller and larger particles. Due to the ineffective removal, the particles in the accumulation mode have considerably longer lifetimes than particles in the other modes.

Coarse mode (>1 µm): This mode consists of mainly particles from mechanical processes such as windblown dust, sea spray particles during wave breaking, natural grinding, volcanic activity and human-made dust particles from wearing down asphalt, car tires, car breaks from vehicle traffic and other mechanical grinding from human activities. Particles in the coarse mode have short residence time in the atmosphere due to effective removal by dry deposition (Seinfeld and Pandis, 2006).
2.1.2 Aerosol particle concentrations

Different environments can have very different aerosol concentrations.

Urban areas: The particle number concentration in this type of environment is dominated by particles smaller than 0.1 µm whereas the mass concentration is dominated by particles larger than 0.1 µm. The particle number concentration is about an order of magnitude larger close to large roads compared to average urban particle concentrations. A typical number concentration in urban areas is around $10^5$ cm$^{-3}$ (Seinfeld and Pandis, 2006). In many cities the mass of particulate matter with diameter smaller than 10 µm (PM10) is between 20-60 µg/m$^3$, but in some megacities like Beijing measurements of higher than 900 µg/m$^3$ have been recorded (World Air Quality Index, 2015).

Rural areas: Aerosols in rural areas comes from both natural as well as anthropogenic sources. The number concentration in this type of environment is typically about 4000 cm$^{-3}$ or less and the accumulation mode is the largest mode. The PM10 concentration is normally between 10 and 20 µg/m$^3$ (Putaud et al., 2004).

Background areas: In remote areas that are only weakly influenced by anthropogenic activities the typical particle number concentrations vary from few tens to a few thousands of particles per cm$^{-3}$. In such areas the main particle sources are naturally occurring new particle formation events and long-range transport of Aitken and accumulation mode particles (Tunved et al., 2006).

Free troposphere: The free troposphere refers to the mid- and upper troposphere which is located above the cloud base height and is unaffected by the boundary layer. In this part of the troposphere the particle concentrations are lower than at the surface, and the particle size distribution is more concentrated in the accumulation mode. This is due to the fact that particles are effectively lost only through precipitation scavenging in the free troposphere (Leaitch and Isaac, 1991). The low temperatures and the low total particle surface area makes free tropospheric air also suitable for new particle formation and thus the nucleation mode is often present in the number distribution. The typical particle number concentration in the free troposphere is below 1000 cm$^{-3}$, but can rapidly increase to tens of thousands per cm$^{-3}$ during new particle formation events. The PM value is around 1 µg/m$^3$ (Seinfeld and Pandis, 2006).

2.1.3 Lifetime of aerosol particles

The lifetime of aerosol particles is much shorter than the lifetime of greenhouse gases, and therefore the aerosols are referred as short-lived climate forcers. For instance the lifetime of carbon dioxide is 35-95 years (Jacobson, 2005) and methane has a lifetime of approximately 10 years (IPCC, 2001). The lifetime of atmospheric particles with diameter less than 10 nm or larger than 20 µm is on average less than one day. The lifetime of particles belonging to the accumulation mode is, however, longer due to less effective removal mechanisms and can be up to several weeks (Wallace and Hobbs, 2006).
2.1.4 Geographical mixing of aerosol particles
Due to the short particle lifetime the geographical mixing of aerosol particles is highly variable and has a strong connection to particle sources. This means that there are places where the concentration of aerosol particles is extremely high and very harmful to humans, for example in mega-cities like Beijing, and places where the concentration is very low, such as Polar Regions or the free troposphere.

2.2 Aerosol sources
The aerosol particles can be divided into two groups based on the nature of their source. The primary particles, which are emitted directly to the atmosphere, and the secondary particles, which are formed in the atmosphere through gas to particle conversion. This division is, however, not very clear, as secondary material accumulates over time also on primary particles in the atmosphere through condensation, which is explained below.

Primary particles are produced from combustion processes, from mechanical grinding or from biological activity. Some of the important combustion sources are biomass burning, volcanoes and anthropogenic sources like vehicle engine combustion, and coal power plants. Particles produced from mechanical grinding are sea spray, mineral dust, and particles produced from transportation. The important biological particles are pollen, bacteria, fungal, spores, viruses, algae and biological crust.

Secondary particle sources can be divided in two different groups, condensation of gases on already existing particles and new particle formation from gaseous precursors.

The main aerosol sources are described below in more detail.

2.2.1 New particle formation
Aerosol formation in the atmosphere, also called new particle formation (NPF), is a major source of aerosol particles. It is also the main focus of this work. In the process of NPF the particles nucleate from precursor species in the gas phase and the nucleation process is followed by a rapid growth of the particles by condensation. The nucleation and growth of the newly formed particles are believed to be two different processes driven by different chemical species (Kulmala et al., 2013). The theory of NPF including nucleation and initial growth is not yet accurately described due to a lack of complete understanding of the phenomena and limited capability of measuring particles with diameter below 3 nm (Kulmala et al., 2013). However, the derivations of nucleation rates and growth rates can be obtained from empirical studies with certain assumptions.

The classical way of viewing new particle formation is through homogeneous kinetic nucleation, through homogeneous binary water-sulfuric-acid nucleation, or through ternary water-sulfuric-acid-ammonia nucleation (explained in Kristensson and Martinsson, 2015). In all these theories, sulfuric acid is one of the main agents in new particle formation, and we have an interaction between two or several molecules of the same type when forming a stable particle cluster, why this is termed as homogeneous. During the last years, heterogeneous nucleation of neutral or ion clusters has been the dominating theory for NPF. It involves the activation of nucleated clusters by a sulfuric acid molecule, which makes the cluster stable without the possibility to break up again. The term heterogeneous comes from the fact that the
cluster participating in the formation can contain a multitude of different species. The formation of the stable clusters takes place around 1.5 nm diameter according to the latest consensus in the field (Kulmala et al., 2013).

The formation rate \(J_{1.5}\) is the rate at which new stable clusters are formed at 1.5 nm. This rate is determined by the presence of chemical species with low vapor pressure. Sulfuric acid, ammonia and different organics, for instance amines, are the important chemical species involved in atmospheric nucleation (Kulmala et al., 2013).

To be able to estimate the growth of the nucleated particles and their effect on the aerosol number size distribution, the loss of particles through coagulation and the loss rate of condensing vapors onto pre-existing particle surface have to be taken into account. For both of these reasons, NPF events are rarely observed in the presence of a large accumulation mode because the stable clusters will more likely coagulate on the existing particles than grow to larger sizes through condensation, and the condensable vapors are more likely to condense on the surface of the pre-existing particles than on the newly formed ones. These phenomena can prevent the entire NPF event, but can also lead to loss of the newly formed particles due to coagulation before they have grown to a measurable size.

Figure 1 shows an example of a NPF event from the Vavihill field station located in southern Sweden. In this figure one can see how the mode of newly formed particles around 3 nm in diameter is growing due to condensation and reaching a size of around 30 nm in diameter by the end of the day. This growth appears as a banana-like shape in the plot with logarithmic diameter axis, and is therefore often referred to as a “NPF banana”.

**Figure 1:** Particle number size distribution measured at the Vavihill field site during the last day of March, 2003. The x-axis is local wintertime, the y-axis is the particle diameter in logarithmic scale and the color scale is the number concentration as \(dN/d\log_{10} D_p\) in \(\text{cm}^{-3}\).
2.2.2 Sea spray
Aerosol particles which have their source from the ocean are called sea spray. They are formed through bubble bursting which is mostly associated with wave breaking. The surface wind speed, the atmospheric stability, the sea state, and also to a lesser extent the temperature and salinity of the sea water are the determining factors for the emission rate of sea spray particles. The understanding of sea spray emissions have increased during the last couple of years but estimates of total mass and size distribution, which are process-based, have still large uncertainties (de Leeuw et al., 2011). The aerosol particles that are created through sea spray processes consist of salt and marine primary organic matter. In most cases the marine primary organic matter is present in particles with diameter smaller than 200 nm. The marine organic aerosol emissions depend on the biological activity in the ocean water and the emission estimates in a global scale range from 2 to 20 Tg yr$^{-1}$. The particles larger than 200 nm originates primary from sea salt and have total global emission estimates from 1000 to 3000 Tg yr$^{-1}$ (IPCC, 2013).

2.2.3 Mineral dust
The main production mechanisms and sources of mineral dust particles are the disintegration of larger dust particles when the particles are creeping and saltation over desert floor or other arid surfaces. The magnitude of dust emissions varies depending on the surface wind speed, the texture and moisture of the soil, and the vegetation cover. Huneesus et al., 2011 estimated that the global dust emissions vary by a factor of five. For instance in North Africa the emission vary between 400 to 2200 Tg yr$^{-1}$. Another source of mineral dust is anthropogenic emissions. Transportation, when excluding the particles from combustion engines, is an important source of particles formed though mechanical grinding. The particles are produced when the car tires are in contact with the road. The wearing down of the asphalt by the tires deposits particles on the road surface. As the road surface becomes dry, these deposited particles have a chance to become airborne through the wind acting on the road surface or through the turbulence generated by the moving vehicles. The land use change created from agricultural activities will create emissions of mineral dust particles from agricultural areas, when these are not covered by growing plants.

The contribution of the anthropogenic emissions has been estimated to stand for 20 to 25 percent of the total mineral dust emissions (Ginoux et al., 2012a, 2012b).

2.2.4 Biomass burning
There are basically two major components in biomass burning aerosols. These are black carbon and organic carbon. Black carbon is a good absorber of solar radiation whereas organic carbon scatters solar radiation effectively. The sources of biomass burning aerosols are burning of forests, savannas, agricultural waste and other substances burned for fuel such as wood, dung and peat. Most of the emissions from large forest fires are detected through satellite data. Due to poor sensitivity of the satellite data the data from small fires are mostly missing which leads to higher uncertainty (IPCC, 2013).
2.2.5 Volcanic Aerosols
Volcanos are important natural source of particles in the atmosphere. Most of the aerosol particles emitted from volcanic eruptions consist of sulfur dioxide and ash. The sulfur dioxide converts to particulate sulfuric acid which is effective at reflecting radiation and thus cools the climate. If the eruption is explosive and the sulfur dioxide enters the stratosphere the particles can stay in the atmosphere a couple of years and the impact on the climate will be longer lasting and cover a larger area (McCormick et al., 1995). The ash particles are effective at absorbing radiation and if located on a bright surface, e.g. snow, the ash will have a warming effect.

Measurements from the eruption of Eyjafjallajökull in 2010 showed a broad range of emissions at different particle sizes. Depending on the phase of the eruption the particles emitted were fine particles (<1 µm) or particles belonging to the coarse mode (Ilyinskaya et al., 2011).

2.2.6 Fossil fuel combustion
A large fraction of the anthropogenic aerosol particles originates from combustion engines in cars, ships, air planes and so on. The particles from this source belong primarily to the nucleation mode and the Aitken mode in the number concentration but in the mass concentration the accumulation mode is largest.

Coal power plants and coal combustion in general emit large amount of particles. Most of these particles are in the form of coal ash and soot. The particles emitted belong to all modes, even though only one percent of the total mass is observed in particles with diameter (D_p) < 0.5 µm (Linak et al., 2006).

2.3 Effects of aerosols
2.3.1 Climate effects
Aerosols can influence the climate by both warming and cooling the atmosphere in comparison with greenhouse gases which only heat the atmosphere and thus the climate. The change in the energy trapped in the earth and atmosphere system today compared to the preindustrial period (1750) is defined as the radiative forcing. Such changes are caused by changes in radiative forcing drivers, of which one is aerosol particles (IPCC, 2013). The aerosol particles can influence the radiative balance in two different ways; via the direct and the indirect effects (figure 2).
Figure 2: Present day radiative forcing caused by different components and relative to pre-industrial time (IPCC, 2013). The direct effect of aerosols is denoted with the respective forcing change for different types of aerosol particles separately (Mineral dust, sulfate, nitrate, organic carbon, and black carbon). The indirect effect of aerosols is denoted with “Cloud adjustments due to aerosols”. Both of these have large uncertainties, visualized with the error bars.

The direct effect refers to the change in scattering and absorption of both shortwave and longwave radiation by aerosol particles. The optical properties of the aerosols are the most important parameters to determine their direct effect. The optical properties vary depending on the wavelength of incoming radiation, the relative humidity, the concentration of particles, the chemical composition of the particles and the particle size distribution. (Haywood and Boucher, 2000). Aerosol particles that scatter incoming solar radiation induce a negative radiative forcing independent of the type of surface that are underneath while aerosol particles that can absorb light may induce both a negative radiative forcing and a positive radiative forcing depending on the surface underneath. If the surface is dark, such as an ocean or forest, the absorbing aerosols exerts a negative radiative forcing, but if the surface is light like a desert or ice they will have a positive radiative forcing. Independent of positive or negative direct radiative forcing the effect at the surface is the same, which is a negative total radiative forcing. For the longwave direct effect to be substantial the concentration of aerosol particles
needs to be high, the sizes of the particles need to be large and the aerosols need to be located at high altitudes (IPCC, 2013).

The indirect effect of aerosol particles is the effect which anthropogenic aerosol particles exert on the radiative properties, amount, and lifetime of clouds. The effectiveness of an aerosol particle to influence radiative forcing through the indirect effect is its ability to act as a cloud condensation nucleus (CCN). The effectiveness is determined by the particle size, chemical composition, mixing state, and ambient environment (Penner et al., 2001). The first indirect effect is the effect that aerosols have on the cloud droplet number concentration and thereby also the cloud droplet size when the liquid water content is held at a constant level (Twomey, 1974). This is also called the cloud albedo effect due to the change in cloud brightness. Compared to an unperturbed cloud influenced by natural aerosol particles only, a cloud influenced also by anthropogenic aerosol particles has a larger number concentration of aerosol particles and therefore also larger number concentration of potential CCN. This leads to a larger number of cloud droplets competing for the same amount of water. As a result the droplets remain smaller but are greater in number, creating larger total droplet surface area compared to an unperturbed cloud. The larger surface area leads to more effective scattering of solar radiation. The second indirect effect (Albrecht, 1989) is also called the cloud lifetime effect and consists of three parts, the liquid water content, cloud height and lifetime of clouds. The decreased droplet size leads to less water being lost in form of drizzle, thus increasing the liquid water content in the cloud. The increased water content of the cloud makes the cloud thicker which increases the cloud top height and the reflection of light back to space. However, it may also have a warming effect through the “blanketing” effect, meaning that with thicker clouds and longer cloud lifetimes the loss of heat to space is also reduced. With increased water content and cloud height the lifetime of the cloud will increase and exert its cooling or warming effects for an extended period of time compared to natural unperturbed clouds. (IPCC 2013).

An illustration of the direct and indirect effects are shown in figure 3.

**Figure 3:** The direct and indirect climate effects of aerosol particles in the atmosphere (IPCC, 2007; Twomey, 1974; Pincus and Baker, 1994; Albrecht, 1989; Ackerman et al., 2000).
2.3.2 Health effects
A significant impact of aerosol particles on human health has been observed through epidemiological research. The aerosols that have been identified to possess the greatest impact on human health are found in the size range of fine particular matter (PM-10 and PM-2.5) (Samet et al., 2000).

Mortality from aerosol pollution is calculated by removing the known causes of mortality from diseases, accidents, etc. and after removing these there is a few percentage left which cannot be explained this way. This percentage has a good correlation with air pollution. With a more detailed investigation made in Europe and United States there was a significant correlation with the concentration of fine particles (PM-10 or PM-2.5) and the mortality. The excess mortality has been traced for different location and it varies depending on location and the effect seems to be linear with the concentration of fine particles. No threshold for the aerosol-induced excess mortality has been found (Buringh and Opperhuizen, 2003). For instance there is evidence that ship related PM emissions are responsible for many premature death globally. These deaths are mainly in coastal regions of Europe, East Asia and South Asia where shipping activities are high, but also in inland population centers due to long range transport of pollutants. According to Corbett et al., 2007 the ship emissions of PM result globally in approximately 60 000 death annually and they believe this number to increase dramatically in the coming years.

2.3.3 Visibility
The impact that aerosol particles can have on visibility is large and it depends on the size and number concentration of the particles as well as relative humidity. The reason why aerosol particles impact visibility is that we see an object only due to light reflected from it. Aerosol particles reflect or scatter the light in front of the object limiting the distance how far we can see, also known as visibility. Aerosol particles limit the visibility through two different pathways. The first one is that the amount of light emitted by /reflected from the object is reduced before arriving at the observer. The second pathway is that light from other sources is scattered by the aerosol particles creating a background haze, and the scattered light, can also reach the observer from the direction of the object. The size of the particles for maximum impact on visibility is between 0.1 and 2 µm (Slanina, 2012).

The scattering affecting the visibility can be described through two theories depending on the size of the scattering particles. These are called Rayleigh scattering and Mie scattering.

Rayleigh scattering occurs when the sunlight is scattered by gas molecules. This scattering theory (Strutt, 1871) states that the amount of light scattered is inversely proportional to the fourth power of the wavelength of the light ($\lambda^{-4}$). With decreasing wavelength of the incoming light, more light is scattered. This relationship is only valid when light is scattered by small particles or gas molecules. The sky is blue due to the Rayleigh scattering, since blue light is scattered more intensely. For the same reason sunrises and sunsets are red due to all the blue light already being scattered earlier in the atmosphere (Rayes, 1997).
Mie scattering occurs when the wavelength of the light and the size of the particles are of the same order. To be able to apply Mie scattering theory on aerosol particles they need to be spherical, which is the case with for instance, cloud droplets. This is why clouds are often white, the cloud droplets scatter all the visible light in all directions (Rayes, 1997).

2.4 Aerosol dynamic processes

2.4.1 Condensation

When the vapor pressure of a gas exceeds the saturation vapor pressure required for the absorption of gas molecules onto an aerosol particle, the gas starts to condense on the particle surface. Different gases have different saturation vapor pressures. A lower value makes it easier for the gas to condense and reach the particle phase (Seinfeld and Pandis, 2006). Many organic and inorganic compounds possess a low enough saturation vapor pressure needed for condensing onto an aerosol particle in ambient atmospheric conditions. The aerosol particles can grow rapidly due to condensation when high concentrations of these compounds are available. This increases the particle mass and volume, but can also alter the chemical composition of the particles. There can be thousands of different compounds in a single particle depending on the chemistry of the surrounding air during the formation and growth processes.

2.4.2 Coagulation

As the particles in the aerosol collide they can undergo coalescence or aggregation. The number size distribution of the aerosol particles is affected by this and the result of this will lead to the growth in size and a decrease in number concentration of the particles. (Hinds, 1999). The rate at which the particles coagulate depends mainly on the particle number concentration and size. Smaller particles have higher speed and move more randomly which gives them a higher possibility to collide with larger particles which have a larger inertia and a larger surface area (Hinds, 1998). This will lead to the highest number of collisions between particles with large difference in size.

The coagulation process is very effective at removing small particles and therefore act as a sink for particles belonging to the nucleation mode and the Aitken mode. (Kerminen et al., 2004; Seinfeld and Pandis, 2006).

2.4.3 Particle activation into cloud droplets

In an atmosphere devoid of particles the relative humidity would need to be several hundred percent in order for any water droplets to form. Particles in the atmosphere are therefore essential for the formation of clouds and rain. Particle activation into cloud droplets depends on four things: the particle size, the chemical composition of the particle, the physical structure of the particle and the super saturation of water vapor in the air. The definition of super saturation is the part of relative humidity exceeding 100 percent. Similar to the critical cluster diameter in nucleation process, also in cloud droplet activation the particle must exceed a critical activation (wet) diameter in order to activate. A particle that is activated can grow in size spontaneously into a cloud droplet. To be able to form clouds we need particles that can act as CCN and a relative humidity higher than 100 percent (Seinfeld and Pandis, 2006).
Condensation of water on particles takes place even if the relative humidity is less than 100 percent. In this case the size of the droplet depends on the amount of water-soluble material in the droplet and on relative humidity. This means that if the relative humidity decreases the droplet will shrink by evaporation and if the relative humidity increases the droplets will grow by condensation. (Frank, 2001).

2.4.4 Deposition
Deposition is a process which removes particles from the atmosphere. There are two types of deposition: dry and wet deposition.

Dry deposition is when particles are transported from the atmosphere and deposited to different surfaces without precipitation. The factors that determine the effectiveness of the dry deposition process are the physical and chemical characteristics of the particles and the surface, as well as the amount of turbulence in the air. The amount of atmospheric turbulence determines how much of the particles that come in contact with the surface. The factors that determine if the particles will be captured by the surface are the size, shape and density of the particles. The type of surface is also important for the dry deposition. The deposition is more effective if the surface has large and uneven obstacles. Dry deposition is most effective for small particles due to their random Brownian motion, and for big particles due to their larger inertia and decreased capacity to follow air motion in the turbulence (Seinfeld and Pandis, 2006).

Wet deposition is the removal of particles from the atmosphere by atmospheric hydrometeors. Hydrometeors include cloud droplets, rain drops, fog droplets, snow crystals etc. The wet removal processes have different names depending on which hydrometeors are involved. For instance, wet deposition is called in-cloud scavenging when aerosol particles are removed by activation into cloud droplets which then form rain droplets that precipitate out of the clouds. The wet deposition is called washout when particles located underneath the clouds are removed by the falling rain drops as they collide with the airborne particles. A common name for all these processes is wet removal.

Almost all of the wet removal processes are reversible until the particles are deposited on the surface of the earth. For instance if a particle is captured by a rain droplet the reversal of this process is evaporation of the droplet, this will release the aerosol particle to the atmosphere again.

2.5 New particle formation analysis
In measurements of aerosol particles there are no observation of the newly formed particles through remote sensing due to the lack of capability to observe such small particles with these techniques. The information obtained on formation and growth of the particles in ambient atmosphere is attained mostly from measurements at fixed locations. By conducting measurements in this way we are not observing the evolution of the same particles, but we are instead observing a new set of particles on each measurement cycle. This should be taken into account on the analysis of NPF events.

Since new particle formation occurs frequently in the atmosphere we need information about the time when NPF events were recorded and when no event were present, in order to
determine the processes and atmospheric conditions leading to NPF events. By using this information it is possible to correlate atmospheric variables with NPF events. An exact criterion for NPF is not agreed upon (Dal Maso et al., 2005). There are, however, some criterion used in NPF analysis to classify measurement days to either event days or non-event days. The criteria are:

1. A clear formation of a new mode of particles must appear in the size distribution.
2. The new mode must start in the nucleation mode size range.
3. The new mode must prevail over a time span of hours.
4. The mode has to show signs of growth.

By using these criteria one can exclude new particle formation from point sources like local pollution or heating. The fourth criteria where it states that all NPF events has to grow, is needed due to the fact that the formation size of the new particles is smaller than what we can measure. Growth is therefore required to be able to measure the particles at all (Dal Maso et al., 2005)

In NPF analysis it is convenient and mathematically straightforward to represent the size distribution in log-normal modes. The size distribution of the modes is described as the sum of $i$ modes with the parameters: geometric diameter ($D_{pgi}$), geometric standard deviation ($\sigma_i$) and number concentration ($N_i$). In experimental conditions with measured size distributions one can use an automatic fitting method (Hussein et al., 2005) to find these parameters. The fitting program finds the number of modes by analyzing the size distribution.

A critical part of NPF events are when the new particles grow to larger sizes through condensation. The critical factors are:

1. The increase in size of the new particles from the growth process makes them less prone to be removed by inter- and intramodal coagulation.
2. The new particles might grow in size and can reach the Aitken mode and even the accumulation mode, at which they are likely to participate in cloud formation processes.
3. The growth by condensation removes condensational vapors from the atmosphere which could be a control mechanism to prevent additional particle formation.

The growth rate is obtained by fitting a first-order polynomial to the geometric mean diameters of the nucleation mode from the log-normal fitting in the beginning of the formation. The formation rate of new particles is harder to derive because of the limitation of the instruments which make it impossible to measure the particle at the size of formation. To derive the formation rate one need to focus on the flux of particles entering the observable size range (Dal Maso et al., 2005) and the loss rate of particles due to coagulation before they reach the measurable size (Lehtinen et al., 2007).
2.6 Assumptions made in new particle formation analysis
There are some assumptions made in NPF analysis of the NPF events that show signs of growth for at least several hours (Kivekäs et al., 2015 and references therein):

1. The particle formation takes place simultaneously over a large geographic area (Hussein at al., 2009).
2. The NPF rates are the same at the measurement site and where the smallest observed particles where formed.
3. The particles grow simultaneously and with the same growth rate within the region of formation.

With these assumptions we know that in each new measurement cycle the set of particles measured has been formed slightly further upwind from the measurement site than the previous set of particles. This results in larger particles in each new set measured. We can calculate the growth rate of the new particle mode based on assumptions 1 and 3 (Leppä et al., 2011). This also means that if there are particles in the smallest size class in the new set of particles measured, the formation of new particles needs to be present at or very near the site. This allows us to calculate the formation time period (e.g. Kristensson et al., 2014).

Calculation of the new particle formation rate is possible, based on assumption 2 and 3, by using the number concentration in the new mode. This calculation is only accurate if the particles lost during initial growth can be quantified (the growth of the particles between the formation size and the size of first observation, Dal Maso et al., 2005). With the combination of the evolution of the new particle mode and trajectory data it is possible to calculate where the particles from observation were formed between 1 and 2 nm diameter, and thus to know the extent of the formation area upwind of the station according to assumption 1 and 3 (Hussein et al., 2009; Kristensson et al., 2014).

2.7 Effects of spatial variability
NPF has been studied extensively and the assumption of only time dependent formation is widely used. There is however a possibility that the formation and growth of new particles are not only dependent on the time but also on the location of the air parcel. In such a case one or more of the assumptions made in NPF analysis might be wrong.

If the formation and growth of new particles is only time dependent the NPF banana detected at the measurement site will be continuous between the smallest observable sizes and larger sizes, and the observed changes in the growth rate of the banana correspond to changes of particle growth rate at the measurement site. If the parameters are also location dependent, the observed particle population at the measurement site can show effects that are not at all connected to what is happening at the site, but to phenomena taking place hundreds of kilometers away. In such case the analysis of formation and growth parameters of the newly formed mode can lead to erroneous results (Kivekäs et al., 2015; 2014).
3. Methods

3.1 Model

3.1.1 Existing model

The original model that was used in this work was the StBanana model created by Carpman, 2013 and improved by Kivekäs et al., 2015. This model is a one-dimensional row of Lagrangian moving boxes along a hypothetical air trajectory ending at a hypothetical measurement station where the particle number size distribution is saved. The interval of the boxes is defined such that each box starts at a distance equivalent of 10 minute advection upwind from the measurement station. This leads to the boxes arriving at the site with 10 minute intervals. The model uses 48 hours of simulation which results in 288 boxes of air. The saved result in this setup is a similar evolution of particle number size distribution to what a stationary field measurement station would register in the field. This approach gives the user the opportunity to compare real measurements to the simulated ones involving user-defined wind speed, growth rates and formation rates (Carpman, 2013). An illustration of the movement of the boxes and how the corresponding observations will look like at the hypothetical measurement site can be seen in figure 4.

Figure 4: An illustration of how the row of moving boxes end up at the measurement site (left) and how the observation will look like (right). The $t_i$ values represent time step $i$ (Kivekäs et al., 2015).

Input parameters in StBanana are wind speed ($WS$), growth rate of particles ($GR$) and formation rate of new particles at 1.5 nm diameter ($J_{1.5}$). The wind speed can be constant or a function of time, and is used only for calculating the positions of each box at each time step. The calculation is done backwards from the station.

The input of growth rate ($GR$) is both time and location dependent and is defined as:

$$GR(t, x) = T_{GR}(t) \cdot S_{GR}(x) \cdot \frac{1 \text{ mm}}{h}$$
Where \( T_{GR}(t) \) is the temporal input parameter and \( S_{GR}(x) \) is the spatial input parameter. The growth rate in this model represents only the growth of the particles due to condensation.

The input of formation rate \( (J_{1.5}) \) is similar to the input of growth rate consisting of a time dependent and a location dependent parameter. The equation is defined as:

\[
J_{1.5}(t, x) = T_{J1.5}(t) \cdot S_{J1.5}(x) \cdot \frac{1}{cm^3s}
\]

Where \( T_{J1.5}(t) \) is the temporal input parameter and \( S_{J1.5}(x) \) is the spatial input parameter.

The user also has the choice to include or exclude Brownian coagulation. The coagulation is only treated as a sink for particles smaller than 150 nm in diameter.

The user inputs have an effect on formation of new particles, growth of the particles through condensation and loss of particles due to coagulation, which all alter the particle number size distribution and concentration in the boxes.

The time step for the boxes and the input parameters is 10 minute. In order to adequately describe the competition between dynamical processes affecting the particle number size distribution the calculations of these processes is done with a time step of 1 minute.

In the model the formation of new particles is treated by simply adding a new particle bin at diameter 1.5 nm to each box at every 1-minute time step when \( J_{1.5}(t, x) \) is larger than 0. The higher the value of \( J_{1.5}(t, x) \) is, the larger is the number of particles added to that size bin. After the potential creation of the new bin the particles in all bins undergo condensational growth. The growth is simulated by simply increasing the size of the particles in each bin in the box by a number defined by \( GR(t, x) \). The growth is only applied to particles smaller than 150 nm in order to keep the condensational sink constant throughout the simulation. In the final step of the simulation, the coagulation is calculated. The coagulation acts only as a sink for particles in the model; the particle diameters in the bins do not change and no new bins are created due to coagulation (Kivekäs et al., 2015).

The output of the model is presented as \( dN/d\log_{10}(Dp) \) and the particle number size distribution in the box of air is fitted to this format. The particle mass and number concentration are preserved during the fitting. The particle number size distribution is saved in an output file for each box at the hypothetical measurement station. The saved data mimics ambient measurements at a fixed field measurement site.

Using the data from the particle number size distribution and the revised Kerminen-Kulmala equation (Lehtinen et al., 2007) the formation rate at 1.5 nm diameter is calculated from the simulation output data. This calculation is not precise due to the fact that neither the Kerminen-Kulmala equation nor the handling of coagulation in the model is exact. The formation rate is calculated twice, based on particle number concentration at both 5 nm and at 10 nm. The growth rate is also calculated in two different ways using the output data, first by following the peak of the mode as a function of time and the second method by following the time when maximum particle number concentration is reached for each size bin.
A figure presenting the time evolution of the particle number size distribution as a number-size-time plot at the measurement station is also made (figure 5). This figure also includes the evolution of total number concentration of particle smaller than 150 nm as a function of time ($N_{\leq 150\text{ nm}}$), the particle formation rates ($J_{1.5}$) and growth rates of the observed mode (GR) at the station and the corresponding $J_{1.5}(t,x)$ and $\text{GR}(t,x)$ at the station calculated from the input parameters. Finally the input parameters ($\text{WS}$, $T_{J1.5}(t)$, $S_{J1.5}(X)$, $T_{GR}(t)$, $S_{GR}(X)$) are also included in the figure (Kivekäs et al., 2015).

**Figure 5:** (from Kivekäs et al., 2015) Plot of a new particle formation event in the StBanana model output. This event is limited only temporally ($T_{J1.5}(t)> 0$ between hours 08 and 16, all other parameters are constants). The left panels show the input values for $S_{J1.5}(X)$, $S_{GR}(X)$, $T_{J1.5}(t)$, $T_{GR}(X)$ and $\text{WS}$. On the right side, the top panel shows the evolution of particle number-size-distribution as a function of time for two days, with particle number concentrations in each bin given as color in $dN/d\log_{10}D_p$. The second panel shows the number concentration of particles with $D_p < 150$ nm as a function of time. The third panel shows the formation rate, $J_{1.5}$, as calculated from the output particle number size distribution data and as given in the input values. Finally, the bottom panel shows particle growth rates as a function of time calculated from the output particle number size distribution data and the input growth rate at the measurement site as a function of time.
3.1.2 Improvements to StBanana model in this work

To get a deeper understanding and also to allow simulations of more realistic cases some changes were made to the original StBanana model in this work.

First, major changes to the way of setting the input values were made. The input was made more realistic by making the time- and location dependent variables truly independent of each other. This required input of the variables as a matrix. The user now has for both formation rate and growth rate the choice between a constant value and input as a matrix where the time- and location dependent components of the input parameter are presented on the different axis. These changes were made to the input of formation rate and growth rate while the input for wind speed remained as before. In figure 6 one can see the new procedure of setting the input for formation rate. The matrix input for growth rate is made the same way.

First step of the input is shown in figure 6A where the user selects the shape of the polygon in which the formation rate has positive non-zero values. Outside the polygon the formation rate is zero. In the second step of the input the user selects a value for the formation rate and then clicks inside the polygon to set points where the formation rate has that value, which is illustrated in figure 6B. This can be done multiple times with different values to set up the simulation the user desires. When the input values are set the program interpolates values from the selected points to each other and to the zero values at the edge of the polygon. The resulting formation rate matrix is shown in figure 6C.
Figure 6: The input for formation rate. The vertical blue line (white at stage C) represents the upwind station and the diagonal dashed line is the limit distance where anything right of the line does not have time to arrive at the measurement site before the end of the simulation. A) Here one selects the shape of the polygon in which the values are above zero. B) Setting the non-zero values and their location in the input matrix. C) The resulting formation rate matrix.

Second, a second measurement site was added upwind of the first one. This allows the user to have the possibility to see how the particle number size distribution changes during the transport between the two stations and also to make the separation of the effects of time-dependent and location-dependent changes in input parameters more obvious. This way the model can be used to simulate real atmospheric situations where the same air mass is measured at two different stations. The distance between the two measurement stations in the model is defined by the user. The upwind measurement site is included in figure 6 as a vertical blue (in 6C white) line. With the addition of a second measurement station the output from the model was also changed. The new output includes one figure for the downwind station as before and also one figure for the upwind station and as well as a figure with both stations for better comparison. The comparison output plot is shown in figure 7.
Figure 7: The comparison output of a NPF event simulated with the improved StBanana model. This event is limited only temporally ($J_{1.5}(t) > 0$ between hours 4 and 12 with maximum at 8 hours, all other parameters are constants). Left panels show input parameters growth rate, formation rate and wind speed. On the right side the two top panels show the evolution of particle number size distribution at both measurement sites as a function of time for two days, with particle number concentrations in each bin given as color in $dN/d\log_{10}D_p$. The third panel shows the number concentration of particles with $D_p < 150$ nm as a function of time for each site. The fourth panel shows the diameter $D_p$ at both sites as function of time. The fifth panel shows the formation rates, $J_{1.5}$ at both sites as functions, calculated from the output particle number size distribution data. Finally, the bottom panel shows particle growth rates at both sites as functions of time calculated from the output particle number size distribution data.
3.2 Spatial and temporal changes in simulated observations

We simulated 15 cases with different combinations of temporally and spatially changing input formation and growth rates. From the simulation results we identified patterns that were unique to either temporal or spatial changes of the input parameters. The simulation output and these “fingerprints” of the different parameter changes are described below. Our later analysis in this work is limited to banana-type new particle formation events, which require a time-dependent component in the formation rate. For this reason we omit the description of cases with new particle formation rate being only location-dependent (continuous point source).

If particle formation rate changes only as a function of time, the changes in the particle number-size-time plot would occur at the same time at the two measurement sites. These are seen as the beginning and end of time period when new particles appear at 1.5 nm diameter at the two measurement sites in the particle number-size-time plot in figure 7. If the change of new particle formation rate depends also on location the effects of this change are observed at the upwind site earlier than at the downwind site. The delay corresponds to the time it takes for the air to travel between the two sites. This is shown in figure 8 where the upwind site is inside of the formation area and the downwind site is not. The formation of particles starts at 4 hours at the upwind site, but the first particles arrive at the downwind site at 10 hours. The particles grow during the transportation to the downwind site, which is why the banana starts from a larger particle size at the downwind site. The location dependent formation can also be seen in the number concentration, where the particle number concentration is higher at the upwind site in the beginning of the banana. This is because coagulation removes a lot of the smallest particles before they reach the downwind site. The time of last particles to arrive at the two stations also depends on the location dependent formation rate, as the air outside the formation area arrive to the upwind site earlier. This can be seen in the figure where the new particle mode disappears at the upwind site 6 hours earlier than at the downwind site.
Figure 8: Effects of location dependent change in particle formation rate at two measurement sites. In this example simulation the formation rate of new particles is non-zero 180-1000 km upwind from the downwind site and between 4-12 hours, peaking at 8 hours, and the growth rate is constant at 3 nm/h everywhere and all the time. The distance between the sites is 200 km.

If particle growth rate changes as a function of time, the change occurs in the number-size-time plots at both measurement sites at the same time point. It also does not have any significant effect on the number concentration of particles observed at the sites. If the change of growth rate depends on location instead of time, the effects of this change are observed at the upwind site earlier than at the downwind site. Again the delay corresponds to the time the air mass needs for traveling between the sites. This is demonstrated in figure 9, where the observed particle growth rate drops from 4 nm/h to 2nm/h at 26 hours at the upwind site, but at 32 hours at the downwind site. The location-dependent change in growth rate affects also the observable particle number concentration. This can be explained by the growth rates of particles at the area where they are formed. As coagulation is most efficient in removing the smallest particles, a lower growth rate exposes the particles for the most efficient coagulation for a longer time, and therefore reduces the number of particles that survive to the measurement site. This effect can also be seen in figure 9, and it is explained in more detail in Kivekäs et al. (2015; 2014).
The effects of time- and location dependent formation and growth rates can be summarized as:

Time dependent formation rate: The beginning and end of time period of appearance of the smallest particles measurable at the site. Both sites are affected simultaneously.

Location dependent formation rate: The beginning, the changing and the ending times of the part of the banana observed at the site. The upwind site is affected before the downwind site.

Time dependent growth rate: Growth rate of the observed mode changes simultaneously at both sites. Particle number concentration in the mode is not affected much.

Location-dependent growth rate: Growth rate of the observed mode changes first at the upwind site. Particle number concentration can be heavily affected by this type of change in GR, and the effect is observed also first at the upwind site.
3.3 Measurement sites

In this work we have analyzed particle number size distribution data from two sites, Pallas and Värrö both located in Finnish Lapland (figure 10). Both of these measurement stations have had continuous particle measurements for roughly two decades. The distance between the stations is approximately 220 km.

Pallas (67.97° N, 24.12° E, 565 m.a.s.l) (Hatakka et al., 2003): The Sammaltunturi measurement site at Pallas station is located on a small hill about 300 meters above the surrounding area. The site is located 100 meter above the tree line and the surrounding area is covered by mixed boreal forest consisting of Scots pine, spruce and birch trees. The surrounding area is sparsely populated and there are no significant pollution sources nearby (Hatakka et al., 2003).

Värriö (67.77° N, 29.58° E, 390 m.a.s.l.) (Hari et al., 1994): The Värriö station has its location on a hilltop and the surrounding area consists of approximately 60 year old Scots pine forest. The site is slightly below the tree line which is 400 m.a.s.l. in the area. There are no local pollution sources in the area. The closest small road is 8 km from the station and the closest major road is 100 km away. The anthropogenic pollution sources are mainly the mining area in Kovdor, Russia and the nickel-copper smelters in Montchegorsk and Nikel, Russia. These are located at a distance of 43 km, 150 km and 190 km, respectively (Väänänen et al., 2013).
For the event comparison at Pallas and Värriö we first had to find the cases when the sites were connected by air mass trajectories. In this work HYSPLIT trajectories (Draxler and Hess, 1998) arriving at Värriö with 1 hour intervals at 500m altitude above ground level were used. For every air mass trajectory that arrived at Värriö, the minimum distance of the air parcel from Pallas during the previous 24 hours was calculated. If that distance was less than 100 km (figure 11), the air mass was considered as arriving over Pallas, and the particle size distributions of that day at both sites were taken to further analysis. The time difference between the trajectory arrival time at Värriö and the time when it was closest to Pallas represents the time the trajectory has spent travelling from Pallas to Värriö.
3.5 Comparison method

If there was a new particle formation event at Värriö during a day with connecting air mass trajectories, we compared the observed time evolution of particle number size distribution at the two sites visually using the particle number-size-time plots, as well as the calculated values of $N(D_p<100\text{nm})$ and mode peak diameter $D_{p\text{peak}}$ (figure 12). Due to the fact that the automatic calculation of GR in the real observed events resulted in very much noise we decided to omit it from the analysis and set the value to zero.

The time of connecting trajectories at both sites was also included in the figures for helping us to find whether some clear changes in particle number size distribution happened at the time of the same connecting trajectory at both sites.

The start-times of the analyzed events and the end-times of the growing modes were classified as either time dependent, location dependent or not analyzable. If there were no event at Pallas, the event was classified as one site event. The cases with no event at Värriö are not included the analyzed data set. The definitions of the different fingerprints are given in table 1.
### Definitions for the event classification

<table>
<thead>
<tr>
<th>Classification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time dependent</strong></td>
<td>Time at Pallas = time at Värriö, ±2 hours</td>
</tr>
<tr>
<td><strong>Location dependent</strong></td>
<td>Time at Pallas = time of connecting trajectory, ±2 hours</td>
</tr>
<tr>
<td><strong>Not analyzable</strong></td>
<td>Every case not belonging to any other class</td>
</tr>
<tr>
<td><strong>One site event</strong></td>
<td>No event at Pallas</td>
</tr>
</tbody>
</table>

**Table 1:** The definition of how the different types of event start times and end times of the growing mode were classified.

In the case shown in figure 12 there are connecting trajectories for almost the whole time series which makes the analysis more precise. Based on the information obtained from the particle number-size-time plot, the particle number concentration plot and the mode diameter plot the formation starts at 10 hours at Pallas (upwind) and 14 hours at Värriö (downwind). This difference is 4 hours, so the event start is not time dependent. The trajectory arriving at Värriö at time 14 hours was at Pallas at time 6 hours. This differs 4 hours from the event start time at Pallas, so the event start is not location-dependent, either, which results it to be classified as not analyzable. At the end of the banana the last particles of the new mode are observed at Pallas at roughly 22 hours and at Värriö at 28 hours. The trajectory arriving at Värriö at 28 hours was at Pallas at 20 hours, which is within ±2 hours from the time the last event-related particles were observed at Pallas, making the end of the growing mode (end of event) location dependent.
Figure 12: An analyzed event from measurements at Pallas and Värriö the 14th of January 2001. The figure includes 2-day time series of particle number –size-distribution at Pallas (top panel) and at Värriö (2nd panel), number concentration (N) of particles with Dp<100 nm at both sites (3rd panel), mode peak diameter (Dp) of the particles with Dp<100 nm at both sites(4th panel) and the attempt to calculate particle growth rate at both sites (bottom panel) The numbered vertical lines are the times of connecting trajectories identified by the numbers.
4. Results and discussion

After analyzing 8 years of measurements we found 65 cases meeting the two criteria: 1) there had to be a new particle formation event at Värriö during the given day and 2) at least one trajectory during that day had to pass over Pallas before arriving at Värriö. The analysis of the beginning of each event (event start) and end of each observed growth banana (event end) are summarized in table 2, and given in detail in Appendix 1.

<table>
<thead>
<tr>
<th>Classification of analyzed events</th>
<th>Event start</th>
<th>Event end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-dependent</td>
<td>31</td>
<td>5</td>
</tr>
<tr>
<td>Location-dependent</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Not analyzable</td>
<td>21</td>
<td>40</td>
</tr>
<tr>
<td>One-site event</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 2: Summary of the result of the analysis of the NPF events separately for the event starts and event ends.

When we excluded the non-analyzable cases it became obvious that the event start is typically time dependent, whereas the event end tends to be location-dependent (Figure 13). One should keep in mind that if there is an event only at Värriö (one site event), it is also a location dependent phenomenon. The non-analyzable cases are typically either ones with no apparent time dependency and no connecting trajectories at the time of start or end of the event, or cases where the end of the event could not be defined.

![Figure 13](image_url)

**Figure 13:** The relative fractions of time dependent, location dependent and one-site events analyzed for event starts and event ends separately.

The typical time dependency of the event start can be explained by the evolution of the turbulent boundary layer (*Asmi et al., 2011*). As sun heats the ground in the morning and around noon the atmospheric turbulence increases in height and the particle-rich air near the ground is mixed with cleaner air above. This leads to a lower condensation sink, allowing the formation of new particles to take place. As the east-west distance between the two stations is only 220 km (5.5 longitude degrees), the sun starts to heat the ground at roughly the same time at both sites.
The event end can be linked to a limited area of particle formation or growth, such as in the simulated cases presented in figures 8 and 9. In real observations in Northern Scandinavia such a limit can be connected to the air mass arriving from sea to land (figure 14) or over the Scandinavian mountains where different vegetation leads to a different source strength of condensable vapors needed for new particle formation. The spatial extent of new particle formation can also be limited by different air mass containing more clouds or higher condensation sink.

Figure 14: Spatial extent of two new particle formation events in an earlier study (Kivekäs et al., 2011) calculated from end of growing mode time and the corresponding trajectories. The largest red and blue dots are the Pallas and Värriö sites, respectively, and the smaller circles are the locations of air mass at each hour in the corresponding trajectories (red for Pallas, blue for Värriö). The numbers next to the furthest trajectory points (end of formation area) connect the trajectories to the two cases.

There are a number of uncertainties in the analysis performed in this work. The simulations are simplified and do not allow different particles to have different growth rates or any mixing of air masses during the transport to the measurement site. Also the air mass arriving route in ambient conditions is never constant for such a long time. These simplifications make the simulation results easier to understand and interpret, but reduce the applicability of the model to simulate real atmospheric observations.

The two-site approach makes the separation between the time-dependent and location-dependent effects in real atmospheric observations more robust, but it introduces another
source of uncertainty: Do the measurements at both sites really represent the same air? In the selection of air mass trajectories we used a radius of 100 km from the Pallas site (figure 11) to determine which trajectories to include in the analysis. The radius is rather long, but it can be justified because NPF is found to be a large scale phenomenon (Kristensson et al., 2014, Hussein et al., 2009), the terrain around Pallas station is very homogenous, and the anthropogenic emissions within that area are minor. This means that even if the air mass has not arrived exactly over Pallas, it has been exposed to very similar conditions. A shorter radius would have resulted in higher certainty of measuring the same air mass, but it would have decreased the number of connecting trajectories and therefore made the event analysis weaker.

Finally there is the subjectivity in determining the start- and end times of the events. They can often differ with one or more hour depending on the person performing the analysis, and therefore many individual cases would be classified differently.

Even though the uncertainties can lead to different classification of many of the analyzed new particle formation event, the qualitative main result of this work holds: The observed new particle formation events at Väriö are affected by spatial changes in the formation and / or growth parameters, affecting especially the end of the observed new mode.
5. Conclusions
In case of the events observed at the Värrö measurement station, the beginning of the NPF event is typically time-dependent, but the end of the observed growing mode is often a result of a location-dependent parameter change rather than by a time dependent change. This means that the location-dependency of the formation and growth parameters is an important factor affecting real atmospheric observations of new particle formation events, and that the effects described by Kivekäs et al. (2015; 2014) must be taken into account.

Even though the typical analysis of new particle formation events does not require analysis of particles formed hundreds of kilometers away, there can be smaller location dependent variations nearby the site, resulting from vegetation, lakes or other topographic features, and these variations can affect the particle size ranges used for determining the new particle formation rate and the initial growth rate of the particles.

This thesis demonstrates the importance of spatial changes in new particle formation parameters at Värrö, a background site in remote Finnish Lapland with relatively homogenous surrounding topography. It can be expected that such effects are present and potentially more prominent also at other measurement sites with more complex topography and more variable sources of particles and vapors. This description fits to most aerosol measurement sites in Europe. The method used in this study for separating the spatial and temporal changes requires a relatively homogenous particle source area and a second measurement site close to the one studied. The problem with most other sites is that one or both of these requirements is not met, and therefore the effects cannot be identified in the data. This, however, does not mean that they aren’t there.

Further research would consist of 1) identifying what causes the location dependent variation in particle formation and growth rates, 2) linking the observed particle growth to growth that takes place at a specific time and location upwind of the site, 3) improving the model by making it spatially 2-dimensional to simulate cases with changing air mass trajectories at individual measurement sites and 4) quantifying the uncertainty caused by spatially varying parameters in parameterizations of particle formation and growth rates at different sites.
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9. Appendix 1: Classification of individual NPF events

Table A1.1. Classification of the event start for each analyzed new particle formation event.

<table>
<thead>
<tr>
<th>Start of event</th>
<th>Date</th>
<th>Time at Pallas</th>
<th>Time at Värriö</th>
<th>Time-dependent</th>
<th>Location-dependent</th>
<th>Not analyzable</th>
<th>One-site event</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000-05-08</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2000-05-09</td>
<td>12</td>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000-05-10</td>
<td>13</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000-05-13</td>
<td>11</td>
<td>13</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000-10-23</td>
<td>16</td>
<td>15</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-01-14</td>
<td>10</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2001-01-15</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2001-01-16</td>
<td>15</td>
<td>17</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-01-18</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-02-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2001-04-20</td>
<td>13</td>
<td>14</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-04-21</td>
<td>10</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-05-04</td>
<td>11</td>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-05-05</td>
<td>11</td>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-05-07</td>
<td>10</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2001-07-03</td>
<td>9</td>
<td>15</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-09-26</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-01-12</td>
<td>12</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2002-03-29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-04-07</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-04-11</td>
<td>12</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2002-04-21</td>
<td>11</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2002-05-04</td>
<td>13</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-07-30</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-08-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2002-08-29</td>
<td>10</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2003-03-11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2003-03-23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2003-03-27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2003-04-01</td>
<td>16</td>
<td>15</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003-05-08</td>
<td>13</td>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003-09-15</td>
<td>14</td>
<td>15</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003-12-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2004-04-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2004-04-12</td>
<td>12</td>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2004-06-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2004-11-08</td>
<td>16</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>2005-04-24</td>
<td>17</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Date</td>
<td>Time at Pallas</td>
<td>Time at Värriö</td>
<td>Time-dependent</td>
<td>Location-dependent</td>
<td>Not analyzable</td>
<td>One-site event</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>2000-04-27</td>
<td>39</td>
<td>41</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000-05-08</td>
<td>34</td>
<td>41</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000-05-10</td>
<td>19</td>
<td>31</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000-05-13</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-01-14</td>
<td>22</td>
<td>28</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-01-15</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2001-01-16</td>
<td>22</td>
<td>27</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-01-18</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2001-02-16</td>
<td>19</td>
<td>38</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-04-20</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-04-21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table A1.2. Classification of the event end for each analyzed new particle formation event.
<table>
<thead>
<tr>
<th>Date</th>
<th>Code</th>
<th>Code</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001-05-04</td>
<td>20</td>
<td>30</td>
<td>X</td>
</tr>
<tr>
<td>2001-05-05</td>
<td>22</td>
<td>33</td>
<td>X</td>
</tr>
<tr>
<td>2001-05-07</td>
<td>20</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>2001-07-03</td>
<td>21</td>
<td>36</td>
<td>X</td>
</tr>
<tr>
<td>2001-09-26</td>
<td>36</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-01-12</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-03-29</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-04-07</td>
<td>33</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-04-11</td>
<td>36</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-04-21</td>
<td>19</td>
<td>24</td>
<td>X</td>
</tr>
<tr>
<td>2002-05-04</td>
<td>23</td>
<td>33</td>
<td>X</td>
</tr>
<tr>
<td>2002-07-30</td>
<td>19</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-08-06</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2002-08-29</td>
<td>38</td>
<td>42</td>
<td>X</td>
</tr>
<tr>
<td>2003-03-11</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2003-03-23</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2003-03-27</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2003-04-01</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2003-05-08</td>
<td>20</td>
<td>31</td>
<td>X</td>
</tr>
<tr>
<td>2003-09-15</td>
<td>28</td>
<td>30</td>
<td>X</td>
</tr>
<tr>
<td>2003-12-02</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2004-04-02</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2004-04-12</td>
<td>33</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2004-06-03</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2004-11-08</td>
<td>38</td>
<td>44</td>
<td>X</td>
</tr>
<tr>
<td>2005-04-24</td>
<td>24</td>
<td>34</td>
<td>X</td>
</tr>
<tr>
<td>2005-04-25</td>
<td>23</td>
<td>32</td>
<td>X</td>
</tr>
<tr>
<td>2005-07-12</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2005-07-14</td>
<td>24</td>
<td>33</td>
<td>X</td>
</tr>
<tr>
<td>2006-01-16</td>
<td>21</td>
<td>27</td>
<td>X</td>
</tr>
<tr>
<td>2006-03-13</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2006-05-15</td>
<td>23</td>
<td>27</td>
<td>X</td>
</tr>
<tr>
<td>2006-06-11</td>
<td>20</td>
<td>32</td>
<td>X</td>
</tr>
<tr>
<td>2006-06-16</td>
<td>19</td>
<td>42</td>
<td>X</td>
</tr>
<tr>
<td>2006-09-11</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2006-12-21</td>
<td>21</td>
<td>33</td>
<td>X</td>
</tr>
<tr>
<td>2007-03-12</td>
<td>42</td>
<td>44</td>
<td>X</td>
</tr>
<tr>
<td>2007-03-21</td>
<td>38</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2007-03-31</td>
<td>25</td>
<td>26</td>
<td>X</td>
</tr>
<tr>
<td>2007-04-05</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2007-04-09</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2007-04-14</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2007-04-17</td>
<td>30</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2007-04-22</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Date</td>
<td>Day 1</td>
<td>Day 2</td>
<td>End</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>2007-07-21</td>
<td>23</td>
<td>31</td>
<td>X</td>
</tr>
<tr>
<td>2007-08-06</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007-12-19</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2008-04-17</td>
<td>22</td>
<td>33</td>
<td>X</td>
</tr>
<tr>
<td>2008-04-20</td>
<td>36</td>
<td>35</td>
<td>X</td>
</tr>
<tr>
<td>2008-04-21</td>
<td>27</td>
<td>37</td>
<td>X</td>
</tr>
<tr>
<td>2008-05-10</td>
<td>26</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

**Table 4:** Detailed analysis of the end of each observed growth banana.
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