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Abstract

High Arctic wetlands are an important component of the global climate system. Nevertheless, estimations of their expected response to climate change and associated climate-feedbacks have large uncertainties. Improving models for vegetation and carbon dynamics of ecosystems is an important step towards making predictions more accurate. In this study, an arctic-enabled version of the LPJ-GUESS dynamic global vegetation model (LPJ-GUESS-WHyMe) was used to conduct a local modelling study on vegetation dynamics and carbon fluxes in the high Arctic mire Rylekærene in north-western Greenland. LPJ-GUESS-WHyMe includes process descriptions of wetland hydrology, soil freezing and wetland carbon (carbon dioxide and methane) emission, as well as wetland PFTs. The aims of this study were: 1) to assess uncertainties of parameters and process representations; 2) to assess the possibility of including grazing into the model; and 3) to lay a ground for future studies in which the response of the mire ecosystem to climate change and changes in grazing pressure can be simulated. Field data from several studies in Rylekærene were used for parameter calibration and comparison with model outputs. The field data includes carbon dioxide and methane flux chamber measurements, measurements of environmental variables and vegetation analyses. Model parameters were calibrated in the following order: 1) hydrology and permafrost; 2) vegetation; and 3) methane dynamics, using data from 2013. Data from 2011 was used for validation. The calibration improved model performance within hydrology, permafrost and vegetation dynamics for both 2013 and 2011. For methane fluxes the calibration did not improve the model performance for 2011. Sensitivity analyses were performed for parameters related to vegetation and methane dynamics. An important finding in the sensitivity study was that increasing the fraction of vascular plant net primary production allocated to root exudates also decreased vascular plant productivity which had a net-effect of decreasing methane emissions. Main challenges for future studies were identified to be: 1) the inclusion of the effect of run-on/off from snowmelt on soil hydrology and temperature; 2) modeling competition between grasses and mosses; and 3) modeling the effect of graminoid density on methane fluxes accurately. Data from a three-year musk-ox exclosure experiment was used to build a simple module for modelling changes in grazing pressure. The results showed that improvements in the representation of model processes are needed to represent the effects of musk ox grazing on different parts of the ecosystem accurately.
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1. Introduction

1.1 Importance of the Arctic and Arctic wetlands for the climate system

The Arctic is an important part of the global climate system. The high albedo of snow and ice makes the region important for the global radiation balance, the cold temperatures play an important role in global atmospheric and oceanic circulation patterns and the arctic carbon cycle is a key component of the global carbon cycle, to name only some aspects (ACIA 2005). Understanding how the arctic is changing, how it will change as a response to global climate change and how these changes will result in feedback mechanisms that will either enhance or mitigate global warming is thus crucial for predicting global climate change and its consequences (McGuire et al. 2006).

1.1.1 Arctic amplification

What makes the need to understand arctic climate feedbacks even more pressing is the fact that the global warming trend in mean air surface temperature is more pronounced in high northern latitudes than in other parts of the globe (Serreze and Barry 2011). In the last 30 years, temperatures have risen 0.6 °C per decade in high northern latitudes, which is twice as fast as the global average (IPCC 2013). This arctic amplification of climate change is caused by several factors such as lowered albedo due to reduced sea ice extent and soot on snow, changes in cloud cover and increased concentrations of black carbon aerosol (Serreze and Barry 2011). Arctic amplification is expected to become even stronger in the future (IPCC 2013).

1.1.2 The arctic tundra biome

At present, the arctic tundra biome covers about 8% of the global land surface (McGuire et al. 2012). It is mostly underlain by continuous permafrost and the vegetation consists of vascular plants, mosses, lichens, shrubs and dwarf shrubs. Trees are almost entirely absent (McGuire et al. 2012). The carbon cycle of the arctic tundra biome is both highly complex and sensitive to changing conditions (McGuire et al. 2009). Its response to climate change is a key feedback mechanism that will most likely enhance the global warming trend, but it is uncertain by how much (McGuire et al. 2009). This is firstly because currently there are gaps in the understanding of the arctic tundra carbon cycle and its expected response to climate change. Secondly, much of the existing knowledge has not been incorporated into process-based ecosystem models (McGuire et al. 2009; McGuire et al. 2012; Wullschleger et al. 2014; Schuur et al. 2015). Until recently, scientists concluded from the available data on arctic carbon fluxes and pools that arctic tundra has been a sink of carbon dioxide (CO₂) on an annual basis for the last 10 000 years and that it may become a source as a result of climate change (Pries et al. 2012). A recent study by Belshe et al. (2013) however suggested that arctic tundra has been a source of CO₂ to the atmosphere since the 1980s. To understand the interactions between the arctic tundra carbon cycle and global climate it is also necessary to take into account fluxes of methane (CH₄) (IPCC 2013). The amount of carbon exchanged between ecosystems and atmosphere in form of CH₄ is small compared
to the fluxes of CO₂, but CH₄ is a much more potent greenhouse gas, having a global warming potential 34 times as high as that of CO₂ over a 100-year time horizon (IPCC 2013).

1.1.3 Arctic wetlands
Arctic wetlands are an especially important part of the arctic tundra carbon cycle as the cold and wet conditions lead to slow decomposition and the build-up of large carbon pools in peat layers (Tarnocai et al. 2009). As precipitation is very low in the arctic region and occurs mostly during the winter in form of snow (ACIA 2005), wetlands are distributed in patches that can be found in areas where the hydrogeomorphological conditions allow water from snow melt, streams, lakes or the sea to inundate the area (Woo and Young 2003). Estimations of the present total carbon content of northern peatlands range between 200 and 450 Pg of carbon (McGuire et al. 2009). In comparison, the atmospheric carbon pool currently amounts to 828 Pg of carbon (IPCC 2013). Also, wetlands are sources of CH₄ to the atmosphere due to inundated and in turn anoxic soil conditions.

1.1.4 Carbon cycling in arctic wetlands
Figure 1 shows the most important pools and fluxes of the carbon cycle in a high arctic peatland and some of the processes and factors controlling their magnitudes, as described in Schlesinger and Bernhardt (2013). Plants convert light energy from photosynthetically active radiation (PAR, 400-700nm wavelength) into chemical energy in form of carbohydrates through the process of photosynthesis. The general equation of photosynthesis is

\[ \text{CO}_2 + \text{H}_2\text{O} + \text{light energy} \rightarrow \text{CH}_2\text{O} + \text{O}_2 \]

The water used in the process is mostly taken up from the soil through plant roots (Schlesinger and Bernhardt 2013). CO₂ and O₂ are exchanged with the atmosphere through pores on the epidermis of plant tissues, called stomata. Also H₂O is lost through to the atmosphere through the stomata (transpiration). Plants open and close their stomata depending on air humidity and atmospheric CO₂ concentration to maximize carbon uptake and minimize water loss (Farquhar and Sharkey 1982). The amount of carbon fixed by photosynthesis depends on green plant biomass, plant species, PAR, water availability, air humidity, temperature and atmospheric CO₂-concentration. About half of the CO₂ taken up through photosynthesis is released back into the atmosphere through autotrophic respiration, which can be divided into growth- and maintenance respiration. In this process energy from carbohydrates is used for plant growth and maintenance. The rest of the carbohydrates are stored in the form of plant tissues and transferred into other carbon pools after some period of time: some plant parts are grazed by herbivores and some die or are emitted as root exudates and become part of the litter and soil pools. Some become affected by disturbance such as fire, so that carbon is re-emitted into the atmosphere. Herbivores use a part of the carbon compounds they consume for respiration, a part for building their body and a part is defecated. Carbon compounds from all of these pools are broken down by decomposing macro- and microorganisms, in the presence of O₂ through aerobic decomposition, during which carbon is released into the atmosphere as CO₂. The rate and pathway of
decomposition depends on many factors such as temperature, water availability (which is determined by precipitation, hydrology and permafrost dynamics), the quality and quantity of carbon compounds and the community of heterotrophic organisms. (Schlesinger and Bernhardt 2013)

Figure 1: The most important pools and fluxes of the carbon cycle in a high arctic peatland and some of the processes and factors controlling their magnitudes.

On an ecosystem scale, the fluxes of CO$_2$ between an ecosystem and the atmosphere are described by the following terms:

- **GPP** (gross primary production) is the CO$_2$ taken up by plants through photosynthesis
- **R$_a$** (autotrophic respiration) is the CO$_2$ emitted by plants through respiration
- **NPP** (net primary production) is GPP - R$_a$
- **R$_h$** (heterotrophic respiration) is the CO$_2$ emitted by decomposing organisms
- **R$_{eco}$** (ecosystem respiration) is R$_a$ + R$_h$
- **NEP** (net ecosystem production) is GPP - R$_{eco}$
- **NEE** (net ecosystem exchange) is a measurement of the net CO$_2$ flux between an ecosystem and the atmosphere

1.1.5 **Methane dynamics in arctic wetlands**

The production and oxidation of CH$_4$, its pathways of emission and the most important controls on their magnitudes are shown in Figure 2. Methane is produced during anaerobic decomposition, which
is a complex process with several steps and pathways carried out by different species of anaerobic microorganisms, including methanogenic archae (Stams and Plugge 2010). Anaerobic decomposition is significantly slower than aerobic decomposition (Schlesinger and Bernhardt 2013). Under waterlogged, anaerobic conditions carbon compounds can be reduced through alternative processes under the use of an alternative electron acceptor other than O$_2$. From most to least energetically favourable these processes are NO$_3^-$, Mn$^{4+}$, Fe$^{3+}$ and SO$_4^{2-}$ reduction and methanogenesis (Schlesinger and Bernhardt 2013). Methanogenesis is the most common pathway in wetlands, even though it is the least energetically favourable, as the availability of the other electron acceptors is often limited (Schlesinger and Bernhardt 2013). Methanogens can use hydrogen and CO$_2$ formate, carbon monoxide, methanol, methylated compounds or acetate as substrates for methanogenesis and finally emit both CH$_4$ and CO$_2$ (Stams and Plugge 2010). Thus, for the decomposition of most carbon compounds methanogenesis is preceded by a number of microbial fermentation processes that generate substrates for methanogenesis, which is often a limiting factor for methanogenesis (Schlesinger and Bernhardt 2013). Root exudates of vascular plants have been shown to be important for substrate availability as they have increase the concentration of acetic acid in the root vicinity which can be used by methanogens (Ström et al. 2012). The amount of root exudates differs between vascular plant species and has been shown to be particularly high in *Eriophorum scheuchzeri* (Ström et al. 2012).

![Diagram](image-url)

**Figure 2**: The production and oxidation of CH$_4$, its pathways of emission and the most important controls on their magnitudes.
A fraction of the produced CH$_4$ is oxidized by methanotrophic bacteria in oxic zones of the soil before it can reach the atmosphere (Schlesinger and Bernhardt 2013). Oxic zones are found above the water table and close to the roots of vascular plants, as wetland vascular plants have airspaces within their cortex (aerenchyma) that transport O$_2$ the roots as an adaptation to the inundated conditions (Schlesinger and Bernhardt 2013).

There are three pathways through which CH$_4$ is emitted to the atmosphere: diffusion, ebullition and mediation through aerenchyma of vascular plants, which not only mediate O$_2$ from the atmosphere to the roots, but also CH$_4$ from the roots to the atmosphere (Schlesinger and Bernhardt 2013). A significant part of the CH$_4$ that diffuses through the soil is oxidized before reaching the atmosphere, while through the two other pathways the CH$_4$ passes through the oxic layer more quickly, so that less CH$_4$ is oxidized (Schlesinger and Bernhardt 2013).

CH$_4$ emissions in wetlands show high variability at small and large temporal and spatial scales, due to the many processes involved, which makes it hard to make estimations of global emissions (Schlesinger and Bernhardt 2013). Olefeldt et al. (2013) found that large parts of the variation in average growing season fluxes of CH$_4$ between 303 sites in permafrost regions could be related to water table position, soil temperature and vascular plant cover. Also the species composition of the vascular plant cover and substrate availability have been shown to be significant, especially the presence of *Eriophorum* sp (Ström et al. 2015). Seasonal variations have been found to be strongly related to date of snow melt, soil temperature and water table position (Mastepanov et al. 2013).

### 1.1.6 Arctic wetlands and climate change

Climate change is likely to change both arctic wetland extent and carbon cycling within arctic wetlands (McGuire et al. 2009). Modelling studies project a temperature increase in the Arctic of 2.8 °C to 4.6 °C by 2071–2090 compared to 1981-2000 and precipitation increase of 7.5 to 18.1% (ACIA 2005). Precipitation increase is predicted to occur mostly in autumn and winter and to have a high spatial variability, reaching up to 35% in some areas (ACIA, 2005). Permafrost thawing is a crucial process for future wetland extent, but it is currently not possible to predict whether wetland extent is going to increase or decrease as a result, since the thawing can happen in two different ways with possibly opposing outcomes: a continuous top-down thawing of the surface layer makes the soil drier and reduces wetland extent, while abrupt thawing with thermokarst leads to the formation of more wetlands and lakes in some areas and drying in others (Schuur et al. 2015). Permafrost thawing makes available more carbon for decomposing microorganisms and also both aerobic and anaerobic decomposition occur faster under warmer conditions (Schuur et al. 2015). Decomposition in wetlands is slower, so wetland formation may slow down the release of carbon into the atmosphere, while wetland degradation accelerates it (Schuur et al. 2015). However, especially high CH$_4$ emissions have been measured in thermokarst wetlands (Olefeldt et al. 2013). Drying of peatlands combined with warmer temperatures may also lead to wildfires with high sudden carbon emissions (Mack et al.
Increased soil carbon emissions may be partially offset by increased photosynthesis, driven by higher temperatures, longer growing seasons, higher CO$_2$ content of the atmosphere and a higher nutrient availability due to increased decomposition (Schuur et al. 2015). Such a greening of arctic ecosystems has already been observed (Xu et al. 2013). Also, climate warming has been shown to lead to shrub-expansion into areas that were previously graminoid dominated which leads to an increased CO$_2$ uptake (Myers-Smith et al. 2011).

1.1.7 Arctic wetlands and herbivory
An important factor to consider in many wetlands is herbivory by large mammals such as caribous, reindeers and musk-oxen (Stark and Ylänne 2015). Herbivores affect many of the processes of the wetland carbon cycle either directly or indirectly through grazing, trampling and defecation, so changing densities of herbivores may alter ecosystem properties including the carbon balance significantly (Stark and Ylänne 2015). On the other hand, herbivore densities are dependent on environmental conditions such as forage availability and climate, so that climate change may have large impacts on herbivore densities (Berg et al. 2008).

There have been a number of studies on impacts of herbivores on arctic wetland ecosystems, which have recently been reviewed by Stark and Ylänne (2015). Many studies have reported similar influences of herbivores on vegetation composition: higher grazing pressure favored graminoids and herbs, while lower grazing pressure favored mosses (Cahoon et al. 2012; Olofsson et al. 2009; Falk et al. 2015) and, if climatic conditions allow it, shrubs (e.g. Post and Pedersen et al. 2008; Olofsson et al. 2009). This could be explained by the slower growth of mosses and shrubs that make them more sensitive to trampling than graminoids and herbs, which can re-grow quickly. Falk et al. (2015) also found changes in graminoid species composition. Also, herbivory has been found to decrease litter biomass (Sjogersten et al. 2011; Falk et al. 2015). In a study by Olofsson et al. (2004) changes in soil temperature were measured, that can be linked to the insulating function of moss- and litter layers which keep the soil from warming. Higher soil temperatures may lead to permafrost thawing and lower soil moistures, all of which enhances soil decomposition.

There have also been a number of studies on the impact of herbivores on the carbon balance of arctic ecosystems, with differing results. Most studies found no change in NPP or a decrease with increased grazing pressure (e.g. Sjogersten et al. 2011; Cahoon et al. 2009), while some found an increase in NPP (e.g. Olofsson et al. 2004; Falk et al. 2015). Fewer studies have addressed the impact of grazing on CH$_4$ fluxes: Sjogersten et al. (2011) and Sjogersten et al. (2012) found no changes in CH$_4$ fluxes. Falk et al. (2015) found increased CH$_4$ emissions in grazed plots. These findings point towards that the net effect of grazing on the carbon balance can be different depending on ecosystems and herbivore type and densities.
1.2 Modelling arctic wetland vegetation dynamics and biogeochemistry

1.2.1 Purposes of process-based ecosystem modelling
Ecosystem modelling has been a fast-evolving area of research, especially over the last 20 years. Process-based ecosystem models can be used to address a variety of questions by combining and extrapolating knowledge that has been gained from different branches of ecosystem research. Modelling the response of ecosystems to changing climate and their feedbacks to the global climate system is currently one of the most predominant aims of ecosystem modelling research (Scheiter et al. 2013). Predicting global climate change is important for decisions of policymakers on regulations of greenhouse gas emissions, land use etc. and also for mitigation measures. Climate predictions are being made with the help of earth system models that simulate the processes within and interactions between atmosphere, ocean and land through a system of equations, algorithms and parameterizations (IPCC 2013). Modelling land surface processes is a crucial part of this and especially models of terrestrial vegetation and its role in the global carbon cycle is still a source of major uncertainty within earth system models (IPCC 2013). In order to be included into a coupled land-ocean-atmosphere earth system model that can simulate climate change accurately, the land surface model needs to include both vegetation dynamics across time and space according to changes in climate and atmospheric CO₂ concentration and biogeochemical fluxes through the ecosystems (Haxeltine and Prentice 1996). A study by Cox et al. (2000) was the first time that a dynamic global vegetation model with biogeochemical cycling was included into an earth system model and since then more models have been developed with more processes and refined process representations.

Apart from being used within earth system models, models of biogeochemistry and vegetation dynamics can be used to address a range of further scientific questions, for example: How will a specific ecosystem respond to changing environmental conditions, to land use change or to disturbance? They can also be used to quantify processes that are difficult to measure by applying and combining known principles.

1.2.2 Strategies for ecosystem model development
The improvement of models that simulate the processes and components of complex natural systems is a cyclical process of model development, parameter calibration, validation using measurement data, sensitivity analysis, revisiting the model development to improve critical processes, initiating more measurements, and so on (Smith and Smith 2007). For assessing and improving dynamic vegetation models, it is important to conduct studies not only on a global scale, but also at smaller scales like regions, catchments or a specific site (Pappas et al. 2015). Modelling studies of smaller scales that include the comparison of modeled properties to field observations allow the evaluation of processes in much more detail than large-scale studies, as much more detailed field data can be used for comparison in local studies. Also, small-scale studies take less computing power, so that extensive sensitivity studies and calibration procedures can be performed more easily. To validate the model’s
ability to reproduce regional and global pools, fluxes and vegetation distributions however, regional and global studies are necessary, in which model results are compared to, for example, inventory databases, inverse modelling estimates and maps of the distribution of vegetation (Sitch et al. 2003).

“All models are wrong, some are useful” (Box and Draper 1987) is a famous saying by the statistician George Box that is referred to often in the context of ecosystem modelling. All model outputs have uncertainty and it is important to quantify the uncertainty in order to draw valid conclusions from modelling studies. Uncertainty of model outputs can be either due to inaccurate implementation of the processes involved (conceptual uncertainty) or due to uncertainty in the parameterization (parameter uncertainty). For model development this means that the detail in which processes are represented needs to be chosen carefully: processes should be represented as accurately as possible, as long as there is enough data available to either set the parameters directly, or to calibrate them. Additionally, limitations in computing power need to be taken into account. (Smith and Smith 2007)

1.2.3 Challenges of modelling arctic wetland carbon dynamics

Modelling arctic tundra (and particularly arctic tundra wetland) vegetation and carbon dynamics poses many challenges. Some of them are similar to the challenges in other biomes and some are specific to the arctic. One is the representation of vegetation. Most dynamic vegetation models group vegetation into plant functional types (PFTs). Each PFT is characterized by a set of trait parameters specifying its role in ecosystem functioning and the environmental conditions under which it can establish and grow. A recent review on the representation of vegetation in dynamic vegetation models in high-latitude ecosystems pointed out the following problems (Wullschleger et al. 2014):

- PFTs are currently too general to accurately represent above- and belowground traits of vegetation over a range of different species and ecosystems
- Especially root traits and the partitioning of biomass between above- and belowground are represented in a simplistic way. Roots in arctic ecosystem have been shown to be very important for ecosystem functioning and to differ substantially between species
- Mosses and lichens are missing in many models (or represented in too simply in others), even though they play an important role in ecosystem functioning and show great functional differences between species (Turetsky et al. 2012). Mosses also significantly affect soil thermal and hydrological properties, by acting as an insulating layer and by decreasing evapotranspiration (Frolking et al. 2010).
- Models oversimplify competition between PFTs and individuals, disturbance and succession
- Almost no models include grazing, even though it has been shown to have very significant impacts on ecosystems and their vegetation (see section above)

There have been many studies addressing these issues and making improvements, but still much work is needed. Wullschleger et al. (2014) proposed the following approaches for future studies:
- Increase the diversity of PFT traits across ecosystems in model. This could be done for example through the use of trait-databases that include measured data on plant traits for different species and locations. Such a database was started in 2007 under the name TRY (Kattge et al. 2011) and has since been growing, but it still lacks information on many species and traits. Another possible approach would be a flexible implementation of plant trait parameters, for example through measured co-variations between traits and environmental conditions (Verheijen et al. 2013) or through the use of theories of community ecology (Scheiter et al. 2013).

- Implement or improve mechanisms that are currently missing or too simplified, like competition, disturbance, grazing, effects of moss on soil properties, etc.

- Conduct local and regional studies to choose appropriate PFTs, parameterizations and process implementations

Nutrient availability is a limiting factor in arctic ecosystems (Jonasson et al. 1999). Advances have been made to include nitrogen dynamics into dynamic vegetation modelling (Smith et al. 2014), but this has so far not been included in wetland models (Wania et al. 2013).

As CH₄ plays an important role for the climate system and since wetlands contribute substantially to CH₄ emissions (see section 1.1.5), a number of wetland models have been built that include methane dynamics. However, a recent model inter-comparison study between wetland methane models (Melton et al. 2013; Wania et al. 2013) led to the conclusion that there is currently still substantial parameter uncertainty as well as conceptual uncertainty regarding the processes of CH₄ production and emission in large-scale wetland models. To improve this, both studies on the driving factors of CH₄ emissions as well as more datasets for model validation and parameterization are needed (Melton et al. 2013).

Another challenge specific to wetland modelling is the estimation of both current and future wetland extent. Melton et al. (2013) found very large differences in present wetland extent between the ten wetland CH₄ models they used within their model inter-comparison study. This led to a substantial addition of uncertainty in CH₄ emission. The differences were mainly due to the fact that some models used remotely sensed wetland fractional maps, while others estimated wetland extent based on prognostic simulations. For future studies it is thus important to model wetland extent accurately. Run-on and –off is an important factor for hydrology in many wetlands, especially in the arctic region (see above), so one approach is to couple a topographic model of runoff (as developed by Tang et al. (2014a), Tang et al. (2014b)) to a wetland/CH₄ model. Modelling permafrost dynamics is a related challenge. Even though advances have been made, presently none of the present permafrost models includes abrupt thawing, which is likely to be a very important process for wetland formation and extent (Schuur et al. 2015)
1.3 Aims

This thesis is a local modelling study of vegetation dynamics and carbon fluxes (CO$_2$ and CH$_4$) in a high arctic mire located in Zackenberg valley in north-eastern Greenland, where data on various ecosystem and environmental properties and processes have been collected. The model used in this study is an arctic-enabled version of the LPJ-GUESS (Smith et al. 2001; Smith et al. 2014) dynamic global vegetation model. This model version, hereafter referred to as LPJ-GUESS-WHyMe, includes process descriptions of wetland hydrology, soil freezing and wetland carbon (CO$_2$ and CH$_4$) emission, as well as wetland PFTs (Wania et al. 2009a, b, 2010; McGuire et al. 2012; Miller and Smith 2012; Zhang et al. 2013). The study is aimed at addressing some of the issues mentioned above regarding the improvement models of high latitude ecosystems. An additional aim is to lay a ground for performing future studies that simulate the response of the mire ecosystem to scenarios of climate change and changes in grazing pressure.

In detail, these aims will be addressed through the following steps:

1. Adapt LPJ- GUESS-WHyMe to the mire studied with its specific climate, soil conditions, hydrology and vegetation, based on a range of measurement data taken at the site in 2013.
2. Evaluate the model’s performance using measurement data from 2011.
3. Compare the performance of the adapted model to the performance of the model with LPJ- GUESS-WHyMe standard parameters.
4. Test the model’s sensitivity to different parameters to evaluate which processes need more accurate representation and for which parameters more accurate measurements are needed.
5. Test the model’s ability to reproduce the effects of a 3-year musk-ox exclosure experiment that was conducted in the mire. This part of the study is a first step towards implementing a grazing module into LPJ-GUESS-WHyMe, which could simulate different scenarios of future grazing pressure (together with climate change).
2. Method and Data

2.1 Site description

The study site is the high arctic mire Rylekærene which is located in Zackenberg valley, close to Zackenberg Research Station in North Eastern Greenland (74°28′N, 20°31′W, see Figure 3). Various biotic and abiotic aspects of the ecosystems and influencing factors in Zackenberg valley have been monitored within the program Zackenberg Basic since it was started in 1996 (www.zackenberg.dk). The valley is underlain by continuous permafrost with active layer depth ranging between 45 and 80 cm (Christiansen et al. 2008). The annual mean temperature is around -9 °C. During winter, the area is mostly snow-covered and during polar night (89 days) mean monthly air temperatures are below -20 °C (Hansen et al. 2008). The average annual accumulated precipitation for the years 1996 to 2005 was 261 mm water equivalent. Summers are dry, with only 10% of the precipitation falling as rain. Snow melt usually begins in late May and ends in mid-June. July is the warmest month with a mean temperature of 5.8 °C. During the warmest 4 to 6 weeks in summer temperatures rarely drop below 0 °C (Hansen et al. 2008). The growing season starts with the end of snowmelt, typically in late May and lasts approximately 2 to 3 months, until the soil freezes again (Mastepanov et al. 2013). The five main plant communities that can be found in the valley are Cassiope heath, Dyras heath, grassland, mire and Salix snowbed, distributed depending on topography, soil properties and hydrology (Elberling et al. 2008).

Rylekærene is located in the lowland part of the valley at a flat slope. The peat layer in the mire is about 7 to 20 cm deep (Falk et al. 2015). The ground is covered by a dense moss layer (mainly Tomentypnum, Scorpidium, Aulacomnium and Drepanocladus) (Ström et al. 2012) with vascular plants emerging through it, such as the sedges Eriophorum scheuchzeri, Dupontia fisheri ssp. psilosantha, Carex sp., Equisetum s. and the grass Arctagrostis latifolia. The density and species composition of the vascular plants is patchy. Melt water flowing from the surrounding mountains into the valley and through the mire plays an important role for the hydrology and for the permafrost dynamics, raising the water table and adding energy during springtime and summer. Over the summer, the melt water flow decreases, so that the water table sinks and conditions get drier.
In summer, musk-oxen (*Ovibos moschatus*) range the valley in loose herds of varying size and frequently graze in the wetland. They are the only large herbivores in the area (Berg et al. 2008) and their summer diet has been found to consist of 80% graminoids (which can be found mainly in the mire) and 20% *Salix* (Kristensen et al. 2011). In winter they feed on vegetation, which they can reach through the snow. The musk-ox population in the valley has been monitored since 1996 within the Zackenberg BioBasis program (Forchhammer et al. 2008). Analysis of the population numbers from 1996 to 2005 showed a clear increase and also a strong dependence on winter snow conditions (Forchhammer et al. 2008). Higher snow cover went along with lower population number, due to difficulties reaching forage through the snow because of either too thick or too hard snow layers (Forchhammer et al. 2008). The future of the musk-ox population is uncertain. Climate warming may favor musk-ox populations through later snow in autumn, but on the other hand, thawing days during winter may cause ice layers to form in the snow that prevent musk-oxen from reaching the vegetation (Berg et al. 2008).

Changes in climate and vegetation composition in Zackenberg valley between 1997 to 2008 have been analyzed in a study by Schmidt et al. (2012). They found a significant increase in summer temperatures of between 1.8 and 2.7 °C per decade and also a decrease in spring snow cover and July, though not significant. The response of the vegetation differed between plant communities, but in all of them a significant decrease in cover of grasses and lichens and an increase in litter were found. In Rylekærere they found a significant decline in grasses (a reduction by almost 60% of the dominant grass species *Dupontia psilosantha*) a significant increase in mosses and litter and a small increase in shrubs, which they attributed mainly to drier conditions because of higher temperatures and a deepening active layer. The authors suspected that without the presence of grazing musk-oxen a stronger shrub expansion might have happened.

2.2 Data

The site-specific data for Rylekærere used in this study was partly obtained from long-term monitoring programs and partly collected within a number of studies and experiments that were conducted in the mire.

2.2.1 Climate data

The climate data (daily mean air temperature, daily precipitation and radiation) used for the years from 1995 to 2013 was measured at a meteorological station that has been in place since Zackenberg Research Station was founded in 1995. Since 1979 there is data available from a meteorological station at Daneborg, which is located 23 km south-southeast of Zackenberg Research station. This data was used for the years 1979 to 1994. Data of monthly mean temperature, monthly precipitation and cloud fraction for 1901 to 1978 and atmospheric CO₂ concentration for the entire period was provided by the Climatic Research Unit time-series datasets CRU TS 3.10 (Harris et al. 2014). This dataset holds global data for grid cells of 0.5° × 0.5° derived from averages and interpolation from
meteorological stations across the world’s land areas and can be used to run the model globally (Harris et al. 2014). Here data for the coordinates 74.5°N, 20.5°W was used. To drive LPJ-GUESS-WhyMe, quasi-daily values were derived from the monthly averages. To take into account the fact that the microclimate in the mire might be different from the gridcell average of the CRU dataset, the CRU data for temperature and precipitation of the years 1979 to 2011 was plotted against the monthly averages from the Zackenberg measurements and a linear regression was performed. For temperature, a linear relationship was found and the CRU data was adjusted accordingly for the years 1901 to 1979 (see section 3.1).

2.2.2 Exclosure experiment
Most of the field data used, including CO₂ and CH₄ fluxes, vegetation properties and environmental variables was collected within an experiment designed to study the effect of musk-ox grazing on the mire ecosystem in Rylekærene. A detailed description of the experiment can be found in Falk et al. (2015). For this experiment, five blocks of exclosure plots with controls were installed in the mire in 2010. Each of the blocks consists of three plots close to each other: an exclosure, a control and a snow control. Each exclosure subplot consists of a 10x10 m large area, which is fenced in by a one meter high sheep fence to keep the musk-oxen from entering. In control plots the corners were marked by 15-20 cm high steel poles, but no fence installed. In the snow control plots, fence was installed only on one side of the area, towards north-northwest, which is the dominant winter wind direction, to account for potential effect of the fences on snow dynamics. Only data from exclosures and control plots (not snow controls) was used in this study as the results of Falk et al.’s analysis pointed towards no effects of the fences on snow dynamics, but a tendency of the musk-oxen to graze less close to the snow fences.

In 2011 and 2013, vegetation analyses were conducted. In 2011 the vegetation analysis included only the tiller density of major vascular plant species in three of the blocks. In 2013, samples of biomass were taken from an area of 0.04 m² in each of the plots, dried and sorted into moss, vascular plant species and litter. For these samples, the number of tillers of major vascular species was counted and the number of green leaves of Carex, Dupontia and Eriophorum was counted.

In each of the years 2011 to 2013, CH₄ fluxes, NEE and Rₑ were measured throughout the major part of the growing season using a closed chamber technique, with a manual transparent plexiglas chamber (that was covered for dark measurements of Rₑ) and a gas analyzer. At the same time, water table position (wtp), active layer depth (ald) and soil temperature at 10 cm depth were monitored. Measurements were taken continuously throughout the period, covering 1 to 2 blocks a day on most days, measuring through all of the five blocks and starting over again once all of the blocks had been measured. Like this, approximately weekly measurements are available for each of the plots, in total six rounds of all blocks in 2013. For the analysis of this study, an average of the measurement results of each round was calculated and assigned to the average measuring day of that round together with a
standard deviation. For 2011, only data from block 3 was available, for five dates throughout the growing season.

GPP was calculated by subtracting $R_{eco}$ (dark chamber flux) from NEE (transparent chamber flux). GPP was converted to daily averages that can be compared with the modeled daily averages by multiplying with 16 to account for changing insolation throughout the day. $R_{eco}$ was assumed to remain constant throughout the day and $NEE_{daily}$ was approximated as follows:

$$NEE_{daily} = 16 \ast NEE_{measured} + 8 \ast R_{eco}$$

In 2011 and 2012, no major differences could be measured between exclosure and control plots, but in 2013 significant changes in some properties were found. Table 1 shows the significant differences and similarities of a comparison between properties exclosures and control plots in 2013 compared to 2010, as determined through statistical analysis by Falk et al. (2015). The observed changes in wtd, ald and soil temperature are probably due to the fact that these properties were measured from the top of the moss layer, which was thicker inside the exclosures (Falk et al. 2015), so they were not considered in this study.

No significant difference in total vascular plant biomass or *Eriophorum scheuchzeri* biomass could be found in 2013, even though there was a significant difference in GPP and tiller density. However, not only green biomass was measured and according to Lena Ström (personal communication), it could be seen in the field that within the exclosures larger parts of the vascular plant biomass were not green than in the control plots. This is why we used the data on tiller density to approximate the loss in green biomass in the exclosures compared to control plots.
Table 1: Results from the muskox exclosure experiment (Falk et al. 2015)

<table>
<thead>
<tr>
<th>Property</th>
<th>Average value in control plots 2011 (±standard error)</th>
<th>Average value control plots 2013 (±standard error)</th>
<th>Average value exclosure plots 2013 (±standard error)</th>
<th>Significant differences between control and exclosure plots in 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total vascular plant tiller density (tillers/m²)</td>
<td>6136 (±555)</td>
<td>3845 (±375)</td>
<td>2180 (±325)</td>
<td>-43 %</td>
</tr>
<tr>
<td><em>Eriophorum Scheuchzeri</em> tiller density (tillers/m²)</td>
<td>2700 (±452)</td>
<td>1965 (±575)</td>
<td>915 (±175)</td>
<td>-53 %</td>
</tr>
<tr>
<td><em>Eriophorum Scheuchzeri</em> fraction of total tillers</td>
<td>44 %</td>
<td>51 %</td>
<td>41 %</td>
<td>-10 %</td>
</tr>
<tr>
<td>Dry weight of litter biomass (kgC/m²)*</td>
<td>-</td>
<td>0.025 (±0.004)</td>
<td>0.081 (±0.017)</td>
<td>+224 %</td>
</tr>
<tr>
<td>Dry weight of moss biomass (kgC/m²)*</td>
<td>-</td>
<td>0.190 (±0.018)</td>
<td>0.295 (±0.020)</td>
<td>+55 %</td>
</tr>
<tr>
<td>Dry weight of vascular plant biomass (kgC/m²)*</td>
<td>-</td>
<td>0.087 (±0.026)</td>
<td>0.097 (±0.028)</td>
<td>not significant</td>
</tr>
<tr>
<td>Dry weight of <em>Eriophorum Scheuchzeri</em> biomass (kgC/m²)*</td>
<td>-</td>
<td>0.027 (±0.005)</td>
<td>0.030 (±0.006)</td>
<td>not significant</td>
</tr>
<tr>
<td>Density of vascular plant green leaves (leaves/m²)</td>
<td>-</td>
<td>5838 (±643)</td>
<td>2705 (±316)</td>
<td>-54%</td>
</tr>
<tr>
<td>Density of <em>Eriophorum Scheuchzeri</em> green leaves (leaves/m²)</td>
<td>-</td>
<td>2743 (±697)</td>
<td>1240 (±278)</td>
<td>-55%</td>
</tr>
<tr>
<td>Average height of vascular plant tillers (cm)</td>
<td>-</td>
<td>10.9 (±0.7)</td>
<td>15.4 (±0.9)</td>
<td>+41%</td>
</tr>
<tr>
<td>Average height of <em>Eriophorum Scheuchzeri</em> tillers (cm)</td>
<td>-</td>
<td>10.6 (±0.6)</td>
<td>14.6 (±0.9)</td>
<td>+34%</td>
</tr>
<tr>
<td>NEE (mg CO₂/m²/h)</td>
<td>-338</td>
<td>-234</td>
<td>-124</td>
<td>-47%</td>
</tr>
<tr>
<td>Ecosystem respiration (mg CO₂/m²/h)</td>
<td>331</td>
<td>285</td>
<td>363</td>
<td>not significant</td>
</tr>
<tr>
<td>GPP (mg CO₂/m²/h)</td>
<td>667</td>
<td>-620</td>
<td>-487</td>
<td>-21%</td>
</tr>
<tr>
<td>CH₄ emission (mg CH₄/m²/h)</td>
<td>3</td>
<td>3</td>
<td>1.7</td>
<td>-44%</td>
</tr>
<tr>
<td>Water table depth (cm)</td>
<td>6.4</td>
<td>14.1</td>
<td>16.8</td>
<td>+19%</td>
</tr>
<tr>
<td>Active layer depth (cm)</td>
<td>56.7</td>
<td>49.1</td>
<td>44.8</td>
<td>-9%</td>
</tr>
<tr>
<td>Soil temperature (°C)</td>
<td>7.7</td>
<td>5.2</td>
<td>4.6</td>
<td>-12%</td>
</tr>
</tbody>
</table>

*unit conversion from kg dried biomass/m² (as measured in the field) to kgC/m² (as simulated by the model) was done by multiplying a factor 0.44 (see section 2.2.3)
2.2.3 Data from additional measurements

Estimation of fraction of NPP allocated to root exudates
In the LPJ-GUESS-WHYMe, root exudates are quantified by allocating a fraction $f_{\text{exu}}$ of NPP to a root exudates pool (see section 2.3.3). An approximation for this parameter was deduced from data collected in two studies in Rylekærø.

The first study, described in Ström et al. (2003), was designed to investigate how species-specific root exudation patterns affect the availability of acetate and CH$_4$-emissions. In a laboratory experiment with monoliths collected in the mire it was found that *Eriophorum scheuchzeri* emitted root exudates of 14.3 mgC/m$^2$/h and *Dupontia psilosantha* emitted root exudates of 4.0 mgC m$^{-2}$ h$^{-1}$. However, CO$_2$ fluxes and biomass of the monoliths were not measured in this study, so we estimated it using data from a second study. In this study, described in Ström and Christensen (2007), it was investigated how plots with dominance of *Eriophorum scheuchzeri* plots with dominance of other sedges (*Carex stans* and *Dupontia psilosantha*) differed in below-ground concentrations of low molecular weight carbon compounds and CO$_2$ and CH$_4$ fluxes. Table two shows the results for mean seasonal GPP and green leaf biomass of *Eriophorum scheuchzeri* and total vascular plants in the plots with low/high *Eriophorum scheuchzeri* density.

Table 2: Mean seasonal GPP and green leaf biomass of *Eriophorum scheuchzeri* and total vascular plants as measured in Ström and Christensen (2007).

<table>
<thead>
<tr>
<th></th>
<th>Low <em>Eriophorum scheuchzeri</em></th>
<th>High <em>Eriophorum scheuchzeri</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>mean seasonal GPP (mgC/m$^2$/h)</td>
<td>235 (±15)</td>
<td>315 (±44)</td>
</tr>
<tr>
<td><em>Eriophorum scheuchzeri</em> dried green leaf biomass (kgC/m$^2$)*</td>
<td>0.0038 (±0.0007)</td>
<td>0.0225 (±0.0054)</td>
</tr>
<tr>
<td>total vascular plant dried green leaf biomass (kgC/m$^2$)*</td>
<td>0.0283 (±0.0025)</td>
<td>0.0404 (±0.0100)</td>
</tr>
</tbody>
</table>

*unit conversion from kg dried biomass/m$^2$ (as measured in the field) to kgC/m$^2$ (as simulated by the model) was done by multiplying a factor 0.44 (see section 2.2.3)

NPP is approximately half of GPP (Schlesinger and Bernhardt 2013), so we estimated NPP in these plots as GPP/2. We assumed that the NPP in the high *Eriophorum scheuchzeri* plot was similar to NPP of the *Eriophorum scheuchzeri* monoliths and NPP in the low *Eriophorum scheuchzeri* plots similar to NPP of the *Dupontia psilosantha* monoliths. Using this we estimated that *Eriophorum scheuchzeri* allocates 9.0% of NPP to root exudates and other vascular plant species allocate 3.4% of NPP to root exudates. As in the control plots in 2013 51% of the tillers were *Eriophorum scheuchzeri* tillers, we set $f_{\text{exu}}$=6.2% in the model. For simulating exclosure we set $f_{\text{exu}}$=5.4% as 41% of the tillers inside the exclosures were *Eriophorum scheuchzeri* tillers.

GPP of moss-only plots
Falk et al. (2014) made an experiment to study the effect of simulated increased grazing on carbon allocation patterns in Rylekærø. Within this study CO$_2$ fluxes were measured in plots where all
vascular plants were removed, so that the vegetation in these plots consisted only of mosses. They found that GPP in plots without vascular plants was 11% of the GPP in control plots. This information was used for calibration of vegetation parameters (see section 2.4).

**N and C content of biomass**

Biomass within the model is quantified in the unit kgC/m², while the field biomass data has the unit kg of dried biomass/m². Also some of the relationships within the model that include biomass are originally formulated for the unit kg of dried biomass/m². Measurements of C and N content of vascular plant biomass (Ström, unpublished results) lead to the following unit conversion:

$$mass \ [kg C/m^2] = mass [kg/m^2] \times 0.44$$

**2.3 Model description**

LPJ-GUESS-WHyMe is a process-based wetland dynamics and carbon emission model that includes vegetation dynamics (McGuire et al. 2012; Zhang et al. 2013; Tang et al. 2014b). It is an arctic-enabled version of LPJ-GUESS (Lund-Potsdam-Jena General Ecosystem Simulator) (Smith et al. 2001; Sitch et al. 2003; Gerten et al. 2004), which is a process-based dynamic vegetation model that includes biogeochemical cycling and can be applied from local to global scales. For the WHyMe (Wetland Hydrology and Methane) version, additional features important to wetland ecosystems were incorporated: permafrost dynamics, peatland hydrology, peatland PFTs and methane dynamics. These features were initially developed for LPJ-WHyMe, as described in (Wania et al. 2009a, b, 2010) and incorporated similarly into LPJ-GUESS-WHyMe. LPJ-DGVM (Lund-Potsdam-Jena Dynamic Global Vegetation Model) and LPJ-GUESS share the formulations of physiological and biogeochemical processes and use the same range of PFTs. The difference is, that LPJ-GUESS, which was initially intended especially for local and regional studies, explicitly simulates growth and competition among individual plants, while LPJ simulates average plant properties and interactions (Smith et al. 2001).

Figure 4 shows a schematic overview of the main properties and mechanisms modeled in LPJ-GUESS, with an overview the additions made for LPJ-GUESS-WHyMe. Each day, the modeled ecosystem state is characterized by a number of state variables, such as carbon pools (soil organic matter, vegetation and litter), vegetation structure and composition, water table position, soil temperature profile and NPP. Carbon is transferred between these pools and between the pools and the atmosphere through various processes. Some of them are modeled daily, such as peat soil hydrology, photosynthesis, plant respiration, plant phenology, soil microbial decomposition, CH₄ production, oxidation and transport and soil thermal processes such as heat diffusion, freezing and thawing. Other processes occur yearly, such as biomass allocation and growth, plant reproduction, establishment and mortality, fire disturbance (excluded in this study) and leaf and root turnover. The model can be run for a user-defined number of gridcells of size 0.5° × 0.5° with no interactions between the gridcells.
In this study, the model was run for only one grid cell with the coordinates 74.5°N, 20.5°W. For a historical period of 1901 to 2013, the model was run with the climate data as described above (see section “Climate data”). Prior to the historical period, the model was run for a spin-up period of 500 years, during which the climate data from 1901 to 1930 was repeated. Atmospheric CO₂ concentration was held constant at the level of 1901 for the spin-up period (296 ppm). The collected data and knowledge about processes in Rylekærane were used to adapt GUESS-WHYMe to represent site-specific carbon pools and processes as accurately as possible. The changes made for adapting the model to the site are of four types: 1) Using site specific forcing data for climate and the soil profile, 2) Using site-specific values for some parameters for which measurements are available from the site or for which there were literature values from other arctic sites, 3) Calibration of parameters that have not been measured using data on fluxes and biomass measured in 2013, 4) Addition of site-specific processes in an empirical way. In the following sections, a detailed description of the relevant processes is given, including the changes that were made for adapting the model to the site. In section 2.3.4, a summary of all the changes is presented.
2.3.1 Soil characteristics and processes
In the standard version of LPJ-GUESS-WHyMe, the soil column consists of four layers: a snow layer of variable thickness, a litter layer of 5 cm (contrary to LPJ-GUESS, the litter layer in LPJ-GUESS-WHyMe has a fixed thickness as it is assumed that litter is quickly incorporated into the peat soil), a peat layer of 2 m that is divided into sub-layers of 0.1 m, and a “padding” layer of depth 48 m with thicker sub-layers that serves to facilitate the calculation of soil temperatures. As the peat layer of the Rylekærene is only 7 to 20 cm thick the soil type in the lower 1.7 m of the peat layer was changed to mineral soil. The peat layer was not set lower than 30 cm because that would have complicated the hydrology scheme (see following section).

Peatland hydrology
The peat layer is divided into a 0.3 m acrotelm, within which the water table position can fluctuate, and a 1.7 m thick catotelm that is permanently saturated with water. Water table position is updated daily in response to precipitation, snowmelt, evapotranspiration, active layer depth and surface run-on/off. For this study, a daily additional external run-on/off was added to account for melt water coming from the mountains and flowing through the mire (see section 2.4). The calculation of evapotranspiration in the peatland hydrology scheme differs substantially from the non-peatland scheme in LPJ-GUESS. In non-peatland LPJ-GUESS, water that exceeds the soil’s water holding capacity is assumed to disappear from the gridcell via subsurface-runoff, so that the soil can never be inundated. Evapotranspiration is simulated explicitly, including transpiration (depending on plant stomatal conduction for different PFTs), bare soil evaporation and interception loss (Gerten et al. 2004), depending on soil moisture, atmospheric demand, root structure and depth, leaf area and air temperature. In LPJ-GUESS-WHyMe, evapotranspiration is modeled using an empirical relationship depending on the water table position, with the addition of interception loss (which in the case of Rylekærere is low due to low summer precipitation). In LPJ-GUESS-WHyMe, transpiration consequently does not depend on photosynthesis.

Soil temperature and permafrost
The non-peatland version of LPJ-GUESS does not include a full vertical soil temperature profile. In LPJ-GUESS-WHyMe, temperatures for each layer of the soil column are updated daily by numerically solving the heat diffusion equation. Forcing consists of snow depth and daily air temperatures as well as on thermal diffusivity (which depends on the water content) of each soil layer. The model includes release and uptake of latent heat during thawing and freezing. The modeled active layer depth consists of the depth of the layers that have temperatures above 0 °C. Soil temperatures in the mire are strongly affected by melt water that brings additional energy into the mire (see section 2.1) and makes the soil thaw more quickly than in the surrounding non-inundated areas. This effect is not included in the implementation of external run-on/off in the model, so we chose to approximate this effect by multiplying a factor \( h_{\text{run.on}} \) (see calibration procedure) to the latent heat that is released when soil water thaws. Even though the thawing of soil water and the inflow of melt water are not directly
related, we estimated that they would occur during the same time of the year as they are both driven by air temperatures.

2.3.2 Vegetation

PFTs
Model vegetation is grouped into a number of plant functional types (PFTs), each of which is characterized by a number of parameters. In this study, only two PFTs were used: wetland graminoids and mosses. The representation of graminoids and mosses is somewhat simpler than the representation of tree- and shrub-PFTs: for graminoids and mosses only one average individual is simulated, while for other PFTs several individuals of several age classes are simulated. The following description is restricted to modeled mechanisms for graminoids and grasses.

State of vegetation
The state of the vegetation of each PFT in each time step is characterized by leaf and root carbon mass (only leaf carbon mass for mosses) and foliar projective cover (fpc), which is the fraction of the gridcell that is covered by the PFT.

fpc, LAI, leaf carbon mass and leaf longevity
The relationship between fpc and leaf area index (LAI) is as follows, according to the Lambert-Beer law (Monsi and Saeki 1953):

\[ fpc = 1.0 - \exp(-0.5 \times LAI) \]

with

\[ LAI = leaf \text{ carbon mass} \times SLA \]

where SLA is specific leaf area, which is calculated from leaf longevity \( \alpha \) according to an empirical relationship by Reich et al. (1997):

\[ SLA = 0.2 \times \exp(6.15 - 0.46 \times \log(\alpha \times 12.0)) \]

For grasses, leaf longevity is one year. For mosses previously the same leaf longevity was assumed, but in this study we calibrated SLA\text{moss} directly to account for the fact that mosses have non-photosynthetic tissue, which has previously not been taken into account.

NPP and plant growth
Carbon mass is updated at the end of each year by allocating the PFT’s accumulated NPP obtained through daily photosynthesis throughout the year (minus a fraction allocated to reproduction) to roots and leaves. The model also contains formulations for annual mortality, establishment and leaf and root turnover.
Daily NPP is calculated as the balance of photosynthesis and autotrophic respiration. The absorbed photosynthetically active radiation (APAR) is calculated as follows:

\[ APAR = PAR \times f_{PAR} \times \alpha_a \]

where \( f_{PAR} \) is a function of the PFT’s LAI, phenology and the total LAI in the gridcell using Beer’s law, that accounts for light competition.

\( \varphi \) is daily phenology and ranges between 0 and 1 (see section “phenology” below).

\( \alpha_a \) is a scaling factor that was created to account for reduction in quantum efficiency from leaf to canopy level, but also accounts for missing mechanisms of nutrient limitation and scattering (Smith et al. 2014). It was calibrated to make modeled global carbon fluxes and pools agree with published estimates (Haxeltine and Prentice 1996). We considered in this study to recalculate \( \alpha_a \) separately for graminoids and mosses (\( \alpha_{a,graminoid} \) and \( \alpha_{a,moss} \)) as arctic nutrient limitations differ from global nutrient limitation and as the parameter could compensate for the fact that mosses have non-photosynthetic tissue, which has previously not been taken into account. The recalibration however did not lead to results of biomass comparable to field observations, so we chose not to recalculate these parameters.

Daily photosynthesis is calculated based on an adapted Farquhar scheme (Farquhar et al. 1980) and it depends on APAR, air temperature and the CO_2 concentration of the intercellular spaces in the leaf, with the assumption of no N-limitation. The CO_2 concentration of the intercellular spaces in the leaf mesophyll depends on atmospheric CO_2 concentration and on stomatal conductance, which in the non-peatland version of LPJ-GUESS depends on the balance between water demand and availability. In LPJ-GUESS-WHyMe it is assumed that the stomata are always open since water stress is not modeled explicitly (see section 2.3.1 ). The temperature dependence of photosynthesis differs between PFTs. Daily NPP is finally multiplied by a factor \( cap_{graminoid} \) or \( cap_{moss} \) that accounts for drought stress in case the water table drops under a PFT-specific threshold (see section “Drought stress” below). In LPJ-GUESS-WHyMe, the growth of grasses and mosses is restricted by a PFT-specific maximum fpc. If the biomass of a PFT exceeds this threshold it is transferred to the litter pool. This is to account for the absence of nutrient limitation in the model and to assure coexistence of mosses and graminoids. In this study, fpc_{max} was calibrated for mosses and graminoids.

**Phenology**

To account for plant growth throughout the season, the fraction of PAR that is used for photosynthesis is multiplied by a factor \( \varphi \) that stands for daily phenology (see section “NPP and plant growth”). \( \varphi = 0 \) corresponds to no photosynthesizing leaf tissue and \( \varphi = 1 \) corresponds to the maximum amount of photosynthesizing tissue/full leave-out. The daily phenology \( \varphi_n \) for day \( n \) depends on the number of growing degree days (GDD), which for day \( n \) is calculated as follows:

\[ GDD_n = \sum_{i=1}^{n} \max (0, (T_i - T_{\text{base}})) \]
The standard $T_{\text{base}}$ in LPJ-GUESS is 5 °C for all PFTs. In this study $T_{\text{base}}$ was set to 0 °C as Euskirchen et al. (2014) found that for high arctic plants this led to more accurate predictions of phenology. Each PFT is characterized by a parameter $GDD_{\text{max}}$ which is the number of GDD at which full leaf-out is reached.

$$\varphi_n = \min \left( 1, \frac{GDD_n}{GDD_{\text{max}}} \right)$$

In this study, $GDD_{\text{max}}$ for graminoids was estimated by calculating the number of GDD with $T_{\text{base}} = 0^\circ\text{C}$ until the peak value of measured GPP was reached, which was 170 GDD. $GDD_{\text{max}}$ for mosses was set to 0, as mosses do not shed leaves over winter.

**Water stress**

Daily NPP for wetland PFTs is multiplied by a factor $cap_{\text{moss}}$ or $cap_{\text{gram}}$ to be reduced if the water table position drops below a PFT-specific threshold ($wtp$ is negative when below the surface):

$$cap_{\text{moss}} = \begin{cases} 1 + wtp \times \left( \frac{1 - cap_{\text{moss,min}}}{280} \right) & \text{if } wtp > 0 \text{ cm} \\ cap_{\text{moss,min}} & \text{if } wtp \geq -280 \text{ cm} \\ 0 & \text{if } wtp \leq -280 \text{ cm} \end{cases}$$

$cap_{\text{moss,min}}$ was calibrated in this study and had been set to 0.3 in the original version (see section 2.4),

$$cap_{\text{gram}} = \min \left( \frac{wtp + 300 \text{ cm}}{f_{\text{gram}}}, 1 \right)$$

$f_{\text{gram}}$ was calibrated in this study and had been set to 200 cm in the original version.

### 2.3.3 Methane

The CH$_4$ routine of LPJ-GUESS-WHyMe consists of four steps: 1. Creation of a carbon pool within the soil carbon that is potentially available as a substrate for methanogenesis. 2. Methanogenesis and other forms of decomposition, weighted depending on soil moisture in each soil layer. 3. CH$_4$ oxidation. 4. Transport of CH$_4$ to the atmosphere via diffusion, vascular plant transport and ebullition. Carbon emitted as methane does not contribute to NEE.

**Potential carbon pool for methanogenesis**

The first step of the CH$_4$ module is the creation of carbon pool that is potentially available as substrate for methanogenesis (see Figure 5). Carbon from dead plants or plant material (due to mortality or leaf/root turnover) is converted into a litter pool. The carbon from the litter pool is then distributed at a rate $k_{\text{litter}}$ to a fast and a slow soil carbon pool and a substrate pool that is potentially available for methanogenesis. A fraction $f_{\text{atm}} = 0.7$ is transferred directly into the potential carbon pool for methanogenesis. A fraction $f_{\text{fast}} = 0.985$ of the remaining litter carbon is allocated to the fast soil carbon pool, which has a faster turnover rate $k_{\text{fast}}$, according to which it is then transferred into the carbon pool potentially available for methanogenesis. A fraction $f_{\text{slow}} = 1 - f_{\text{fast}}$ is allocated to the
slow soil carbon pool, which has a slower turnover rate $k_{slow}$. Additionally, a fraction $f_{exu}$ of NPP is allocated to root exudates, which have high content of substrate available to methanogens (see section 1.1.5). For this study, $f_{exu}$ was derived from experiments (see section 2.2.3) and set to 6.4 %. Carbon from the exudates pool is transferred to the potential carbon pool for methanogens at a rate $k_{exu}$. The potential carbon pool for methanogens is distributed to the layer of the soil column weighted by the root distribution of vascular plants.

The turnover rates $k_{litter}$, $k_{fast}$, $k_{slow}$ and $k_{exu}$ all depend on a temperature-dependent factor $R_T$ and a moisture dependent factor $R_{moist}$:

$$k_x = k_x^{10} R_T R_{moist},$$

where $x$ stands for litter/fast/slow/atm/exu and $k_x^{10}$ is the turnover rate at 10 °C. In the non-peatland version of LPJ-GUESS, $R_{moist}$ depends on soil moisture and higher soil moisture leads to higher rates of decomposition. For inundated soils however, this relationship is not valid, as decomposition is slower under inundated conditions, so in LPJ-GUESS-WHyMe $R_{moist}$ is set to a constant value so that turnover rates are reduced. In this study, $R_{moist}$ was calibrated, as Wania et al. (2010) found it to be one of the three most important parameters controlling CH$_4$ emissions.

**Figure 5:** Conceptual diagram of the carbon pools and turnover rates involved in the creation of the potential substrate pool for methanogens.

**Methanogenesis and other forms of decomposition**

The carbon from the potential carbon pool for methanogens in each layer is turned partly into CH$_4$ and partly into CO$_2$ each day, depending on the O$_2$ content of the soil layer and a factor ($CH_4/CO_2$). The ratio ($CH_4/CO_2$) accounts for the fact that a fraction of the carbon pool available for methanogenesis is used by microorganisms that use alternative electron acceptors for anaerobic decomposition (see section 1.1.5) and thus differs between sites, depending on the availability of alternative electron acceptors. Wania et al. (2010) found the ration ($CH_4/CO_2$) to be one of the three most important parameters controlling CH$_4$ emissions, so it was calibrated in this study.
**Oxidation**

LPJ-GUESS-WHyMe simulates diffusion and plant-mediated transport of O$_2$ to each soil layer. The simulation of diffusion and plant-mediated transport of O$_2$ follow the same formulation as the transport of CH$_4$ in time-steps of 1/10 of a day, which is described in the next section. It is assumed that in each time step a fraction $f_{oxid}$ of the O$_2$ is used by methanotrophs to oxidize CH$_4$, and the rest is used by plant roots and microorganisms other than methanogens. In the oxidation process, two moles of O$_2$ are used to oxidize one mole of CH$_4$:

$$\text{CH}_4 + 2 \text{O}_2 \rightarrow \text{CO}_2 + 2 \text{H}_2\text{O}$$

As Wania et al. (2010) found $f_{oxid}$ to be one of the three most important parameters controlling CH$_4$ emissions, it was calibrated in this study.

**Transport**

Diffusion of CH$_4$, CO$_2$ and O$_2$ through the soil column is modeled at a time step of 1/10 of a day by numerically solving the diffusion equation. The fraction of CH$_4$ of each soil layer that is transported through plant mediation depends on the total tiller area of all vascular plant tillers, the fraction of roots that can be found in that soil layer. Plant mediation from any soil layer is treated similarly as diffusion from the top soil layer into the atmosphere, so the CH$_4$ bypasses oxidation in the layers in between.

The tiller area for one tiller $a_{tiller}$ is calculated as flows:

$$a_{tiller} = \Phi_{tiller} \pi r_{tiller}^2$$

where, $\Phi_{tiller}$ is the tiller porosity, which is set to 70% as a default value, and $r_{tiller}$ is the tiller radius, which is set to 3.5 mm as a default value. There were no field measurements available for $r_{tiller}$ in Rylekærene, but according to our estimation it was much lower than 3.5 mm and we set the parameter to 0.5 mm. To obtain the total tiller area per m$^2$, $a_{tiller}$ is multiplied with the number of tillers per m$^2$, $n_{tiller}$, which is calculated as follows:

$$n_{tiller} = \frac{m_{leaf,gram} \varphi_{gram}}{m_{tiller}}$$

$m_{leaf,gram}$ is the total leaf carbon mass of the graminoid PFT at the end of the previous year, $\varphi_{gram}$ is the daily phenology of graminoids (see section “Phenology”) and $m_{tiller}$ is the carbon mass of one average tiller. The default value for $m_{tiller}$ is 0.22 gC. Here it was set to 0.015 gC, which was the average tiller mass derived from measurements of biomass and number of tillers in the control plots (see section 2.2.2).

When the volume of CH$_4$ in a layer exceeds a certain threshold, ebullition occurs and a fraction of the CH$_4$ is transferred directly to the atmosphere. This was never the case in this study.
2.3.4 Summary of all changes made to adapt LPJ-GUESS-WHyMe to conditions in Rylekærere

Table 3 shows a summary of all the parameters that were changed in the model compared to the standard version of LPJ-GUESS-WHyMe used in the study by McGuire et al. (2012).
Table 3: Overview of all parameters that were changed to adapt LPJ-WHYMe to Rylekærene. The default values are the ones used in McGuire et al. (2012).

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Description</th>
<th>Default value</th>
<th>Site-specific value</th>
<th>Motivation for change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{runon}$</td>
<td>factor multiplied to thawing energy</td>
<td>1.0</td>
<td>calibrated</td>
<td>To account for energy brought into the system through melt water in spring</td>
</tr>
<tr>
<td>$r$</td>
<td>External run-on/off (mm/day)</td>
<td>0.0</td>
<td>calibrated</td>
<td>Melt water from mountains in spring, see above</td>
</tr>
<tr>
<td>$f_{conversion}$</td>
<td>Conversion factor: kg carbon to kg biomass</td>
<td>0.45</td>
<td>0.44</td>
<td>Field measurements</td>
</tr>
<tr>
<td>$T_{base}$</td>
<td>GDD base temperature</td>
<td>5 °C</td>
<td>0 °C</td>
<td>Euskirchen et al. (2014)</td>
</tr>
<tr>
<td>$GDD_{max,gram}$</td>
<td>- 170 °C day</td>
<td></td>
<td>GDD until maximum GPP was measured in 2013</td>
<td></td>
</tr>
<tr>
<td>$GDD_{max,moss}$</td>
<td>30 °C day</td>
<td>0 °C day</td>
<td>Mosses don’t shed leaves over the winter</td>
<td></td>
</tr>
<tr>
<td>$C:N$ mass ratio of biomass</td>
<td></td>
<td>40</td>
<td>27</td>
<td>Field measurements</td>
</tr>
<tr>
<td>Leaf:root biomass ratio of graminoids</td>
<td>0.4</td>
<td>0.5</td>
<td>Lab experiment by Falk et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>$f_{graminoid}$</td>
<td>Factor in calculation of graminoids water stress (see section 2.3.2)</td>
<td>200</td>
<td>calibrated</td>
<td>Sensitivity to water stress is different in different species</td>
</tr>
<tr>
<td>$cap_{moss,min}$</td>
<td>Threshold in calculation of moss water stress (see section 2.3.2)</td>
<td>0.3</td>
<td>calibrated</td>
<td>Sensitivity to water stress is different in different species</td>
</tr>
<tr>
<td>$f_{pc_{max,gram}}$</td>
<td>Maximum fractional projective cover of graminoids/mosses</td>
<td>0.864</td>
<td>calibrated</td>
<td>To account for N-limitation and disturbance</td>
</tr>
<tr>
<td>$f_{pc_{max,moss}}$</td>
<td>To account for N-limitation and disturbance</td>
<td>0.632</td>
<td>calibrated</td>
<td></td>
</tr>
<tr>
<td>$SLA_{moss}$</td>
<td>Specific leaf area of mosses (m²/kgC)</td>
<td>30</td>
<td>calibrated</td>
<td>To account for lower LUE of mosses and non-photosynthetic tissue</td>
</tr>
<tr>
<td>$-1$</td>
<td>Inundation duration after which mosses die</td>
<td>15 days</td>
<td>31 days</td>
<td>No information on inundation tolerance of moss species available and the simulated wtp is potentially inaccurate in some years, so we decided not to include the process of moss death through inundation</td>
</tr>
<tr>
<td>$m_{tiller}$</td>
<td>Fraction of NPP that graminoids allocate to root exudates in %</td>
<td>17.5</td>
<td>6.4</td>
<td>Estimation based on Ström et al. (2003) and Ström and Christensen (2007), see section 2.2.3</td>
</tr>
<tr>
<td>$m_{tiller}$</td>
<td>Tiller weight of graminoids (gC/tiller)</td>
<td>0.22</td>
<td>0.015</td>
<td>Average of measurements in enclosure experiment</td>
</tr>
<tr>
<td>$R_{tiller}$</td>
<td>Tiller radius of graminoids (mm)</td>
<td>3.5</td>
<td>0.5/calibrated</td>
<td>Estimation</td>
</tr>
<tr>
<td>$R_{moist}$</td>
<td>Moisture response of decomposition</td>
<td>0.4</td>
<td>calibrated</td>
<td>Site-specific parameters; these three parameters were the most important controls of CH4 emissions in Wania et al. (2010)</td>
</tr>
<tr>
<td>$(CH_4/CO_2)$</td>
<td>Fraction methanogenesis/CO₂ production under anaerobic conditions</td>
<td>0.25</td>
<td>calibrated</td>
<td></td>
</tr>
<tr>
<td>$f_{oxid}$</td>
<td>Fraction of O₂ that is used for methane oxidation</td>
<td>0.9</td>
<td>calibrated</td>
<td></td>
</tr>
</tbody>
</table>
2.4 Parameter calibration and validation

For calibrating parameters, the model was run multiple times with different sets of parameters, following a three-step calibration scheme (see Figure 6), that has not been used in other studies before. First, the parameters related to hydrology and permafrost dynamics ($h_{\text{run-on}}$ and $r$) were calibrated. Assuming that these processes were not affected significantly by vegetation and CH$_4$ dynamics in the model, the parameters related to vegetation and CH$_4$ were kept at the original LPJ-GUESS-WHyMe values as presented in Table 3. Then, the set of parameters that best reproduced measured active layer depth, soil temperature ($T_{\text{soil}}$) at 10 cm depth and water table position was chosen and set for the rest of the study. Secondly, parameters related to vegetation ($\text{SLA}_{\text{moss}}$, $\text{fpc}_{\text{max,gram}}$, $\text{fpc}_{\text{max,moss}}$, $f_{\text{gram}}$ and $\text{cap}_{\text{moss, max}}$) were calibrated and thirdly parameters related to CH$_4$ dynamics.

In each step, the best set of parameters was chosen by comparing the model output to field data from 2013 through the calculation of the root mean square error (RMSE, formula see below) and validated with field data from 2011. The reason for choosing to use 2013 as calibration year was that we had field data on biomass in 2013 but not in 2011. Each model run took about one minute, so we chose to calibrate a maximum of five parameters at the same time and to partition the parameters into three groups which were calibrated separately in three steps (see Figure 6). Table 4 shows the values for all parameters that were used to calibrate the model. The range was chosen by conducting some manual test-runs of the model.

![Figure 6: Schematic illustration of the three steps of the calibration and validation procedure.](image-url)
Table 4: Values used for parameter calibrations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values that were used for parameter calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
</tr>
<tr>
<td>$h_{run on}$</td>
<td>5.0  5.5  6.0  6.5  7.0  7.5  8.0  8.5  9.0  9.5  10.0</td>
</tr>
<tr>
<td>$r$</td>
<td>0.0  -0.1  -0.2  -0.3  -0.4  -0.5  -0.6  -0.7  -0.8  -0.9  -1.0</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
</tr>
<tr>
<td>$SLA_{moss}$</td>
<td>3     4     5     6     7</td>
</tr>
<tr>
<td>$f_{p c_{max,gram}}$</td>
<td>0.1   0.15  0.2   0.25  0.3</td>
</tr>
<tr>
<td>$f_{p c_{max,moss}}$</td>
<td>0.3   0.4   0.5   0.6   0.7</td>
</tr>
<tr>
<td>$f_{gram}$</td>
<td>100   200   300</td>
</tr>
<tr>
<td>$cap_{moss, min}$</td>
<td>0.3   0.65  1.0</td>
</tr>
<tr>
<td><strong>Step 3a</strong></td>
<td></td>
</tr>
<tr>
<td>$R_{moist}$</td>
<td>0.3   0.4   0.5   0.6   0.7</td>
</tr>
<tr>
<td>$(CH_4/CO_2)$</td>
<td>0.1   0.15  0.2   0.25  0.3   0.35  0.4</td>
</tr>
<tr>
<td>$f_{oxid}$</td>
<td>0.5   0.6   0.7   0.8   0.9</td>
</tr>
<tr>
<td><strong>Step 3b</strong></td>
<td></td>
</tr>
<tr>
<td>$r_{tilter}$</td>
<td>1     2     3     4</td>
</tr>
</tbody>
</table>

For comparison with the measured data, averages were computed from the daily model results that correspond to the averages that were computed from the measurements throughout the season in all the five plots (see section 2.2.2). For choosing the best set of parameters, the RMSE was calculated as follows (Smith and Smith 2007) for each model run:

$$RMSE = \frac{1}{\bar{O}} \sqrt{\frac{\sum_{i=1}^{n} (O_i - P_i)^2}{n}}$$

$\bar{O}$ is the average value of all the measurements, $O_i$ is the $i$th measurement value, $P_i$ is the $i$th modeled value and $n$ is the total number of measured values.

For step one, the set of parameters which yielded the lowest value of $RMSE_{overall} = (RMSE_{adt} + RMSE_{soltemp} + RMSE_{wtp})/3$ was chosen as the best set of parameters.

For step two, several RMSE were calculated:

$$RMSE_{overall} =$$

$$\frac{(RMSE_{GPP} + RMSE_{moss} + RMSE_{graminoid biomass} + RMSE_{NPP ratio moss:total vegetation})}{4}$$

$$RMSE_{gram} = (RMSE_{GPP} + RMSE_{graminoid biomass})/2$$
\[ RMSE_{biomass} = \frac{(RMSE_{moss\ biomass} + RMSE_{graminoid\ biomass})}{2} \]

For the following studies of CH\(_4\) dynamics, the parameter set yielding the lowest \( RMSE_{gram} \) was used, as graminoids play an important role for CH\(_4\) dynamics, while mosses do not influence CH\(_4\) dynamics as much as graminoids in the model.

For step three, the set of parameters which yielded the lowest value of \( RMSE_{CH4} \) was determined. As the results pointed towards an underestimation of plant-mediated CH\(_4\)-emissions, the model was recalibrated by also including graminoid tiller radius \( r_{tiller} \) as a calibrated parameter.

### 2.5 Sensitivity analysis

#### 2.5.1 Sensitivity of vegetation

To evaluate the effect of \( fpc_{max} \) on graminoids and moss biomass, the model was run for all possible combinations of \( fpc_{max, gram} \) (from 0.1 to 0.8 in steps of 0.05) and \( fpc_{max, moss} \) (from 0.1 to 0.8 in steps of 0.05) and the effect on moss and graminoids biomass was evaluated. This procedure was done both for the set of vegetation parameters that yielded the lowest \( RMSE_{overall} \), as well as for the parameter set that yielded the lowest \( RMSE_{gram} \).

Also the sensitivity of graminoid and moss biomass to changes in the fraction of NPP allocated to root exudates (\( f_{exu} \)) was tested by running the model for values of \( f_{exu} \) ranging from 0 to 20% in steps of 0.5%. Again the analysis was performed both with set of vegetation parameters that yielded the lowest \( RMSE_{overall} \), as well as for the parameter set that yielded the lowest \( RMSE_{gram} \). This was done to see whether a higher \( f_{exu} \) would give graminoids a competitive disadvantage in the model.

#### 2.5.2 Sensitivity of CH\(_4\) dynamics

For analyzing the sensitivity of CH\(_4\) fluxes, the model was run with the vegetation parameter set optimized for \( RMSE_{gram} \).

The sensitivity of CH\(_4\) fluxes to \( f_{exu} \) was tested by running the model multiple times while varying \( f_{exu} \) from 0% to 20% in steps of 0.5%. In a second step, the sensitivity of CH\(_4\) fluxes to \( r_{tiller} \) was tested by running the model multiple times while varying \( r_{tiller} \) from 0.5mm to 10mm in steps of 0.5mm. 10mm is an unrealistically high value, but it was chosen to compensate for possible errors in tiller weight and tiller porosity, which are used in the same equation.

### 2.6 Musk-ox exclosure module

Simulating the effects of three years of musk-ox exclosure was limited in this study to simulating the changes in tiller density as observed in the field as well as the changes in root exudates as derived from the changes in vascular plant species composition (see section 2.2.3) for the last three years. Thus, \( f_{exu} \) was reduced from 6.2% to 5.4% for the last three years of the modeling period and the
parameter tiller weight was increased by 43 % (along with the reduced number of tillers in exclosure plots compared to control plots as measured in the field, see section 2.2.2), from 0.015 gC/tiller to 0.021 gC/tiller

3. Results

3.1 Climate and snow depth

Figure 8 shows time series from the CRU dataset and from measurements taken at the Zackenberg meteorological station of monthly mean temperature and monthly precipitation for the years 2000 to 2012. Linear regression (see Figure 7) led to the relationship $T_{Zack} = T_{CRU} \times 1.07 + 0.77$ ($R^2=0.97$), so this function was applied to $T_{CRU}$ for the rest of the study. A linear regression of the relationship between monthly precipitation gave no linear relationship ($R^2=0.17$, see Figure 7), so precipitation CRU data was not modified.

Figure 7: Monthly mean CRU temperature plot against monthly mean temperature as measured at the Zackenberg meteorological station and monthly CRU precipitation plot against monthly precipitation as measured at the Zackenberg meteorological station.

Figure 8 shows a time series of modeled and measured snow depth from 1997 to 2014. The seasonal pattern is similar in modeled snow depth, but in some years (e.g. 2002 and 2008) measured snow depth is much higher than modeled snow depth.
Figure 8: Time series of monthly mean temperature (Zackenberg measurements and CRU data), monthly precipitation (Zackenberg measurements and CRU data) and measured and modeled snow depth. The adjusted CRU data was obtained through a linear regression (see above).
3.2 Calibration and validation of parameters related to hydrology and permafrost

Results from the calibration and validation of the parameters related to hydrology and permafrost are presented in Figure 9 and Table 5. The best overall parameter set consisted of $h_{\text{run-on}} = 5.5$ and $r = -0.8$ mm/day. Using the best overall set of parameter decreased $\text{RMSE}_{\text{total}}$ from 0.77 to 0.28 compared to the default set and also decreased each of the RMSE for ald, $T_{\text{soil}}$ and wtp for the calibration year 2013 (see Table 5). The set of parameters that minimized RMSE for ald was the same that reduced RMSE for $T_{\text{soil}}$.

For the validation year 2011 using the parameters optimized for 2013 reduced $\text{RMSE}_{\text{total}}$ from 0.94 to 0.71 (see Table 5), so the calibration improved performance for the validation year, but the model performed considerably better for the calibration period than for the validation period, especially for wtp ($\text{RMSE}_{\text{wtp}}=1.05$ for optimized parameter set).

The model underestimated soil temperature in the beginning of the growing season compared to measured data both in 2013 and 2011.

Modeled ald and $T_{\text{soil}}$ using the overall best parameter set, the parameter set optimized for ald, while wtp was higher using the parameter set optimized for ald than when using the other parameter sets (see Figure 9).

Table 5: RMSE for default and calibrated parameter sets of $h_{\text{run-on}}$ and $r$ for calibration year 2013 and validation year 2011.

<table>
<thead>
<tr>
<th>year</th>
<th>parameter set</th>
<th>parameters</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_{\text{run-on}}$</td>
<td>$r$</td>
<td>ald</td>
</tr>
<tr>
<td>2013</td>
<td>default</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>overall optimized</td>
<td>5.5</td>
<td>-0.8</td>
</tr>
<tr>
<td></td>
<td>optimized for ald</td>
<td>10</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>optimized for $T_{\text{soil}}$</td>
<td>10</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>optimized for wtp</td>
<td>9</td>
<td>-0.8</td>
</tr>
<tr>
<td>2011</td>
<td>default</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>optimized for ald, $T_{\text{soil}}$ and wtp</td>
<td>5.5</td>
<td>-0.8</td>
</tr>
</tbody>
</table>
Figure 9: Measured and modeled values for active layer depth (ald), soil temperature at 10 cm depth ($T_{soil}$) and water table position (wtp) in the growing season of 2013 and 2011. For 2013, the modeled values shown include a run with the default parameter set and runs with the parameter sets that yield the best fit for ald, for wtp and for both. For 2011, the modeled values shown include a run with the default parameter set and a run with the parameter calibrated to fit ald and wtp for 2013.
3.3 Calibration and validation of parameters related to vegetation

With default vegetation parameters, modeled GPP and biomass differed substantially from measured values both in 2013 and 2011 (see Table 6 and Figure 10-13). RMSE\(_{\text{GPP}}\) was as high as 1.16 in 2013 and 0.94 in 2011. There were no graminoids present in both years and GPP followed a pattern very different from the measured pattern. The calibration yielded an overall optimized vegetation parameter set of SLA\(_{\text{moss}} = 3\), \(fpc_{\text{max}, \text{gram}} = 0.3\), \(fpc_{\text{max}, \text{moss}} = 0.5\), \(f_{\text{gram}} = 200\) and \(\text{cap}_{\text{moss}} = 0.3\), which is much lower values of \(fpc_{\text{max}}\) and SLA than the default parameter set, but the same values for \(f_{\text{gram}}\) and \(\text{cap}_{\text{moss}, \text{min}}\). The best overall parameter set yielded a RMSE\(_{\text{total}}\) of 0.29 for 2013 and 0.16 for 2011. The lower value for 2011 is partly due to the fact that there was no biomass data available for 2011.

The parameter set that performed best for GPP and graminoids biomass (SLA\(_{\text{moss}} = 5\), \(fpc_{\text{max}, \text{gram}} = 0.3\), \(fpc_{\text{max}, \text{moss}} = 0.3\), \(f_{\text{gram}} = 300\) and \(\text{cap}_{\text{moss}} = 0.3\)) had a RMSE\(_{\text{GPP}}\) = 3.32, which is mostly due to the very high RMSE\(_{\text{NPP ratio moss:vegetation}}\) and a RMSE\(_{\text{gram}}\) = 0.16 for 2013. The parameter set that yielded the best RMSE\(_{\text{GPP}}\) led to the absence of mosses. The parameter set that yielded the lowest RMSE\(_{\text{biomass}}\) overestimated GPP and the ratio in NPP between mosses and total vegetation.

The pattern of GPP biomass and the ratio in NPP between mosses and total vegetation in the validation year 2011 looked fairly similar to the patterns of the calibration year 2013 in all parameter sets.

Table 6: RMSE for default and calibrated vegetation parameter sets for calibration year 2013 and validation year 2011.

<table>
<thead>
<tr>
<th>parameters</th>
<th>year</th>
<th>SLA(_{\text{moss}})</th>
<th>fpc(_{\text{max}, \text{gram}})</th>
<th>fpc(_{\text{max}, \text{moss}})</th>
<th>(f_{\text{gram}})</th>
<th>cap(_{\text{moss}, \text{min}})</th>
<th>GPP</th>
<th>graminoid biomass</th>
<th>moss biomass</th>
<th>moss NPP fraction</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>default</td>
<td>2013</td>
<td>30</td>
<td>0.86</td>
<td>0.63</td>
<td>200</td>
<td>0.3</td>
<td>1.14</td>
<td>0.94</td>
<td>-</td>
<td>0.65</td>
<td>&gt;0.9</td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>&gt;0.94</td>
</tr>
<tr>
<td>overall</td>
<td>2013</td>
<td>3</td>
<td>0.3</td>
<td>0.5</td>
<td>200</td>
<td>0.3</td>
<td>0.28</td>
<td>0.23</td>
<td>0.27</td>
<td>0.61</td>
<td>0.03</td>
</tr>
<tr>
<td>optimized</td>
<td>2013</td>
<td>5</td>
<td>0.3</td>
<td>0.3</td>
<td>300</td>
<td>0.3</td>
<td>0.35</td>
<td>0.34</td>
<td>0.01</td>
<td>0.25</td>
<td>9.35</td>
</tr>
<tr>
<td>for grami-</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.09</td>
<td>11.0</td>
</tr>
<tr>
<td>noids bio-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.29</td>
<td>3.32</td>
</tr>
<tr>
<td>mass and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16</td>
<td>5.67</td>
</tr>
<tr>
<td>GPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimized</td>
<td>2013</td>
<td>4</td>
<td>0.3</td>
<td>0.2</td>
<td>200</td>
<td>1</td>
<td>0.15</td>
<td>0.22</td>
<td>0.27</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>for GPP</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.61</td>
<td>1.0</td>
</tr>
<tr>
<td>optimized</td>
<td>2013</td>
<td>4</td>
<td>0.3</td>
<td>0.3</td>
<td>300</td>
<td>1</td>
<td>0.65</td>
<td>0.53</td>
<td>0.02</td>
<td>0.07</td>
<td>14.5</td>
</tr>
<tr>
<td>for grami-</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.61</td>
<td>17.8</td>
</tr>
<tr>
<td>noids and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.81</td>
</tr>
<tr>
<td>moss bio-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.17</td>
</tr>
</tbody>
</table>
Figure 10: Measured (a)) and modeled GPP throughout the growing season of the calibration year 2013. The modeled values shown include a run with b) the default parameter set and runs with the parameter sets that yield the best fit for c) overall performance, d) graminoids biomass and GPP, e) GPP and f) graminoids and moss biomass.

Figure 11: Measured (a)) and modeled GPP throughout the growing season of the validation year 2011. The modeled values shown include a run with b) the default parameter set and runs with the parameter sets that yield the best fit for c) overall performance, d) graminoids biomass and GPP, e) GPP and f) graminoids and moss biomass.

Figure 12: Graminoid biomass, moss biomass and the ratio between moss and total NPP for the calibration year 2013. The values include a) measured, b) model default, c) overall optimized, d) optimized for GPP and graminoids, e) optimized for GPP, f) optimized for graminoids and moss biomass values.

Figure 13: Graminoid biomass, moss biomass and the ratio between moss and total NPP for validation year 2011. The values include a) measured, b) model default, c) overall optimized, d) optimized for GPP and graminoids, e) optimized for GPP, f) optimized for graminoids and moss biomass values.
3.4 Calibration and validation of parameters related to CH$_4$ dynamics

When setting $r_{\text{tiller}}$ to 0.5 mm, the best CH$_4$ parameter set ($R_{\text{moist}}=0.3$, $(\text{CH}_4/\text{CO}_2)=0.1$, $f_{\text{oxid}}=0.9$) decreased RMSE$_{\text{CH}_4}$ from 2.2 to 0.65 compared to the default parameter set (see Table 7). In 2011 the RMSE was lower for the default parameter set (RMSE$_{\text{CH}_4}=0.23$) than for the default parameter set (RMSE$_{\text{CH}_4}=0.66$). Additionally calibrating $r_{\text{tiller}}$ yielded the same values for $R_{\text{moist}}$, $(\text{CH}_4/\text{CO}_2)$ and $f_{\text{oxid}}$ and a value for $r_{\text{tiller}}$ of 4 mm. It reduced RMSE in 2013 to RMSE$_{\text{CH}_4}=0.44$ and in 2011 to RMSE$_{\text{CH}_4}=0.61$. Also with $r_{\text{tiller}}=4$ mm in 2011 the RMSE was lower for the default parameter set (RMSE$_{\text{CH}_4}=0.16$) than for the default parameter set (RMSE$_{\text{CH}_4}=0.61$).

Figure 14 shows measured and modeled CH$_4$ fluxes from 2013 and 2011 from model runs with $r_{\text{tiller}}=0.5$ mm and $r_{\text{tiller}}=4$ mm. All modeled time series of fluxes exhibit two more or less pronounced main peaks: one due to plant transport early in the season and one due to diffusion later in the season. The field data exhibits only one peak in the middle of the season. Diffusion in the version with $r_{\text{tiller}}=0.5$ mm exhibits a high peak in late August, that is not present in the version with $r_{\text{tiller}}=4$.

Table 7: RMSE for default and calibrated CH$_4$ parameter sets for calibration year 2013 and validation year 2011.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>$r_{\text{tiller}}$</th>
<th>$R_{\text{moist}}$</th>
<th>$(\text{CH}_4/\text{CO}_2)$</th>
<th>$f_{\text{oxid}}$</th>
<th>RMSE$_{\text{CH}_4}$ 2013</th>
<th>RMSE$_{\text{CH}_4}$ 2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default, $r_{\text{tiller}}=0.5$ mm</td>
<td>0.5</td>
<td>0.4</td>
<td>0.25</td>
<td>0.9</td>
<td>2.20</td>
<td>0.23</td>
</tr>
<tr>
<td>Optimized, $r_{\text{tiller}}=0.5$ mm</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>Default, calibrated $r_{\text{tiller}}$</td>
<td>4.0</td>
<td>0.4</td>
<td>0.25</td>
<td>0.9</td>
<td>2.04</td>
<td>0.16</td>
</tr>
<tr>
<td>Optimized, calibrated $r_{\text{tiller}}$</td>
<td>4.0</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>0.44</td>
<td>0.61</td>
</tr>
</tbody>
</table>
Figure 14: Measured and modeled daily CH$_4$ fluxes in the calibration year 2013 and the validation year 2011 with $r_{tt}=0.5$ mm and calibrated $r_{tt}=4$ mm. The modeled results shown include results from a model run with default CH$_4$ parameters and results from a run with optimized parameters, which is partitioned in diffusion and plant mediated transport.
3.5 Sensitivity analysis

3.5.1 Sensitivity of vegetation
Figure 15 shows moss and graminoid biomass in 2013 for combinations of $f_{pc_{\text{max, moss}}}$ and $f_{pc_{\text{max, gram}}}$, with $SLA_{\text{moss}}$, $f_{\text{gram}}$ and $cap_{\text{moss, min}}$ optimized for overall performance. Figure 16 shows the same for the parameter set optimized for GPP and graminoids biomass. It can be seen that in both cases graminoids biomass varies mostly smoothly along the parameter space: it increased with increasing $f_{pc_{\text{max, gram}}}$ and is relatively constant with varying $f_{pc_{\text{max, moss}}}$. Moss biomass spikes for some combinations of $f_{pc_{\text{max}}}$ and is zero for others and does not have a smooth, continuous variation like graminoids biomass.

![Figure 15: Moss and graminoid biomass in 2013 for combinations of $f_{pc_{\text{max, moss}}}$ and $f_{pc_{\text{max, gram}}}$, with $SLA_{\text{moss}}$, $f_{\text{gram}}$ and $cap_{\text{moss, min}}$ optimized for overall performance.](image-url)
Figure 16: Moss and graminoid biomass in 2013 for combinations of fpc\text{max, moss} and fpc\text{max, gram}, with SLA\text{moss}, f\text{gram} and cap\text{mos, min} optimized for graminoids biomass and GPP.

Varying $f_{\text{exu}}$ had considerable effects on moss and graminoid biomass for both parameter sets. With the overall optimized parameter set graminoid biomass stayed almost constant, while moss biomass varied. For the set of vegetation parameters optimized for GPP and graminoids biomass, moss biomass stayed mostly constant, apart from a drop at around 15%. Graminoid biomass decreased with increasing $f_{\text{exu}}$, apart from a spike simultaneously with the drop in moss biomass.

Figure 17: Graminoid and moss biomass in 2013 for model runs with varied $f_{\text{exu}}$. 
3.5.2 Sensitivity of CH$_4$ dynamics

Varying $f_{exu}$ and $r_{tiller}$ both had considerable effect on CH$_4$ fluxes (see Figure 19). CH$_4$ fluxes were lowest for $f_{exu}$ around 8% and higher for both lower and higher values of $f_{exu}$. The highest fluxes occurred at around 12% higher values of $f_{exu}$ yielded lower CH$_4$ emissions.

Varying $r_{tiller}$ had different effects on diffusion and on plant mediated fluxes. Diffusion was not affected much by $r_{tiller}$ before July and then it was generally lower for lower values of $r_{tiller}$, with the exception of a high peak in early August for values of $r_{tiller}$ between 0 and 4 mm. Plant mediated fluxes were affected by $r_{tiller}$ both in timing and magnitude of peak emission. Plant mediated CH$_4$ emissions were highest for $r_{tiller}$ around 4 mm and both higher and lower values of $r_{tiller}$ yielded lower plant-mediated CH$_4$ emissions. For approximately $r_{tiller} < 5$mm, plant-mediated emissions peaked in mid-July, while for approximately $r_{tiller} > 5$mm plant-mediated emissions peaked in mid-June already, with a lower peak, and then declined quickly.
Figure 18: Modeled CH$_4$ fluxes in 2013 for different values of $f_{\text{exu}}$ and $f_{\text{tile}}$. 
3.6 Musk-ox exclosure module

Figure 19 shows the effect of implementing the exclosure module for the last three years of the modelling period on CH$_4$ fluxes, as well as CH$_4$ fluxes from control and exclosure plots from the field. The difference in fluxes between control and exclosure plots was much larger in the field than in the model and it had opposite direction: In the field, fluxes were lower in the exclosure plots than in control plots, while in the model they were slightly higher.

Figure 19: Measured and modeled CH$_4$ fluxes for exclosure and control plots in 2013.
4. Discussion

4.1 Climate and snowdepth

Temperatures from the CRU dataset were lower in summer and higher in winter than the temperatures measured at the Zackenberg meteorological station. This can be explained by the microclimate in the valley, which is different from the average climate in the gridcell of the CRU dataset. Cai (2014) compared site climate data for different wetland sites and found higher deviations than the deviation found in this study. For their northernmost site (Abisko, Sweden) they found a temperature offset of 3.22°C, which is considerably higher than the 0.77°C found in Zackenberg valley this study.

Precipitation differed much between the CRU dataset and Zackenberg measurements, but not with a systematic offset, so the usage of CRU precipitation data might be more problematic than the usage of CRU temperature data.

Microclimate plays an important role in the Arctic, so CRU data needs to be used carefully when modelling vegetation and carbon dynamics. In this study we used original site data for the last 35 years of the modelling period and analyzed only data from 2011 and 2013, so the usage of adjusted CRU data is probably not problematic. It would be interesting to test the sensitivity of the modeled vegetation and carbon fluxes to the climate forcing to determine how important accurate climate forcing is in comparison with model parameters.

For snow depth the model reproduced the seasonal pattern well, but in some years there were big differences in snow depth differences between model and measurements (see Figure 8). A reason for this could be that snow is affected by wind. However the measurements of snow depth were not taken directly at Rylekarere, but at a meteorological station close by, where the snow depth might differ. It would be interesting to evaluate the model’s performance at predicting the date of snow melt, as date of snow melt has been shown to be a crucial factor for hydrology and CH₄ dynamics in Rylekærene (Mastepanov et al. 2013), but for doing so it would be better to use field data taken directly at the site.

4.2 Hydrology and permafrost

The model performed significantly better with adjustments using the parameters h_{run-on} and r, especially for 2013. In 2011 the adjustments also improved model performance, but not as significantly. In 2011 there was slightly more snow than in 2013 (see Figure 8) and the soil temperature was higher in the beginning of the season 2011 than 2013 (see Figure 9). This indicated that there was more run-on/off in 2011 than in 2013, causing the poorer performance of the model in predicting T_{soil}, ald and wtp. Compared to other years, 2011 and 2013 had relatively similar amounts of snow during the preceding winter, so the approximation used in this study might not perform as well for years with differing snow conditions. The model underestimated soil temperatures in the beginning of the season of both years, which might be a problem for modeling CH₄ fluxes, but the
adjusted model performed better than the model with default settings. When Wania et al. (2010) applied LPJ-Why to a site in northern Sweden (the mire Stordalen in Abisko), they had the same situation as in Rylekærere: without the inclusion of melt water from the mountains the results were very different from field observations. Incorporating a topography-depending hydrology scheme like developed by Tang et al. (2014b) might solve these problems. However this hydrology scheme does not include the heat transfer connected to run-on/off yet, which is an important factor in Rylekærere. The approximation of the effects of run-on/off on the hydrology and soil temperatures used in this study could improve model performance in the study years without needing a topography-dependent hydrology scheme, which enabled us to study the modelling of vegetation and CH$_4$ dynamics with less errors in T$_{soil}$ and wtp. However, these adjustments cannot be applied at other sites, and in Rylekærere they can only be applied as long as snow conditions and temperatures do not vary too much.

The best sets of parameters for ald and wtp, as well as the one best for both led to similar patterns of ald throughout the season. There was much more difference in wtp between these parameter sets. This indicates that accurate dynamics of active layer are very important for getting accurate dynamics of wtp. The best set of parameters for active layer depth is the same as the best set for soil temperature. This shows that the model is able to simulate soil thermal dynamics accurately.

Effects of moss on hydrology and soil temperature is currently not modeled, but might be substantial (Frolking et al. 2010). The calibrated parameters might compensate for this in part, but it is important to consider this for future studies.

4.3 Vegetation

By calibrating vegetation parameters we were able to reproduce GPP, graminoids and moss biomass and the ratio between moss NPP and total NPP successfully for the study years 2011 and 2013, so that a base was lain to reduce model uncertainty due to vegetation properties when modeling CH$_4$ dynamics.

The sensitivity study however showed that small changes in parameters like fpc$_{max}$ and f$_{ext}$ can lead to extreme shifts in modeled vegetation composition, especially in moss biomass (see Figure 15-17). The behavior of moss biomass while varying fpc$_{gram,max}$ or f$_{ext}$ is very unrealistic. It is thus essential to improve both process representations of vegetation dynamics and PFT parametrization.

A big problem is that nutrient limitation is not included in the model, as the arctic tundra is very nutrient-limited (Jonasson et al. 1999). This is why we had to reduce fpc$_{max}$ to very low values in order to not overestimate plant biomass. However, a module for nitrogen-dynamics has recently been developed for LPJ-GUESS (Smith et al. 2014), that could also be included in LPJ-GUESS-WHyMe.

Another problem is that in the formulation of light competition (see section 2.3.2) it is assumed that mosses and graminoids have similar shapes. It could be an improvement to simulate height of
graminoids and moss layer thickness explicitly and to include non-photosynthetic tissue in the representation of mosses. Modeling moss layer thickness would also be necessary for modeling its effect on soil temperature and hydrology.

Root exudates have complex functions, and can give competitive advantages to plants, for example by regulating pH (Javed et al. 2013). In the model, however, allocating a larger part of NPP to root exudates reduces NPP and is thus a competitive disadvantage for the plant. This needs to be considered especially when implementing several vascular plant PFTs.

There was some uncertainty in the comparison between field data on vegetation properties and modeled properties. One problem is the conversion between units of plant biomass, which is usually kg of dried biomass in the field and kgC in the model. The unit conversion used in this study was derived from measurements of graminoids biomass, so it would be helpful to measure carbon content of moss biomass as well. Another problem was that the sampled biomass included not only green biomass.

4.4 Methane

After the CH₄ parameter calibration the model was able to reproduce the magnitude of the CH₄ fluxes as measured in the field. However, it overestimated CH₄ fluxes in the beginning and the end of the growing season and underestimated CH₄ fluxes at peak growing season (see Figure 14). Plant transport in the model peaked too early, earlier than GPP. This pattern was also observed by Wania et al. (2010) when applying LPJ-WHyMe to northern peatlands, so this might be a problem common to northern sites. The calibration worsened model performance in 2011, which was much better with the default parameter set, so the parameters might change between years.

Field measurements in Rylekerene have shown strong correlations between vascular plant biomass/NPP and CH₄ fluxes (e.g. Ström et al. 2015) and this was confirmed by the seasonal pattern of measured CH₄ emissions in this study, which was similar to the seasonal pattern of GPP. The problems leading to the inaccurate seasonal variation of CH₄ could be the underestimation of plant transport due to inaccurate parametrization, the overestimation of diffusion, for example due to inaccurate soil porosity parametrization, or an inaccurate parametrization of root exudates.

The modeled CH₄ fluxes were sensitive to changes in $r_{\text{tiller}}$ and $f_{\text{exu}}$ (see Figure 18). The peak in August at low tiller radius might be caused by a build-up of CH₄ in the soil in the preceding period, as less CH₄ is released through plants due to the low tiller radius and less O₂ is transported into the soil through plants to be used in oxidation. Plant mediation declined quickly after a peak in June for high tiller radius >5mm. This could because of the increased transport of O₂ into the soil that comes with higher tiller areas, however diffusion did not decline for $r_{\text{tiller}}$>5 mm.
The sensitivity of plant biomass to $f_{\text{exu}}$ and the finding that increasing $f_{\text{exu}}$ may result in decreased CH$_4$ emissions imply that increasing the fraction of NPP allocated to root exudates decreases NPP as well, so that the net effect of increasing $f_{\text{exu}}$ is not an increase, but a decrease in the soil root exudates pool.

The area around Rylekærene has recently been shown to be a regional net CH$_4$ sink (Jorgensen et al. 2015), so for larger-scale simulations it would be good to incorporate CH$_4$ dynamics also in the non-peatland version of LPJ-GUESS.

In this study, the model was evaluated using only data from six weekly averages throughout the growing season, but data from automatic chamber measurements (e.g. Mastepanov et al. 2013) could also be used.

### 4.5 Grazing

This thesis started out with the idea to implement a grazing module into LPJ-GUESS-WHyMe that can simulate the effect of grazing over longer time-periods dependent on herbivore density. However we came to the conclusion that the current mechanisms for modelling vegetation dynamics are not sufficiently detailed for implementing the impact of herbivores accurately. The most important step towards modeling the effects seen in the exclosure experiment would be to implement a more detailed scheme for light competition, as proposed in section 4.3.

Also the available data is not sufficient to draw conclusions on the interplay of the multiple mechanisms in which grazing affects the ecosystem and the data from three years of exclosure is not sufficient to draw conclusions on long-term effects of grazing on the ecosystem.

The simple exclosure module tested in this study (see section 3.6), which included a reduction in root exudation and in tiller density as observed in the field, had opposite and much lower effects on CH$_4$. This can be related to the problems in modelling the relationship between vascular plants and CH$_4$ dynamics accurately, as described above.

There have been two studies published on modelling grazing in the arctic so far (Yu et al. 2009; Yu et al. 2011), which implemented grazing by removing a part of the vascular plant biomass. In the mire studied, however, it has been shown that the net effect of grazing is an increase of vascular plant biomass and that trampling of mosses is an important (Falk et al. 2015), so solely removing vascular plant biomass would not be a good approach for modelling grazing in Rylekærene.

With more detailed process implementation and studies on long-term effects of herbivory, effects of trampling and manure it would be possible to build a grazing module that could model the effect of grazing on vegetation and carbon dynamics in Rylekærene and similar sites as a function of herbivore-densities. Trampling could be implemented in form of a reduction of moss layer thickness (which
would also affect its thermal and hydrological properties), grazing as the removal of graminoid biomass, and manure could be incorporated as a pool in a N-cycling routine.

4.6 Suggestions for future research

The data collected in Rylekærene has great potential to be used for further improvements of process representations in wetland vegetation and carbon dynamics modelling, especially for improving the modeled relationship between graminoids abundance and CH₄ fluxes.

Data throughout the season of moss-only plots (Falk et al. 2014) could additionally be used to improve moss parametrization.

Additional data that would be useful to collect includes tiller area, thickness of moss layer and fraction of non-photosynthetic tissue in mosses. Also it would be helpful to conduct more studies that estimate root exudates fraction as a fraction of NPP.

It could also be considered to put some data (e.g. tiller height, tiller area, root exudates fractions, C and N content of the biomass) into the TRY trait database (Kattge et al. 2011), as currently it does not include any information on functional traits of the plant species that were present in Rylekærene.

5. Conclusion

In this study, for the first time, we used extensive field data from studies in the high Arctic mire Rylekærene to evaluate processes and parametrization of hydrology, soil temperature and permafrost dynamics within the wetland vegetation dynamic, hydrology and methane model LPJ-GUESS-WHyMe. The calibration procedure improved model performance for both calibration year 2013 and validation year 2011 for most of the outputs tested.

Main challenges for future studies were identified to be 1) modeling the effect of run-on/off from snowmelt 2) modeling competition between grasses and mosses and 3) modeling the effect of graminoid density on CH₄ fluxes accurately.

An important finding regarding CH₄ and vegetation dynamics was that increasing the fraction of NPP allocated to root exudates also decreased vascular plant productivity and thus had a net-effect of decreasing CH₄ emissions.

The possibility of implementing a grazing module into LPJ-GUESS-WHyMe was discussed and a simple prototype was tested. The most important step towards implementing a grazing module would be to implement a more detailed scheme for light competition between mosses and graminoids and to represent the effect of graminoid density on CH₄ fluxes accurately.
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