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Abstract
In 2011 Eli Pariser coined the term ‘filter bubble’ and warned that online algorithm driven filters based on users’ click behaviour, would risk to reduce the diversity of public discourses and thereby deliberative democracy. Through the multidisciplinary and iterative Realist Synthesis method, the aim of the study has been to synthesise empirically based understanding of how online algorithm driven filter bubbles affect public discourses and deliberative democracies.

On micro level, the result confirms selection bias and corresponding confirmation bias in the contexts of online feed oriented political messages that would constitute a necessary key condition for algorithm driven filter bubbles to emerge. However, none of the studies in the sample have explicitly investigated effects of these filters on political attitudes. Therefore, filter bubble effects on public discourses and democracy can neither be verified, measured nor refuted.

On the meso level, the presence of online clusters of biased online political content, that could serve as foundations for online echo chambers, are shown, and their inner workings partly explained. Also shown is that these environments have the potential to reduce the diversity of political discourses, but also to support polarisation and radicalisation.

On macro level the results indicate that national borders, power distribution of political websites, and personalisation through localisation, language and political topics, differentiate what Internet users see when surfing or searching the web in a way that could affect diversity of global or national political discourses.

The results also indicate stratification of discourses where some users with high topic involvement, curiosity or interest in politics are relatively immune to political selection bias, while other groups of less interested or knowledgeable followers, are likely to be reached by less diversified messages.

Limited to the sampled research, this meta study shows that contemporary Internet brings challenges to deliberative democracy, but until further not because of algorithm driven filter bubbles.
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1 Definition of the research problem

1.1 Background

The idea of a threat to democracy from algorithm driven filter bubbles is widely spread and extensively discussed, but only partially researched. In May 2016 five years had passed since Eli Pariser released ‘The filter bubble: What the Internet is hiding from you’ (2011) and thereby coined the term ‘Filter Bubble’ that he described as:

> The basic code at the heart of the new Internet is pretty simple. The new generation of Internet filters looks at the things you seem to like—the actual things you’ve done, or the things people like you like—and tries to extrapolate. They are prediction engines, constantly creating and refining a theory of who you are and what you’ll do and want next. Together, these engines create a unique universe of information for each of us—what I’ve come to call a filter bubble—which fundamentally alters the way we encounter ideas and information. (Pariser 2011, p.14)

In practice this, among other things, suggests that filters and recommender systems on the Internet lead to users being more and more exposed to information, which reinforces their insights and attitudes, having negative effects for public discourses and thereby democracy. In January 2016 Google gave 191,000 hits for the search term ‘filter bubble’, Google scholar gave 2,490 hits and reported 1102 citations of Pariser’s book. At the time of the publishing of the book there were both positive and negative reactions. Some commenters tried the simple test of asking friends to google a given term and found only small differences, and thus refuted the concept as too pessimistic. Others took the threat more serious and assisted in sounding the warning bells. Pariser was not the first to notice the phenomena. Without referring to self-confirming algorithms, Sunstein (2002, 2009) warned that the extensive options for Internet users, to voluntarily personalise e.g. news, threatened deliberative democracy by enclosing people into online echo chambers, and thereby isolate opinion groups from each other. One of the most significant contributors to the Internet as we know it, Tim Berners-Lee, had for instance publicly warned against the lock in effect of some social media services (Bosker, 2010).

However, it has been difficult to find evidence contradicting that it was Pariser who coined the term ‘filter bubble’. And in doing so, the family of rich metaphors influencing
natural language and thereby the way we understand the world, like for instance ‘social construction’, ‘the butterfly effect’, ‘brand’, ‘black hole’, ‘framing’, ‘subconscious’, ‘the public sphere’, and ‘the seventh wave’ etc. got a new sibling.

Intuitively plausible as the existence of a filter bubble with disastrous consequences may seem, it has been very difficult to find empirical studies looking into the big question of societal consequences for discourses in the public sphere and thereby also for deliberative democracy. There is research that for instance show filter bubble effects in a very limited setting. In a longitudinal study of user behaviour at a movie recommendation platform Nguyen et al. (2014) showed that people using the recommender system got a narrower taste for movies than those who did not use the recommender systems. Apart from verifying a weak but traceable filter bubble effect in a limited context of popular culture, they also suggested a credible method for measuring the effect. However, in a real world setting their approach of analysing user log files, covering more than a year, would be very difficult to scale to a study covering all media consumption and all offline communication for a representative part of a population in order to analyse what impact algorithm driven filters have on the forming of opinions in more or less public spheres, and thereby on deliberative democracy. Even with full access to the data and computational power of the server parks of Google, Facebook, FRA\(^1\) and NSA, such a study would (not to speak of ethical considerations) be difficult to implement. As far as might be guessed, these organisations probably have access to metadata covering where people are, who they meet and also why many of them meet. But they are not likely to have access to codified versions of our real life communications.\(^2\) A comprehensive research project to prove the existence of filter bubbles would be a project of society-wide dimensions extending over decades. An available and a more limited alternative strategy is to perform an interdisciplinary meta study on various aspects of the topic and try to synthesise empirically

---

\(^1\) Swedish analogue to NSA

\(^2\) Neither would these organisations likely give away the answers if they knew them.
based findings. This is what this study has tried to achieve. Believing that Internet as such has had tremendous, both positive and challenging consequences for the development of public discourse and democracies, the high-level results show that self-selected or algorithm based filters may impose various challenges to diversity of online political discourses. However, in the 28 purposely sampled reports from empirical research underpinning this study, there is no evidence showing that algorithm driven filters contribute to this development.

1.2 The filter bubble concept and problem
The aim of the study has been to analyse empirically based understanding of the effects of filtering algorithms on the workings of public spheres and thereby deliberative democracy. Before detailing the research purpose and questions, it is relevant sketch a high level model or theory of how algorithm driven filter bubbles are expected to challenge deliberative democracy. An illustration, based on the description by Pariser (2011), in combination with how the phenomena is construed by other authors, is outlined in Figure 1.

![Figure 1: Model of how algorithm driven filter bubbles might affect online public discourses and thereby deliberative democracy – overview. Fields marked with yellow is at the centre of this analysis.](image)

Driven by an ambition to make users continue or increase their usage of Internet services, providers of these services optimize their systems for user satisfaction. In order to optimize revenue, some providers also optimize for exposure to ads from customers or own products. Since concepts as selective exposure (Sears & Freedman, 1967; Hart et al., 2009) and
the related confirmation bias\(^3\) (Hart \textit{et al.}, 2009; Yeo \textit{et al.}, 2015) in many situations are effective, the service providers utilise knowledge of the users’ previous behaviours to engineer a \textit{framing} (Hallahan, 2011; Johansson, 2009) of messages or offers that the user, or similar users, are expected to like. Filters based on the user’s own behaviour are often termed \textit{content-based filters} while filters based on the behaviour of other users are termed \textit{collaborative filters} (Adomavicius & Tuzhilin, 2005; Fleder & Hosanagar, 2009).

Other mechanisms expected to affect the success of the system are concepts like social proof as explicitly revealed aspect of collaborative filtering, and spiral of silence\(^4\) leading to that the service provider, when it is possible and plausible, utilize knowledge about preferences of the user’s friends in the same way. The more skilled the service provider is in this area, the more satisfied become the users, making the service provider more successful. The more a user uses the system the larger share of messages will confirm and thus reinforce her or his knowledge, beliefs and attitudes. If the content of the service is politically uncontroversial, e.g. knitting, sport fishing or HiFi, this would only be a problem for deliberative democracy if the user spent all time awake in that kind of online communities and thus avoiding information on topics more relevant from a political perspective. However, realising that many users increasingly also get the major part of their political information through algorithm driven feeds, where generally accepted concepts like selective exposure, framing, confirmation bias, social proof, and spiral of silence are at play, this could introduce serious threats to deliberative democracy by obfuscating public discourse on political matters.

In the course of this project, the author assumes a wide definition of deliberative democracy in the tradition of Kant (1784), Dewey (1927) and Rawls (1997), accompanied by

\(^3\) A concept explaining how people, in order to avoid discomforting cognitive dissonance, tend favour information confirming their current beliefs and attitudes. It is generally acknowledged that the concept was introduced by Peter Wason in 1960 (Wason, 1960). The phenomena is expected to affect searching and interpretation of information, but also e.g. what people remember. The term ‘selection bias’ is later used in order to focus on the selection aspects that are a central parts of online behaviour.

\(^4\) A theory suggested by Elisabeth Noelle-Neumann that suggest that people, in fear of being isolated from a social group, avoid expressing opinions opposing or being outside what is percieved as the main stream opinion of that particular group. The theory also suggests that people in these contexts may adopt the main stream perspective. (Noelle-Neuman, 1984)
the critical perspective of Habermas (1964), that in short would mean an organisation of national states based on representative open elections to public offices that rule by law. But also that these states recognise, defend and adjust regulations and resources for both freedom of speech in publicly accessible spheres and human rights in line with UN declarations.

Furthermore, deliberative democracy in that tradition also requires that people and organisations acting in the political areas outside the public offices align to and recognize the same basic principles. This mean being fair and honest in discourses and, when in office, not try to alter the constitution or the openness of the discourse in order to gain advantages that facilitate staying in office.

In such political system auto confirming feeds on politically relevant topics, could in worst case lead to the formation of groups and subcultures in virtual echo chambers (Garrett, 2009; Sunstein, 2007: Williams et al., 2015), sometimes termed Internet balkanization (Alstyne & Brynjolfsson, 1997), where partisan groups, protected from exposure to opposing views, attitudes and knowledge, were lead to successively more extreme and/or narrow attitudes. Such developments could infer two interconnected challenges to deliberative democracy. First, the public discourse would be fragmented into several more or less isolated discourses seldom exposed to each other and thereby to counter arguments. Secondly, protected by relative isolation, anti-democratic political movements could gain strength and in the long run even challenge the organisation of deliberative democracy as such.

Examples of recent legislative or other alterations of discourses are the Italian media concentration during Berlusconi, governments interfering with public service media in Hungary and Poland, and the public discourse backlashes in Egypt when the Muslim Brotherhood had won the first public election after the Arab Spring. Other examples of challenges to public discourses are the Russian and Turkish governmental interference with the traditional media also outside governmental control. These are all examples of when public discourses have been undermined by people and organisations that before gaining office hardly campaigned on restricting freedom of speech, but on safeguarding the nation against more or less realistic threats to “our way of living” from immigrants, theorists, or enemy states etc.
Assuming that people actively participating in a reasonably functioning public sphere, if asked directly, would strongly oppose a weakening of the discourses; how come that people or organisations restricting public discourses gain offices? Few would probably blame filter bubbles for the negative developments mentioned above, but rather explain it as unfortunate backlashes in young democracies where the non-constitutional deliberative aspects still have had a weak anchorage in the political culture. However, the contemporary ideological polarisation and strong extremist movements, some of them with an outspoken anti-democratic agenda, in rather stable western democracies, could perhaps to some degree be explained by filter bubbles driven echo chambers, where participants in partly isolated environments get a weak schooling in the for deliberative democracy so important acknowledgement of the non-constitutional aspects of open and honest deliberation.

There remains, of course, the question of causation in order to investigate a relation between filtering algorithms and threats to democracies, and if so, how strong the relation is. As a starting point one would need to clarify causality on several conceptual levels. On the micro level of online media, a key question is whether it is true that people consuming a lot of media inside filter bubbles become more narrow-minded, but also if it is possible to differentiate online from offline effects in social networks. Other questions on the micro level would be if awareness and understanding of the filter bubbles affects the media consumer behaviour. For example, are educated media consumers aware of the algorithm effects on their world view? And, do bubble-aware people use the filter bubbles to frame their environment or do they apply a more critical perspective toward the content delivered through these systems?

On the meso level, an investigation would focus on how online groups and subcultures emerge and develop and, if there are any interacting effects between different systems. One would also need to investigate if it is possible to differentiate density and isolation between networks hosted by different platforms, or between online and offline communication, or depending on what topics that are discussed.

Assuming that many media consumers spend time out of reach from algorithmically filtered communication by e.g. consuming traditional media or talk to people,
the questions on a societal macro level is if and how, algorithm driven filter bubbles scale to opinion building in the public sphere and thereby alter a key foundation for deliberative democracies. To make an empirically based effort to address this question would be an enormous quest over at least a decade covering a multitude of quantitative and qualitative coordinated studies, and in that by far be larger than the PR excellence research program (Grunig et al. 1992). To the knowledge of the author such a study is not published nor started. Furthermore, such study would be way out of scope for this project, but what could be done is to with an open mind and a creative research process start to investigate and synthesise findings of empirical research on parts of the presumed causal chain as illustrated in Figure 1.

1.3 Research problem, high-level research design and expected outcome

With 2,500 google scholar hits, the term ‘filter bubble’ clearly is widely used and it ought by now (2016), to be possible to explore what aspects of the phenomena that have been researched and explained, proven or refuted. It should, in other words, be possible to dig into reported research and aggregate, compile and synthesise what knowledge has been gained so far. Therefore, the high level research question was formulated as: What aspects of the filter bubble phenomena are empirically researched and proven? Despite the intriguing challenges and wide attention, to the knowledge of the author, this question has not been addressed in a systematic way.

The objective of this study was to, through an analysis of empirical studies try to synthesise empirical based knowledge in the domain. The analysed studies were identified in a sample of about 150 studies addressing various aspects of the causal chain: \textit{filter algorithms in online communication platforms} → \textit{narrow-mindedness} → \textit{weakened discourse} → \textit{problems for democracy} as outlined in Figure 1. Within that objective the aim was to identify what aspects of the filter bubble phenomenon that have been researched and proven, debated or refuted. Intermediate objectives were also to further detail and develop the model \textit{per se} and to suggest a research process for continuously enriching the empirically based knowledge base.
Expected outcomes of the study were empirically based indications of the answer to the big question: to what extent and under what circumstances filtering algorithms are obfuscating public discourses on political matters. Answers to that question ought to be highly relevant to SC/PR scholars and practitioners as discussed in Sections 3.1 and 5, but also to other stakeholders as legislators and Internet service providers. However, on a second level, an expected outcome was to arrive at a better developed model of the filter bubble phenomena and to suggest a research process for continuously updating and extending the understanding of forces at play. The motives for choice of meta study method are discussed in Section 2 and further presented in Section 3.3.
2 Literature review of meta study methodologies\textsuperscript{5}

The most difficult choice the author faced in this project was to choose the right method for conducting a meta study, i.e. a framework that could cover scientific domains as Communication Studies, Journalism, Computer Science, Informatics, Political Science, Public Relations, Management, and more. Even if the study is limited to primary empirical studies the method also had to address and support analysis of quantitative, qualitative as well as mixed method studies, but also a variety of epistemological traditions like positivist, post positivists, constructivists, Marxist, cultural studies \textit{etc}. Given the unlikeliness of finding studies covering the full causality chain from the filter algorithms over effects on worldviews and obscured public discourses to weakened democracies, the method to be chosen also needed to be open for investigations of sub-aspects of larger phenomenon that might be outside the primary focus of the analysed studies.

The domain of aggregating knowledge from previous research is vast, growing and builds on many, and sometimes partly contradicting, scientific traditions, epistemologies, terminologies and concepts. Literature on how to perform meta studies within PR has been difficult to find. But since this study, by design, is multidisciplinary, advice and recommendation from other related disciplines like social science (Bryman, 2012; Pawson, 2006), anthropology (Riese \textit{et al.}, 2014) education research (Suri & Clarke, 2009), and management studies (Tranfield \textit{et al.}, 2003), proved useful when outlining a strategy. But also meta study experiences from less related disciplines like Health Care (Sandelowski \textit{et al.}, 1997; Finfgeld-Connett, 2016) and Software Engineering (Cruzes & Dybå, 2011; Kitchenham \textit{et al.}, 2002) were consulted.

\textsuperscript{5} Disclaimer: The motivation for putting this section here instead of in the methodology section, where in more naturally would belong, is to minimise violations to the master thesis policy guideline that expects a literature review at this position in the document. The guideline is not designed for meta analyses.
By design no meta study method can avoid to violate the studies to be aggregated. But aiming to learn from a rich variety of research performed within different disciplines it is difficult to find an alternative. Many meta study theorists use the perhaps oldest and most known method Statistical Research Syntheses (Suri & Clarke, 2009) also referred to as Meta-analysis (Bryman, 2012) as a reference point for further discussion on the topic. A typical domain for this method is in medical research, aggregating statistical findings from multiple and in best case almost identical, strictly quantitative, studies of effects of a specific drug in a specific context. The critique against synthesising research from multiple quantitative studies addressing the same research question are limited and mainly based on that those studies often are too optimistic regarding the context and conditions that need to be controlled in order to trust the validity of the aggregated findings (Pawson 2006). The consequence of this is that it would be inappropriate to add the result from one study to the result of another (sf. Pawson 2006).

The critique against synthesising qualitative studies is more comprehensive. Many of the challenges here are explained by Sandelowski et al. (1997) as (i) it could be epistemologically and ethically inappropriate to summarize studies about human experiences and that (ii) summarizing qualitative findings threatens the integrity of the individual studies. The latter is analogue to the main critique synthesising quantitative studies. But they also argue that that (iii) there is no proper method to deal with differences in “disciplinary, philosophical, theoretical, social, political, and ethical commitments” [when the disciplines] “often have very different views of how to execute ostensibly the same kind of qualitative research” (p.366). Further they argue that (iv) different disciplines uphold different norms regarding methodological rigour, results and discussions as well as (v) what research is to be considered as relevant. Their final critique is that the (vi) different disciplines uphold different norms with respect to relevance of findings (Sandelowski et al., 1997). However, this critique against aggregating results from research studies can only be addressed in two ways. Either meta studies are performed based on strictly qualitative or on strictly quantitative findings within a specific discipline addressing a specific research question, or the six challenges are considered
during the meta studies based on a richer variety of contributing studies, which is the aim for this study.

Performing a meta study of the multidisciplinary filter bubble phenomena excludes most of available candidate methods. Since this study aimed to aggregate and synthesise knowledge from both quantitative and qualitative studies, Statistical Research Syntheses (Suri and Clarke, 2009) and Meta-analysis (Suri and Clarke, 2009; Bryman, 2012) could be excluded from the candidate list since those methods focus on recalculate statistical findings from studies addressing the same questions in similar settings and contexts. Meta synthesis, as described by Sandelowski et al. (1997), could be discarded since it focuses on qualitative studies only. Since repeatability and future extendibility were among the aims, but also in order to identify what aspects of the filter bubble model that have not been researched, the ad-hoc oriented Narrative Review (Bryman, 2012) also was out of scope. For the same reason the traditional Systematic Literature Review (Bryman, 2012) was excluded. And, since research methodology as such was not a key topic for this study, Critical Impetus in Reviewing Research and Exemplary Syntheses as presented by Suri and Clarke (2009) also would be irrelevant.

The remaining list of meta study methods suitable for covering findings from both quantitative and qualitative studies could be divided into two categories; methods focusing on aggregating knowledge on rather specific research questions on one side e.g. Meta Synthesis as described by Sandelowski et al. (1997). On the other side is the positivistic majority of Systematic reviewers described by Suri and Clarke (2009) together with some exploratory and critical methods working with open questions, and thereby also coming closer to the qualitative research tradition. An advantage of the latter methods is their openness to research problems that are not necessarily strictly connected to the research questions for the studies under analysis, but rather to other aspects and findings, like how a phenomenon could be understood or how the context, conditions and other interfering circumstances that both quantitative and qualitative often tries to control for, actually may result in other new knowledge and learnings. Explicit examples of this school is Realist Synthesis (Pawson, 2006) and Meta Ethnography (Noblit & Hare, 1988). Both these methods are open to a variety of research paradigms,
domains and epistemologies. But while Meta ethnography put a strong focus on developing the understanding of a topic by identifying common denominators and translate metaphors among rather few thoroughly analysed studies, Realist Synthesis has, as the label suggest, the advantage of being more pragmatically oriented, but also of embracing variance in epistemologies, methods, contexts and conditions in order to answer questions like “what works for whom, in what circumstances” (Pawson 2006, p.25). Therefore, Realist Synthesis was chosen as method for this study and will be further presented and discussed in Section 3.3.
3 Research design and methods

3.1 Positioning the topic within PR/SC research

From a Strategic Communication (SC) and Public Relations (PR) perspective the filter bubble phenomena revolves around concepts, models and theories like framing, cognition, spiral of silence, social proof, cognitive bias, forming of attitudes etc. But the phenomena may of course also have a profound impact on both academic and professional PR/CS through the emerging robotization of both production and evaluation of PR/CS. This study draws on findings from many scholarly disciplines such as Sociology, Management, Computer Science, Anthropology, Health Care, Interaction Design, and Politics. But since the study foremost is an investigation of multiple levels of the contemporary conditions and environments for human communication the findings ought to be most welcome within Social Sciences as Politics, Sociology, Anthropology and SC/PR. Before detailing research problems and questions, it is relevant to situate the topic within PR scholarly traditions. But, there is also reason to positioning research on algorithm driven communication within the subdomain of PR research.

3.1.1 Filter bubbles in the PR scholarly tradition

The main question of this project, whether algorithms narrow and damage public discourse and with it democracy, places this study in the critical paradigm of PR (L’Etang, 2008; Pieczka 2012). However, by revealing empirically based practical aspects of online communication, the report also could contribute to research within the excellence paradigm (Grunig et al., 1992). Within the excellence paradigm there is an urge to understand how to be both proactive or reactive in communicating core corporate values in order to support long term legitimacy for a business. But the excellence paradigm also researches the role and effects of a business on its environment, and on its societal legitimacy, in order to uphold a long term license to operate (Cutlip, Center and Broom, 2006; Grunig et al., 1992; L’Etang, 2008). To serve the holders of this perspective, the aim of the study would be to inform scholars and practitioners on how to respond to an environment where stakeholders might best be reached as algorithmically
computed micro audiences potentially locked into filter bubbles or framed in echo chambers, but also on how to achieve transparency based trust when lacking control of mediated feeds or being held accountable for exploiting filtering algorithms and unsymmetrical access to data.

The critical scholarly paradigm dissociates from the positivist and operative agenda of the excellence paradigm by embracing that social reality, including PR profession and scholarship as such, are social constructions. With the aim of bringing change to the profession, central aspects are also the analysis of how intrusive PR as power player shapes society. Related to this are ethical aspects of interaction, transparency and symmetry between private and governmental organisations and resourceful networks on one hand, and their audiences on the other hand (L’Etang, 2008; Ihlen & Verhoeven, 2009). From this critical perspective the study aims to inform anyone who is interested in e.g. the editorial power of the big internet service providers or the potentially eroding public spheres, but also in how to analyse emerging online echo chambers both as victims of, and sources for power in society.

Form both a normative and strictly managerial PR perspective, an understanding of how and to what extent filter bubbles work, the study may inform anyone who is interested in safeguarding or develop the public spheres that, at least until hitherto, has been a central arena for PR to operate in.

3.1.2 *Algorithms in PR research and filter bubbles in PR-algorithm research*

Regardless of research paradigm, it is relevant to position the issues of big data algorithms within the PR domain. Unfortunately, contemporary PR research is only in the beginning of this quest. One of the few authors to engage is Simon Collister (Collister, 2015). Anchored in the critical paradigm and employing a neo-materialist perspective, Collister elaborates on the concept of Algorithmic Public Relations (Collister, 2016) as a lens for analysing how non-human actors, such as algorithms, and the increase in computational power, may affect public relations. And in doing that, he compiles the following, highly relevant questions:

... given the non-human agency in a neo-materialist world how do we conceptualize power and where does it lie? What are the ethical and moral implications
communication and acting from a quasi-subjective position? How can critical PR scholars study and understand such issues? (ibid, p.362)

Collister highlights, furthermore, the fundamental challenges to the power of PR brought about by the emerging communication landscape. It is necessary for both the PR profession and research, he argues, to recognise that computerised collections of information (in databases) presented as ubiquitous, non-interrupted feeds, or data streams, successively replaces narrative stories as the centre for communication, and that the editorship of these streams are driven by mediating algorithms.

Referring to Constine (2011), Collister (2015) exemplifies this with a case of a company that by overlooking Facebook’s algorithm-based censorship, failed to be transparent towards a critical audience during a reputational crisis. A more critically oriented example he gives is how the access and means to utilise big-data are asymmetrically distributed in society in favour of PR. Based on these and other developments, Collister urges critically oriented scholars interested in the power of PR to “go beyond socio-culturally constructed hegemonic representations” (p.366) and start to recognise the relevance of how non-human algorithmic (post-hegemonic) power interfere with traditional PR power by in some cases amplify it, while in other cases reduce it.

Another conceptual work on the how Algorithms and Big Data relate to professional and scholarly SC from a critical perspective is given by Holzhausen (2016). In her report, she analyses research in the area and urges both researchers and practitioners to recognise that current developments means that the power over SC is transferred to software developers. She also argues that algorithms never are neutral, and in many situations are misused in order to discriminate target groups. Furthermore, she highlights the importance of understanding the algorithms effects for communication outcome in the short run, but also the need to defend public spheres against segmentation. The segmentation issue, as one aspect of the filter bubble phenomena, is further detailed and discussed by Bentele and Nothhaft (2010) who describe public spheres as “communication spheres characterized by a high communication density and being defined by the density within the sphere being higher than towards the outside
of the sphere” (p.112). In their report, they also outline a development where interest groups, organised in real life or as algorithm served networks, push and pull messages that increasingly consists of references to other sources.

Both Collister and Holzhausen, together with many other constructivist analytics contribute with theory based understanding, sometimes referring to or anchored in empirical studies. But in order to fully understand what threats and possibilities the filter bubble phenomena bring to PR/SC professionals and scholars, and also to inform public policy makers who want to make evidence-based decisions, the starting point should be in what actually is known. This study aims to build a starting point for this by revealing aspects of algorithmic power, and indirectly indicate ethical aspects of utilizing it, but also by suggesting a method for monitoring the development in the area.

3.2 Research questions and limitations

The issues presented in the previous sections represents only a fraction of relevant questions to be asked regarding filter bubbles and democracy. But instead of picking out and dig in to one of these questions, the objective chosen for this study has been to identify and synthesise empirical research in the domain that have been reported and that could be relevant from SC/PR perspective. The key questions guiding the sampling and analysis of research studies has been: What is the state of empirically based knowledge on algorithm driven filter bubbles effecting discourse and democracy, as illustrated in Figure 1? This high level question is broken down into three open research questions as follows.

RQ1 (micro): Based in empirical research, what is known about how online algorithm driven filters affect confirmation of political worldviews?

Examples of studies expected to contribute here was analysis’ of generic or politically oriented effects on attitudes of individuals, and what mechanisms and moderators that may contribute or reduce these effects.

RQ2 (meso): Based in empirical research, what is known about the effects of online algorithm driven filters on political discourses?
Examples of studies expected to contribute to this question was those addressing how the filtering algorithms affect specific political discourses in online platforms, when and how different online platform might interact, or whether e.g. different topics are differently served by specifics platform.

**RQ3 (macro):** Based in empirical research, what is known about the effects of filter algorithms on political discourses and political outcomes on national and global levels?

Examples of studies expected to contribute could have been e.g. algorithm driven macro level forces such as personalisation of search engines, but also studies showing correlations between massive social media consumption and voting behaviour or evaluations of political elections with strong references to decisive effects of their filtering algorithms.

### 3.2.1 Limitations and restrictions by design

Although filter and recommender algorithms are at the centre, they are in principle considered as back boxes where only input and output is considered. Therefore, no attempts have been made to actually explain or analyse these algorithms beyond a layman’s level. Related to this, studies focusing on improving recommender systems were excluded since the result of these, if any, would be a worsening of a filter bubble effect.

Reports evaluating personalised online e-commerce platforms were excluded since their outcome by design ends with buy or no-buy decisions with only a limited expected effect on political attitudes, except from effects of marketed products.

The underpinning studies were systematically and purposely sampled by following upstream references from three defined starting points. An alternative search strategy, as discussed in Section 3.3.3, could have given other results.

### 3.3 Research method and implementation

Based on the research problem and research questions, the method selected for this study was screening and analysis of previous research in the area, i.e. a meta study, see Section 2.
3.3.1 **Realist Synthesis and filter bubble algorithms as a social program**

The Realist Synthesis method proposed by Pawson *et al.* (2001; 2005) and further developed by Pawson (2006) has its origin in Social Science. The method aims to support policy makers in making evidence based decisions through meta-analysis of scientific evaluation results from various kinds of social programs. Regarding practical applications, the method is indifferent to quantitative and qualitative research. Epistemologically the Realist Synthesis method positions itself as post-positivist “where it steers a path between empiricist and constructivist accounts of scientific explanation” (Pawson 2006, p.17).

3.3.2 **Filter bubbles as interventions in a social program**

The Realist Synthesis method was developed to synthesise evaluations of social programs that are expected to have an intended effect on a specific social phenomenon. In this study the filter bubble algorithms are considered to be the ‘social programs’ or *interventions*, with the expected outcome of *unintended* challenges to deliberative democracy. The method was initially designed for social programs such as the relation between street lighting and crime, the effects of youths mentoring programs on performance in schools (*ibid.*) etc. The question of whether these kinds of programs have any effect is relevant and important, and can be synthesised with care, given the six constraints to Meta Synthesis presented in Section 2. However, there are often significant differences between the implementations of the programs regarding the recognition of conditions and environmental settings and how the evaluations of these programs have been performed. This has encouraged the realist synthesists to focus on extracting knowledge based on these differences between variants of an intervention, i.e. under what circumstances, contexts, and for what groups *etc.* the variants have been studied. Or to quote Pawson, to find out: “what works for whom, in what circumstances” (2006, p.25). At the centre of the strategy for answering these kinds of questions is the analysis of research reports where the analysis is enlightened by theories or models of how the investigated social program was intended to work. Typically, these theories are described as a causality model built on the components initial
Condition, Intervention, Mechanisms and Outcome. These components are flanked by the circumstances in form of Contexts, Mediators and Moderators.

The central assumption of the Realist Synthesis method is that many of these components vary between unique implementations of a social program. This assumption leads to the demand that the research problems are stated as open questions regarding the relation between the outcome of an intervention and its circumstances, which in statistical synthesis is a problematic. Therefore, the circumstances are put in focus for the exploration, and the variation of circumstances turned into an advantage. This is a central argument for the very openly formulated research problem; “what is known about” on the micro, meso and macro levels of the full filter bubble casual chain. Another motivation is the aim to design and test a research process for continuous updates of the knowledge base on the topic. Given this, it is no hurry to identify and analyse all research in the area, but to find enough research to develop and prove the relevance of the model. Thus, this study could be viewed as an initial iteration exploring some relevant Initial conditions, Mechanisms, Contexts, Mediators, Moderators and build a foundation to a mosaic of what-works-in-what-circumstances. Some known knowns would be identified and mapped into the model. And if findings in some regions of the model contradict each other this could indicate known unknowns. However, unknowns that depend on that issues in the model not yet have been researched, or research that have been performed but was missed due to decisions in the sampling process, would continue to be unknown unknowns. Examples of both of these types of unknowns are illustrated as question marks in Figure 4 and Figure 7.

3.3.3 Realist Synthesis – the process

When Pawson (2006, chapter 4) describes how to perform a Realist Synthesis, he contrasts the process with what he refers to as the “‘standard’ sequence of systematic review” (p.79) leading to an iterative research process model with steps as described in Table 1. The process is rather straightforward and will not be further commented here; the reader is referred to Pawson (2006) for details. In order to explain decisions regarding the implementation of the study that could affect results, validity and repeatability, but also some deviations from the model, key elements
of the process are described below. Where it is applicable, cell numbers in Table 1 are referred to. When directly referring to explicit reports underpinning the analysis and synthesis the publication numbers (#) in Appendix A are used.

The objective of the first iteration was to formulate the mission, describe primary theories and to identify studies and reports in order to verify that there are enough studies performed in the field to motivate the coming efforts. The map of the territory and key theory regarding contexts, moderators and outcomes (Table 1:1a) on the micro-meso-macro levels are reported in Section 1.2; here as a reminder repeated as: filter bubbles make people isolated and narrow minded, which is bad for public discourse and thereby for democracy.

With 2.500 reports in Google Scholar somehow related to filter bubbles it was for practical reasons necessary to reduce their numbers for thorough analysis. The strategy recommended by Pawson (2006) in this situation is to use purposive and iterative sampling. In order to reduce search bias, and to form a starting point for the sampling, the search started out of from three different batches of publications;

- 28 first publications identified by searching the term “filter bubble” in google scholar filtered by the publish year 2016.
- 30 publications identified as relevant among 108 annotated bibliographies performed by university students in 2013 (Annotated Bibliographies, 2013).

<table>
<thead>
<tr>
<th>High level tasks</th>
<th>Iteration 1</th>
<th>Iteration 2</th>
<th>Iteration 3</th>
<th>Iteration 4</th>
<th>Iteration 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Identifying the review question</td>
<td>1a. Map the territory / Map key program theory</td>
<td>2a Prioritizing the review questions</td>
<td>3a Formalize the model to be tested</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Searching for primary studies</td>
<td>1b. Background familiarization search</td>
<td>2b Search for sources of program theory</td>
<td>3b Search for empirical studies to test model</td>
<td></td>
<td>5b Search for further empirical studies consequent on revisions to model</td>
</tr>
<tr>
<td>c. Quality appraisal</td>
<td></td>
<td>3c Assessment of relevance of primary inquiry to inform the model</td>
<td>4c Assessment of rigour of primary data to test theory</td>
<td>5c Further assessment of rigour as each study enters the synthesis</td>
<td></td>
</tr>
<tr>
<td>d. Extracting the data</td>
<td></td>
<td>2d Annotation notetaking on candidate theories</td>
<td>3d Collation of materials from selected primary studies</td>
<td>4d Detailed reporting of evidence from each case study</td>
<td>5d Differential reporting of evidence from each case study</td>
</tr>
<tr>
<td>e. Synthesizing the data</td>
<td></td>
<td>2e Prime focus of synthesis selected and formalized</td>
<td>4e Absorbing primary materials into developing synthesis</td>
<td></td>
<td>5e Juxtaposing, adjudicating, reconciling and situating further evidence</td>
</tr>
<tr>
<td>f. Disseminating the findings</td>
<td></td>
<td>2f Negotiation with decision makers on analytic and policy focus</td>
<td>4f Consultation on which emerging lines of inquiry should be followed</td>
<td></td>
<td>5f Summary theory to initiate process of “thinking through” future implementation decisions</td>
</tr>
</tbody>
</table>

Table 1: A task - and time matrix for realist synthesis. Based on Pawson 2006, p.103 but rotated and numbered in order to facilitate the understanding of the report, where the latter represents the position in the standard sequence of systematic review.
• 17 publications on the topic known to the author before 2016.

Ten of the 75 reports where overlaps. Of the 65 remaining reports, five were excluded as they were written in languages not understood by the author (German and Spanish). The remaining reports were downloaded and their bibliometric data, abstracts, and keywords were recorded. They were also briefly analysed with respect to in what context they used or referred to key terms as *filter bubbles* or *echo chambers*. Upstream references for these concepts were also recorded as input to the second search iteration.

Mainly based on *titles, abstract* and *keywords*, but also on the usage of key concepts in the model, the publications were categorised according to Table 2.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Number retrieved for analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claim candidate</td>
<td>Probably based on primary empirical research making claims in or near the model</td>
<td>18</td>
</tr>
<tr>
<td>Analysis support candidate</td>
<td>Secondary research that might contribute to explanations and theory within the model</td>
<td>18</td>
</tr>
<tr>
<td>No claim or analysis</td>
<td>Probably no claims, e.g. just referring to filter bubble as a related phenomenon or difficult to access.</td>
<td>29</td>
</tr>
</tbody>
</table>

**Table 2**: Categorisation of publication found in the initial search round.

Thereafter, a first attempt to map the publications (based on abstracts) to an initial four-step high level model was performed. It resulted in a distribution as illustrated in Figure 2.

**Figure 2**: Initial mapping publications of the first search round to an initial four-step filter bubble model. The numbers refer to publication number in Appendix A. Initial Claim Candidates are marked in green. Analysis Candidates are marked in yellow. Reports excluded for different reasons are marked in red.
Preliminary search for theories (Table 1:2b) and further empirical research (input to Table 1:3b) to test the model on was conducted simultaneously through thorough analysis of the 18 claim candidates. The result was documented according to the themes in Table 3.

The result of this analysis was that four (#6, #28, #44, and #47) of the 18 claim candidates could be discarded as false positives since shown to be oriented to e-commerce or not empirical. These were therefore re-categorized as “no longer claim candidates”. A reanalysis of the Analysis Candidates revealed three false negatives [#8, 10 and 41] as potential claim candidates to be analysed together with claim candidates later identified in the second search round.

The research process started out from an assumption that it would be possible to find studies clearly connected to each of the four steps of the initial model as illustrated in Figure 2. However, due to difficulties to differentiate studies addressing the first two steps filtering algorithms and attitude development, but also due to the fact that hardly any of the studies evaluated effects on attitudes, the decision was taken to combine the first two steps into the micro level of a micro-meso-macro model as outlined in Section 1.2.

Before the second search round, the thirteen claim candidates quite easily were analysed and annotated according to the annotation scheme in Table 3. The reports were also re-categorised into the three-step-model.

Figure 3 illustrates a graphical summary of empirically based findings in the claim candidate reports identified in the first search round. Unfortunately, not so many studies referred to theories (Table 1:2d); none on meso-level. Some of the expected moderators and intermediate or final outcomes in the model as discussed in Section 1.2, were identified in the reports, while many of these (red fields of Figure 3) were not identified in the samples of the first iteration.

<table>
<thead>
<tr>
<th>Themes for annotation</th>
<th>Analysis of claims</th>
<th>Analysis of claim candidates in the first and second search round</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contexts/domain, conditions, definitions, constructs etc.</td>
<td>On methodology and explicit epistemological stance and reasoning (for step 2d)</td>
<td>Upstream references for referred to SCP/R related theories (for step 2b)</td>
</tr>
<tr>
<td>Research question / Problem</td>
<td>Referred to SCP/R related theories (for step 2d).</td>
<td>Upstream references for empirical research on the topic (for step 3b)</td>
</tr>
<tr>
<td>How the filter bubbles are argued as contributing to explanations of conclusion deduced from key findings?</td>
<td>Upstream references for referred to SCP/R theories (for step 2b)</td>
<td></td>
</tr>
<tr>
<td>What claims with respect to the filter bubble that is made by or derived from the study</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model position - in the new micro-meso-macro model</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Themes for annotation of claim candidates in the first and second search rounds.
Some steps of the first and second iterations focus on limiting the scope of the synthesis into a manageable task (Table 1:2a, 2e, 3e). The prioritisation of the review questions is reported as scope limitations in Section 3.2.1. Since one of the scopes for the study was to identify theories, it was already in the first iteration relevant to identify what theories or concepts that had informed the models used in the claim candidate reports. Unfortunately, and Pawson (2006) warns against this, many of the reports did not anchor their studies in established theories but rather indirectly implied the existence of them. However, the following theories, models or concepts were explicitly referred to in the studies: Framing, Social proof, Confirmation bias and Selective exposure and theory of structuration as reported in Figure 3. At this stage, the high level theory (Section 1.2; Figure 1) prevailed and no alternative candidate theories were revealed among the empirical studies found in the familiarisation search.

Figure 3: High level summary of findings from 13 (of 18) empirical claim candidates identified in initial search round (Table 1:1b) Micro level in green fields, Meso-level in blue fields, Macro-level (in orange fields). Red fields represent aspects and moderators hoped for but not identified in the reports.

The strategy for assessing relevance (Table 1:3c) through analysis of abstract and keywords was, with exception for the initially ignored search for false negatives among the
analysis candidates, shown successful regarding studies on the micro level. However, since disappointingly few studies were found on meso and macro level, special attention were put on these levels during the second search round. When preparing for the second search round, two competing strategies for the purposive sampling had emerged. One alternative was to go downstream from the most promising studies in the familiarisation research, and thus investigate studies referring to them. A second alternative was to continue analysing upstream research given by the familiarisation search. Based on the mission of setting a baseline for future research on the topic, the decision to continue with the upstream references was taken.

In the second and final search round, 75 reports found relevant were localised. Those accessible were recorded and briefly analysed in the same way as familiarisation search, but now directly categorised into micro-meso-macro levels. The new claim candidates were then thoroughly analysed and annotated according to the themes in Table 3. Five reports that on abstract analysis level was considered as empirical analysis of effects of search engine personalisation or algorithm awareness, was due to time constraints, late in the process excluded from the analysis.

Some activities in Table 1:[2f, 4f and 5f] were excluded from the process due to lack of access to real stakeholders, but indirectly addressed in Section 5.

Strategies for dealing with the validity of the underpinning reports (Table 1:4c and 5c) are presented in Section 4.1. The presentation and analysis of the underpinning reports (Table 1:4d) are documented in sections 4.2-4. The synthesis, including discussion about the validity of the final results are presented in Section 4.5.
4 Analysis and synthesis

4.1 Description of underpinning studies and synthesis strategy

Sidestepping the discourse within Social Science of whether micro-level behaviour form macro-level structures or if the macro-level structures sets the parameters for micro level behaviour, the reports were categorised into micro, meso and macro level. The criteria for studies to be categorised to the micro level was that their evaluated outcomes were analysed on an individual level. Most of the studies here address variants of selection or confirmation bias in feed oriented communication, and thereby contribute to the understanding of the key necessary component of filter bubbles phenomena to occur. However, none of these studies actually address to what extent filtering algorithms, in the Pariser (2011) sense, contribute to the exposure of political content in ways that are likely to affect political discourses. The criteria for categorising studies into meso level was that they address online structures on group or community level. Most of these studies describe clusters of interconnected content as a necessary foundation of online echo chambers supporting public discourses. However, it is important to emphasize that, for the filter bubble model to be valid on the meso level, it should be shown likely that these content clusters are visited by the same users over long periods, preferably without competing influences from other echo chambers, or from offline communication. The common denominator for studies categorised to the macro level was that they address structural algorithm related online phenomena which might affect the exposure to political content, and thereby directly or indirectly public discourses on global, national, meso or micro level. Some methodological characteristics of the 28 analysed reports, and high level distribution of over academic disciplines, are summarised in Table 4.

Each of the three following subsection presents the studies on macro, meso respective macro level in relation to the filter bubble model, and thereby also address the research question (Section 3.2) for each level. Each subsection is also complemented with a figure summarising most relevant conditions, inputs, moderators and outcomes and a table (Appendix B-D) giving more details.
<table>
<thead>
<tr>
<th>Analysis level</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysed on Micro Level</td>
<td>13</td>
</tr>
<tr>
<td>Analysed on Meso Level</td>
<td>8</td>
</tr>
<tr>
<td>Analysed on Macro Level</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Number of</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative</td>
<td>24</td>
</tr>
<tr>
<td>Qualitative</td>
<td>4</td>
</tr>
<tr>
<td>Case study</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Based on</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews</td>
<td>2</td>
</tr>
<tr>
<td>Survey</td>
<td>8</td>
</tr>
<tr>
<td>Real world data</td>
<td>18</td>
</tr>
<tr>
<td>Experimental platform</td>
<td>7</td>
</tr>
<tr>
<td>Experiment on real-world platform</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High level academic discipline</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social sciences and computing</td>
<td>9</td>
</tr>
<tr>
<td>Web technologies</td>
<td>6</td>
</tr>
<tr>
<td>Communication, Media studies and Journalism</td>
<td>5</td>
</tr>
<tr>
<td>Political science</td>
<td>3</td>
</tr>
<tr>
<td>Generic science</td>
<td>2</td>
</tr>
<tr>
<td>Defence and Security</td>
<td>1</td>
</tr>
<tr>
<td>Management</td>
<td>1</td>
</tr>
<tr>
<td>Science</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Methodological characteristics and high level distribution of over academic disciplines of the purposely samples studies underpinning the analysis.

The issue of validity of results from the underpinning reports (Table 1:4c) is handled in two partly complementing ways. First, all reports underpinning the analysis and synthesis are peer reviewed and published within respective scientific community. Since this is a multi-disciplinary study and since the author only partly is competent to validate or translate criterions for scientific rigour within or between these disciplines, the results of each underpinning study are considered valid. This strategy is problematized but recommended by Pawson (2006). Secondly, a side effect of this is that policies regarding significance of statistical findings follow the policy of each report. If the analysis and synthesis refer to statistically non-significant results this is explicitly mentioned.

The concluding synthesis (Section 4.5) was based on triangulation of finding from the underpinning studies. In order to strengthen the validity, a conservative strategy was applied, where a key criterion for inclusion was support from more than one study, preferably on different levels or based on different methodologies, or if the result referred to was based on a very strong stand alone result. All identified conflicts among the underpinning studies are reported in the analysis. Results based on real world users, or based on real user data, have been considered stronger than results from experiments.
A high level description of how the following subsections are interlinked with a variant of the filter bubble model is illustrated in Figure 4. This could serve as a reading guideline or the following presentation.

**Figure 4:** Mapping of subsections into an expanded version of the filter bubble model where the tokens +/- represent direction of impact and question marks stands for not known or unclear direction of impact. The colour code red stands for “expected negative impact on diversified public discourses” and green stands for the opposite. Yellow stands for neutral impact or unclear direction. Dotted lines stands for that no results on the issue is provided by the underpinning studies.

### 4.2 Micro level analysis

When brought together, the reports underpinning the micro level analysis, and thereby addressing RQ1, do not show evidence of filter bubble effects on an individual level on political topics. However, they do reveal some common denominators highly relevant for the understanding of how and when filter bubbles could occur. Figure 5 summarises the most relevant contexts, moderators and outcomes on individual levels in the domain of online and mostly feed oriented communication. Since the contexts, moderators and outcomes of these studies are so varied it would be inappropriate to report the numerical impact of each moderator. In general, they are significant but weak.
Unfortunately, the only studies in the sample that actually tried to measure, but also showed significant but weak filter bubble effects over time, did this in the context of popular culture (Section 4.2.1). A context that only to a limited degree could be expected to affect political discourses. However, to the extent that personalised filtering algorithms are fed by user click behaviour, as expected by the filter bubble model, the group of studies that investigated...
online behaviour in a context of political communication (Section 4.2.2), do contribute to the understanding of potential ideological filter bubble effects on an individual level; this by confirming that ideological selection bias\(^6\) and confirmation bias are highly relevant factors in online feed oriented environments.

Many of these studies were performed on experimental online platforms combined with surveys. Some of these platforms were designed to evaluate what potential various visual or text based ideological cues have to reduce selection or confirmation bias, as strategies to mitigate filter bubble effects. Some of them succeeded in this, but when brought together, one of the most interesting results here was that different personalities or personas show different behaviour. Curious or knowledgeable users seem to be more immune to selection bias than users less interested in, or less informed about, a given topic. It was also shown that threatening topics in most settings increase selection bias.

The relevance of reducing ideological biases by introducing ideological cues in online feeds could however be questioned by the results from a group of studies (section 4.2.3), showing that other than ideological cues, as e.g. the popularity of a message, probably have a stronger impact on user click behaviour. Therefore ideological cues are less likely to be implemented in real world online platforms. Section 4.2.4 presents studies addressing how users perceive and understand filtering algorithms, but none of these evaluate the consequences of this awareness.

4.2.1 Filter bubble effects in the domain of popular culture

Two of the selected studies were directly designed to address the filter bubble phenomena on a micro level, both of them based on real user data. Unfortunately, for the purpose of this study, the studies were performed in the context of popular culture. Through statistical analysis of system log files for a movie recommender platform, Nguyen et al. (2014) showed that users

\(^6\) The term selection bias is from here used to emphasise the decision to follow (select) a link to expected attitude reinforcing information.
over a period of 1.5 years got a slightly narrower preference for movies, and thereby confirm a weak filter bubble effect in this isolated setting. Contrary to their expectations, the authors could also show that *content based recommendations* had a stronger moderating effect than recommendations based on active recommendations from *other users*. With a different angle, Hosanagar *et al.* (2013) partly confirmed and partly refuted the result in a nonrandomized test of users versus non-users of recommenders in a plugin to an early version of iTunes. The Hosanagar report showed that, except from significantly increasing their music consumption, the total population of recommender users became closer to each other in consumption pattern, while the non-users did not change their consumption volume or consumption pattern at all. This result indicates a filter bubble effect for the group of all recommender users. However, in contrast to Nguyen *et al.* (2014), Hosanagar *et al.* (2013) also showed that on an individual level the recommender users actually broadened their consumption mix, and in that refuted an individual filter bubble effect found in the Nguyen study. However, since Nguyen *et al.* (2014) based their similarity measures on generic movie genres while Hosanagar *et al.* (2013) based their similarity measures on artists, which very well could represent the same music genre, one should be cautious to compare their results on this.

Neither of the two studies analysed potential effects of real social relations between the users. But a third study in the context of popular culture was reported by Sharma and Cosley (2016). This study, too, was based on real world user data from personalized media services (last.fm, Good reads, Flixter and Flickr). The study evaluated the performance of different types of recommendation algorithms and showed that *homophily* (operationalised as similarity in historical preferences) was a stronger predictor for content sharing behaviour than social bond with online friends was. This result suggests that *content based* algorithms for those services would be stronger than *social based recommendations*, a finding closely related to the findings of Nguyen *et al.* (2014) that *content based recommenders* for cultural content are more effective than recommenders based on other users’ active recommendations.
4.2.2 Moderators and Interaction design affecting ideological bias on political topics

Anchored in theories of cognitive dissonance and selective exposure, Liao and Fu (2013) developed an experimental platform that simultaneously exposed a pro and con factual message, or a pro and con opinion, on controversial topics to a panel of test subjects. The test subjects were then urged to inform themselves on the topics. Through analysis of message selection based on user logs, combined with pre and post surveys, they showed short term (two weeks) effects on user attitudes towards the topics in various directions. The experiment also confirmed a selection bias toward attitude consistent facts and opinions, especially towards topics related to anxiety or threat, but that this effect was weakened by high involvement in the topic. The study also indicates that high involvement in a topic drives a behaviour to seek out opposing facts as well as opposing opinions, while people with low topic involvement prefer peer opinions over opposing facts. The experiment operationalized the users’ attitudes on a topic on a seven step scale from strong pro to strong con but did not try to measure the strength of an attitude position (that would mean worldview confirmation). Moreover, it is difficult to tell from the report any outwards shifts in attitudes (that would mean radicalisation). But the attitude changes, that in other words would be the opposite to worldview confirmation, were stronger for users exposed to both attitude consistent and inconsistent messages, but less so on high involvement topics. The latter could suggest that a worldview conservation effect could be strongest for users with low involvement on threatening topics.

With a similar setup, Liao and Fu (2014) developed an experimental online discussion forum where message headlines were complemented with a scaled graphical visualisation of the senders’ attitude position on the topic. Through analysis of survey results on prior attitudes and knowledge on the topics, combined with analysis of logged user behaviour, they showed that visualizing the senders’ position on the topics inspired knowledge seeking users with moderate position to read arguments and learn from moderate opposition, but ignore messages from both extreme supporting and opposing positions. In some of the settings users with low accuracy motives choose to be exposed to more extreme arguments.
In a survey based experiment on selection bias by Yeo et al. (2015), U.S. respondents were shown the same news on nanotechnology but with modified text based and visual ideological cues in the article. Thereafter the respondents were urged to choose further reading from a feed oriented list consisting of nine different headlines accompanied with abstracts. These articles were also reinforced with combinations of visual and text based ideological cues. The result showed that when the news article had no ideological cues the respondents held a strong preference for ideological consistent further reading on the topic, and thus confirming ideological selection bias under uncertain conditions. The preferences for ideologically inconsistent further reading increased with both consistent and inconsistent cues in the news article. Both these results are in line with Liao and Fu (2013).

Yet another study in this category was performed by Garrett (2009) focusing on political news preferences among partisan subscribers to two U.S. online newsletters. This study, too, was a survey based experiment where the participants, after revealing their political positions on a left-right scale were exposed to news headlines (the wording of the headline as only cue) and offered to read some of the articles. Afterwards they were asked questions on how they perceived the delivered articles etc., but also about their perception of the platform as such. Extending Yeo et al. (2015), this study also measured time spent actually reading the articles. As expected, the study showed significant high ideological selection bias leading to reading of attitude reinforcing news, here also controlled for socioeconomic factors. The study also showed that selection of attitude challenging messages was very common among the users. And in this group of users, there was also a high degree of actual reading of the opposing texts.

4.2.3 Challenges to the relevance of designing for diversity

With an experimental setup similar to Garrett (2009), but addressing the step from online news headlines to news stories, as well as using a more representative sample of respondents, Messing and Westwood (2012) performed two survey based experiments comparing effects of
popularity cues\(^7\) (number of Facebook likes) to ideological cues (news media logotypes) on the selection of ideological consistent respective inconsistent news articles. The first experiment simulated an online news media environment, while the second simulated a social media oriented environment. Both experiments showed that without neither popularity nor ideological cues there was a clear selection bias towards ideological consistent articles as shown by many of the studies presented in section 4.2.2. However, when introducing both popularity cues and ideological cues, the popularity cues strongly outperformed the ideological cues as predictor of click behaviour.

Another survey based experiment trying to test cues for online news aggregators with diverse ideological content, that could be satisfying for individuals with different preferences was performed by Munson and Resnick (2010). The study tried to group the respondents into the categories diversity seekers, challenge averse and support seekers but could only confirm the two first among the participants. This result acknowledges the relevance of categorising users into the groups diversity seekers and challenge averse. However, the main result showed that highlighting or sorting ideological consistent news headlines could not improve the challenge averse individual’s satisfaction with the news aggregator.

Bond et al. (2012) reported from a full scale randomized controlled trial experiment on 120 million Facebook users older than 18 years during the American 2010 U.S. Congressional midterm elections day. At the top of the users Facebook news feed, they showed a for the purpose designed post that (i) reminded about the election, (ii) offered a link to the closest polling stations and (iii) offered a clickable button for stating that ‘I voted’. Half of the participants were also shown photos of Facebook friends that already had pushed the ‘I voted’-button, thereby introducing a social proof oriented angle to the messages, while the control group was not shown any corresponding photos. The experiment also cross-referenced the self-

\(^7\) In the report the number of Facebook likes is used to represent social endorsement, but in order to not confuse the concept with situations where the endorser actual is known to the respondent (as in Bond 2012 et al.) the term popularity is used here.
reported voting with real voting behaviour from public records. The overall result indicated a significant positive impact on real world voting turnout on U.S. national level. Thereby they also showed a significant impact of online feed oriented messages on real world politics. However, the study also showed that the social proof oriented visual cue of photos of close friends, strongly outperformed corresponding cues to distant friends as predictor of the outcome. Since the message post was put as number one for all 120 million users it is unfortunately impossible to draw any conclusion about how Facebook’s filtering algorithm could have affected the outcome. However, in the study social closeness was operationalised as frequent Facebook interaction, and since this is assumed to be given very high priority in Facebook’s news feed algorithm, it is likely to believe that any filter bubbles on Facebook would have propagated to the voting turnout.

All-in-all, the three reports presented in this section indicate that the relevance of ideological cues as instrument for reducing selection bias in feed oriented environments, as instrument for stimulating diversified public discourses could be questioned.

4.2.4 Awareness and understanding of filtering algorithms

In a mixed method analysis of responses to an Internet survey answered by 464 experienced Facebook users, Rader and Gray (2015) showed a broad variance in how users understand the workings and effects of Facebook’s filtering and prioritising of their personal news feed. A central result of the study was the identification of six partly overlapping high level positions with respect to attitude and understanding. In summary, they found at one end of a spectrum a group of the respondents that were highly aware of the algorithm, and also had a rather realistic perceptions of how the algorithm worked; that their news feed was affected by both how they used the system and how they configured their personal settings. On the other end was a group that was not at all aware of the filtering and perceived no problems. In the middle was a group that sometimes experienced the frustrating perception of missing posts, but had only had limited ideas of why.
In order to test how to increase algorithm awareness, Nagulendra and Vassileva (2014) developed a prototype social media platform where each message on both controversial and less controversial topics was complemented with graphic illustrations of attitudinal distance on the topic to network friends, represented by a clickable photo and name. They also developed a similar solution illustrating distance to related topics. A survey with test persons showed increased awareness and understanding of both socially and content based filters, but also an increased perception of ability to control the filtering.

Brought together, these two studies show a broad span of algorithm awareness that could affect the attitudinal effects of both algorithms generated and self-selected filters. They also show that the awareness could be increased by revealing the workings of the algorithms to the users. However, based on Munson & Resnick (2010), there are reasons to believe some users groups would likely reject this kind of interference.

4.3 Meso-level analysis
Most of the studies categorised as empirical on meso level, and thereby address RQ2, identify and investigate virtual online communities on controversial topics like Extreme Right (ER) politics, Climate Change, Radical Islamism and alternative treatment of Lyme Syndrome. Also discussed in three qualitative studies are experiences from within such echo chambers that give plausible explanations to how online echo chambers may facilitate not only worldview confirmation, but also radicalisation. Together, the studies verify the existence of, and to some extent also shed light on the inner mechanisms of single echo chambers for political discourses that are relatively isolated from each other; an isolation of discourses that ought to be a necessary cornerstone for the filter bubble model to be plausible on the meso level. However, none of the reports addresses to what degree these echo chambers are reached through, and sustained by, algorithm driven filters\(^8\), self-selected filters, or by other means. On the contrary,

---

\(^8\) An exception to this is O’Callaghan et.al (2010) that based online ER echo chambers on the results from YouTube’s video recommender algorithms
the studies addressing this entrance problem suggest e.g. off-line contacts, self-selected twitter feeds, or search engines as gateways. Only to a limited degree do the reports shed light on whether a visitor of one echo chamber on specific ideological positions consume consistent content from other online or offline environments. However, one study does analyse the temporal sustainability of echo chambers, and another present factors affecting users to stay over time in an online platform. These studies could have underpinned the filter bubble model, but they point in different and partly disparate directions. A summary of moderators affecting online echo chambers are presented in Figure 6.

Figure 6: Summary of conditions moderators and outcome in online echo chambers. The tokens +/- represent direction of impact and the colour code green stands for “expected positive impact on public discourses” and red stands for the opposite. Yellow stands for neutral impact or unclear direction. Dotted lines are used when the moderating effect in not measured through quantitative methods or explicitly reported in the underpinning reports. Further details are described in Appendix C.

4.3.1 **Online isolated and polarised echo chambers for political discourses**

O’Callaghan (2010) followed ER-related tweets to algorithmically generated English or German language YouTube-channels. These channels were then analysed with respect to ER sub topics
with the result that users exposed to one ER oriented video are likely to be recommended another and similar video. Through content analysis of e.g. meta text and user comments, the study also measured, on a more detailed level, how different ER sub ideologies, e.g. Anti-Islam, Populist or White Nationalist, were clustered with content-wise different densities, overlaps and distance/isolation. Differences in this respect were also shown between English and German language content. However, the report did not show how and by whom these content bubbles were visited; by the same individuals over time with expected worldview reinforcement as outcome, or if the visitor turnover was high and thereby with less expected impact on worldview reinforcement.

The study design decision by O’Callaghan et al. (2010), which was to start off from Twitter references to the YouTube content clusters, raises the question of who is reached by the referring tweets and to what extent echo chambers on Twitter could be expected to propagate to YouTube content clusters. This question was partly addressed by Williams et al. (2015) analysing clusters of Twitter discourses on the topic of Climate Change. By grouping users of five relevant #tags into groups that (i) included references to other tweeters (mentions), (ii) retweeted messages or just being (iii) followers, they identified three categories of networks of users with mutually different characteristics with respect to attitude towards the topic and sentiment in messages. A central result was evidence of strongly polarized and relatively isolated discourses among users supporting respective refuting the dominant science based view on Climate Change and through this isolation seldom being reached by arguments from the opposition. The study also revealed that this polarisation, or homophily, was strongest for the follower networks and retweet networks, and that a vast majority of the total number of tweets were shared within these two groups. However, some of the mention networks, revealed a more balanced discourse containing both pro and con arguments. In general, the sentiment analysis showed significantly more negativity towards the opposition (outgroup) and opposing arguments and corresponding positivity towards the ingroup. A result that indicate that visitors to these echo chambers, at least are reached by information of the mere existence of opposing
arguments. Negative sentiment towards the outgroup was also shown for participants in heterophilic networks holding polarised views.

Assuming that ER discourses on Twitter would show the same characteristics as the Climate Change discourses, this would indicate that an echo chamber effect on Twitter for ER content would directly propagate into the ER echo chambers on YouTube shown by O’Callaghan et al. (2010). However, since the filtering of Twitter messages, as understood by the author, is relatively self-selected, it is once again hard to claim an effect of filtering algorithms. Instead the question propagates to how users select whom to follow on Twitter. Verifying the existence of online ER echo chambers, but also extending them to include some other major platforms, O’Callaghan et al. (2013) analysed networks of ER content and to some extent also users. This study did not measure distances between or density of the networks, but did analyse for how long the networks sustained and how persistent different users’ (accounts) were. Again, this study started from English and German language tweets and identified and tracked the development of online ER networks of both users and content over five months by following links in retweets and mentions (the same strategy as in Williams et al. (2015)) not only to YouTube clusters, but also to public websites, blogs and openly available content on Facebook. A central finding was the revealing of thematical connections between the online footprint of electoral and non-electoral ER organisations or ad-hoc groups related to them. But the study also showed that links to mainstream media content was highly present and mostly referred to content supporting the ER agenda, thus enforcing the image of a strong homophily over multi-platform echo chambers. Regarding the question of long term exposure, the study showed that only few network members were persistently active in each network over the entire five-month period, while the majority was not. This would indicate that the majority of the participants were exposed to the content for only a limited time period with a corresponding limited expected impact on worldviews.

Another result related to this was that some of the networks were rather short lived. This was explained by that the ER scene as such is very agile or dynamic with corresponding short duration of active accounts and websites, but also that some ER organisations and
members, through legal banning, get their accounts closed by Internet service providers. In both cases they would disappear from the radar of this kind of study. A similar situation would likely not emerge in the Climate Change discourse or Lyme syndrome discourse (below).

4.3.2 Processes inside online echo chambers

The three studies above show clear evidence of the existence of empirically measurable online thematic echo chambers, and also how these may relate to each other within and between different platforms. Mankoff et al. (2011) investigated the dynamics inside a mixed\(^9\) platform echo chamber environment. Based on survey responses from a small sample of Americans suffering from prolonged Lyme symptoms they analysed the respondents’ online behaviour. The result showed that the patients, when trying to understand their disease, over time developed a search behaviour that led them into online communities that advocated, by the majority of medical expertise considered, ineffective and dangerous understanding of how to treat the disease. The report shows examples of how individuals embarked on a career from limited understanding of science based treatments through ad-hoc searches on the topic ended at websites and online communities arguing for and reinforcing alternative and unproven methods. The results were quantitatively verified by survey results showing a positive correlation between period of symptoms and visits to web-sites advocating the non-science based perspective. The respondents also revealed how these online environments helped them to socially construct a new identity with respect to the disease, but also how they had been encouraged to actively support other Lyme Syndrome sufferers. Some of the respondents also adopted an activist approach towards the outside world, and some respondents described how they became more alienated towards their real world social networks. Among the respondents’ quotations, obvious examples of confirmation bias, social proof, and spiral of silence, were represented.

\(^{9}\) The platform mix as such was neither described nor analysed.
All in all, Mankoff et al. (2011) illustrates plausible ways for both radicalisation and polarisation. The radicalisation aspect was more or less confirmed by a qualitative study reported in two publications by Edwards and Gribbon (2013) and von Behr et al. (2013). The study was based on evidence presented in court, online footprints from computer caches, but foremost interviews with ten convicted terrorists and five other respondents being revealed by authorities during a radicalisation process. The respondents represented e.g. Islamism, ER and animal right issues. The high level result of the study was a clear confirmation that online echo chambers facilitate self-radicalisation as well as radicalisation supported by active online recruiters. On a detailed level, the report adds additional examples to Mankoff et al. (2011) descriptions of the abilities of these echo chambers to (i) offer role positions for careers within an online community, to (ii) facilitate and strengthen identity construction as community members, and to support alienation towards (iii) personal real life networks and (iv) to facilitate alternative worldviews. The study did not analyse the relative isolation of echo chambers. But the analysis of respondents’ Internet history, retrieved from computer registers, showed for some of them a background with a dual online social world including internet activities outside politics. In contrast to this, other respondents had an online life limited to a spectrum of e.g. religious content to guidelines for constructing suicide bombs. The latter as an example of user with an active online behaviour strongly focused inside an online mixed platform echo chamber.

4.3.3 Entering and staying in echo chambers

One out of many possible clues to how people find and enter online echo chambers may be given by Sanz and Stančík (2014). Through statistical and narrative analysis of Google search words combined with a socio economic survey their study analysed how users shifted their Internet search behaviour during four major threatening events. The study showed how search patterns change between phases of a crisis. In the initial phase, users look for factual answers on

---

10 WikiLeaks publication of US diplomatic cables 2010; Japan tsunami 2011; the killing of Bin Laden 2011; and the advent of Irene hurricane on the US East Coast 2011. (Sanz & Stančík, 2014)
the development of events and thus target big and trustworthy traditional media. After a while they get more interested in either religious or philosophical aspects answered by more sacred or conspiracy orientated media platforms. The authors argue that this shift from facts to belief is motivated by a personal need to reduce existential anxiety and (re)gain trust and thus that, except from pure instrumental functions, the search behaviour in Internet mature societies also serves significant sacred needs. The relevance of threats for selection bias was confirmed by Liao and Fu (2013) on the micro level. But more important here is the understanding of the importance of how societal crises, or personal crises as in Mankoff et al. (2011), may inspire people to go beyond the top lists of search engines and find what initially was perceived as more odd information.

A factor that might shed some light on who stays in a platform over time was investigated by Lang and Wu (2013). Through statistical analysis of large quantities of crawled data from Twitter and Buzznet, they showed that the more active a user of the platforms is, measured as getting posts and sending posts, the longer they stay as users of the platforms. The study also shows that users with central positions in the social graph, operationalised as having far more followers than they follow, are the ones that stay longest. The latter inferring that intense senders in a specific platform also are the ones that over time are likely to be exposed to the circulating messages on the particular platform.

### 4.4 Macro level analysis

The reports presented and discussed in this sections address RQ3 and relate to algorithm curated messages or outcome on national or global level. Combined, they reveal two tendencies that permeate, and have the potential to further moderate, most of the outcomes presented on micro and meso level. In relation to the filter bubble model this means that added to the potential effects of algorithmically reinforced confirmation bias on micro level, the Internet, by design on national or global level, may introduce macro level algorithmically generated background radiation that may constrain the diversity of political discourses. The first tendency is significant but weak inconsistencies in results from search engines that, mostly based in language settings
or physical localisation, ought to restrict global political discourses on global issues. This phenomenon ought to be further reinforced by results indicating that Internet search on political topics are more personalised than e.g. search on facts or health issues. The studies underpinning these results are represented in section 4.4.1. Secondly, a clearly demonstrated power law distribution\textsuperscript{11}, of especially politically oriented web content, would act in the same direction (section 4.4.2). A summary of moderators and outcomes on macro level underpinning the analysis are illustrated in Figure 7.
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\caption{Summary of conditions moderators and outcome on macro level where the tokens +/- represent direction of impact and the colour code green stands for an expected positive impact on diversified public discourses and red stands for the opposite. Yellow stands for neutral impact or unclear direction. Further details are described in Appendix D.}
\end{figure}

\textsuperscript{11} The relation between two values (function) is power law distributed if the maximum value is considerably larger than the second largest, that in turn is much larger than the third largest value, and so on. Typically, few top values represents a considerable part of the whole sample.
4.4.1 Personalisation of search results

By seeding two initially unused google accounts on computers with identical configuration on the same network, with mutually different search words picked from different domains (entertainment vs. social science), Von Schoultz & Van Niekerk (2012) tried to provoke the search engine to develop personalised search results on a different third domain (countries). No difference in search results was observed after seven rounds of searching on five unique terms per round.

In a Case Study of the Red Bull Stratos Event in 2012, Ørmen (2016) investigated what aspects of personalisation had the greatest impact on the outcome of Google search. The result showed that among the factors that could be configured by users, the language settings was most influential.

Results from a real world experiment reported by Xing et al. (2014) showed that Google search results for 76,000 queries from real world users over a nine-month period, showed that both users’ search history and geographic localisation contributed to significant inconsistencies in search results, where localisation was the strongest moderator.

In a more advanced experiment Hannak et al. (2014) compared search results delivered to 200 real world users with authentic search history, to search results delivered to a control group of identical but geographically (IP-address) distributed fake Google accounts. The Experiment showed an on average 11.7 differentiation between the top 10 search results. The personalisation effects increased with lower rank on the result page. The dominant moderator was the localisation of the real world users Google account. Least personalised were topics related to search on factual issues and health while, in contrast, most affected topics were related to companies and politics.

After Google in 2010 moved its mainland China servers to Hong Kong, Jiang (2014) performed a comparative analysis of the differentiation between search results from Google respective Baidu, and also of what search results were accessible from mainland China compared to from U.S. Starting from search words addressing 316 identified Chinese Internet events, analysis of a sample of 3160 links showed that 299 (9.5%) of the Google links and 24
(0.8%) of the Baidu links were accessible from US, but not from mainland China. Most of the
blocked content was evaluated as politically sensitive, thereby giving figures to the impact of
the Chinese governmental blocking by the so called Great Firewall. Analysis of the ranking and
overlap of links to non-blocked content from the two search engines showed an overlap rate of
6.8%. This is much lower than a 11.4% benchmark reported by Spink et al. (2006, referred to by
Jiang (2014) p.223). A qualitative analysis showed that much of these differences could be
contributed to their finding that Baidu distribute links evenly over their own add-on services
(e.g. Q&As, analogues to Wikipedia or Google Docs) while Google strongly favours Baidu’s
blog service over the other Baidu add-on services.

4.4.2 Power law distribution of political content on the web

To most Internet users, the Internet is constituted of web-pages and posts that link to other web-
pages or posts. The decision to create a link is decentralised to the billions of people publishing
information on the Internet. Embedded in this decentralised link structure on the Internet12,
Hindman et al. (2003) showed that Internet by design seems to downplay the visibility of
minority and nuanced arguments on political content. Based on convincing arguments that there
is a strong positive correlation between the number of links to a website13, and the size of the
actual traffic to, and corresponding impact of, the same website, they analysed links to and from
politically oriented U.S. webpages. These web-pages were localised by searching on six U.S.
political topics14 on Yahoo and Google. When the websites were identified, 3 million web-pages
in four levels were crawled down, and inbound and outbound links on domain name level (e.g.
sites like bbc.uk) were counted. The result showed a close to power law distribution of
visibility, meaning that the most popular sites get a disproportionate large share of in-links, with

12 Whether the human behaviour underpinning the power law distribution of websites should be considered as a “filtering algorithm” or not
could be debated. But Hindman (2003) is included here since it shows differences for political versus much other content.
13 The number of links to a web page is considered to be the main contributing factor in Google’s and other engines search result
prioritisation algorithms, a feature that probably reinforces the effect.
14 Abortion, Death Penalty, Gun Control, President, U.S. Congress, General Politics
a corresponding large share of the public attention. This stands in contrast to websites run by e.g. newspapers, universities and company sites where the visibility of the websites are much more evenly distributed as shown by Pennock et al. (2002)\(^\text{15}\).

### 4.5 Concluding synthesis

Algorithm driven filter bubbles threatening public discourses and thereby deliberative democracy, as outlined by Pariser (2011) and further developed, detailed and problematized in this text, are still very plausible. Put together and synthesised, the analysis of the empirical studies presented above show several moderators and outcomes on micro, meso, and macro level that are likely to have negative effects on the diversity of public political discourses. However, the same reports show very little evidence that filtering or recommender algorithms contribute to this in a significant way. On a high level, there is support for the notion that selection and thereby confirmation bias are forces that significantly affects what online feed oriented political communication people are exposed to (section 4.5.3). If it could be shown that the feeds carrying these messages were generated by selection biased click behaviour to an extent that outcompeted self-selected online filters or other means of communication, the filter bubble model would gain empirically based support. However, this is still a missing link, neither tested nor shown in any of the analysed reports. This stated, there are other forces at play that make the Internet problematic for deliberative democracies. Selection bias in online feeds, algorithm generated or not, is likely more negative for diversified public discourses than traditional media or real world communication. The polarised online echo chambers (section 4.5.2) exemplify this, even though the underpinning studies primarily focus on content and messages, but hardly at all address their effects on attitudes. Adding to this is the finding that algorithm driven personalisation of search engines, to some extent are likely to differentiate search results between locations, nations and language zones. So, combined, the power

\(^{15}\) This report was localised during analysis of reports in search round 2 and should therefore not be included, but was included in here for ensuring the validity of the claims of Hindman et al. (2003) regarding other categories of websites.
distribution of political websites and the personalisation of search on political content\textsuperscript{16}, might affect worldviews and thereby global discourses \textit{per se}. The content of online feeds in the echo chambers might also be affected. Not to forget; the content of traditional media, as well as the content in lunch conversations at home, at work or the streets might also be affected by these phenomena.

\textsuperscript{16}This is only shown for Google (Hannak \textit{et al}., 2013), while e.g. Baidu on the other hand seems to downplay political topics in favour non-political topics (Jiang, 2014).
The synthesising analysis underpinning this reasoning is summarised in the following sections and briefly illustrated in Figure 8.

**Figure 8**: Summary of moderators and outcome on ideological reinforcement on micro, macro and meso level where the tokens +/- represent direction of impact and the colour code green stands for “expected positive impact on diversified public discourses” and red stands for the opposite. Yellow stands for neutral impact or unclear direction. Dotted lines stands for unclear impact.
4.5.1 National and language based echo chambers and two unique conditions for political content

The analysed report suggests that user language and localisation in combination with national borders and the unique characteristics for online political content creates a background radiation that ought to permeate and reinforce most effects on micro and meso level.

According to the analysed reports, the general personalisation of search results is limited but significant. A common denominator for Ørmen (2016), Xing at.al. (2014) and Hannak et al. (2014) is that localisation and language deliver significantly different results from Google search to different users. To this could be added the results from O’Callaghan et al. (2010, 2013), investigating differences between German and English language ER material on YouTube and the analysis of differentiation between U.S. and Chinese search results based on national borders, as well as market shares for search engines (Jiang, 2014). Combined, it is clear that language and national borders both are factors that determine what information users meet when they search the Internet.

The power law distribution of specifically political websites shown by Hindman et al. (2003) is another factor that seems to influence who sees what on the Internet. If combined with the finding of Hannak et.al (2013) showing that, at least for Google search, that politics has a relatively high degree of personalisation this would support for understanding of that even if search per se is not very personalised, search combined with Internet by design support, not necessary polarisation, but domination of a few strong voices. And this in several ways. First, regardless of personalisation effects the most visible political web sites are likely to be highly ranked by search engines. Secondly, there are reasons to believe that the most prominent political web sites represent political parties, think tanks or interest organisations that either are very close to a political middle point or running a more polarizing agenda as voices of balkanised echo chambers. Anyhow are the polarised echo chambers revealed by O’Callaghan et al. (2010, 2013), Williams et al. (2015) and Mankoff et al. (2011) likely to be reinforced by the same phenomena. A claim that is supported by Williams et al. (2015), whom showed that, besides from what was reported on meso level, how a small number of tweeters in the Climate
Change discourse had a huge number of followers. Remembering that the *twitter followers* are expected to primarily be exposed to confirming arguments, this power law distribution would propagate to them, inferring that alternative or nuanced arguments are likely to get relatively lesser attention also in that context. Another issue related to the power law distribution on meso level was reported by Mankoff *et al.* (2011). Outside the survey analysis of Lyme Syndrome sufferers, their web content analysis showed that 40% of the 45 top results of a Google search referred to the minority perspective, while an analogue share of references to minority material at the bookmarking site delicious.com represented 80%. This result further emphasises that the material that was highly accessed by the minority group was not easily accessible through traditional search engines. And in that the study revealed a strategy for holders of minority perspectives to circumvent the power law distribution of web content by simply sharing privately edited lists of bookmarks.

All in all, the personalisation of Google search, shown to be limited but relatively strong on politics, languages and localisation would, in combination with the power law distribution of politically oriented web sites, tend to work against varied national and global discourses. It is important to recognize, however, that these tendencies are mitigated by the online presence of minority voices, continued exposure to offline media and real life social interaction, phenomena not investigated in the analysed reports.

### 4.5.2 Online isolated potential echo chambers for political content are real but their effect unclear

The existence of online environments promoting political content with narrow perspectives and arguments are shown for both the Extreme Right (O'Callaghan, 2010) and Climate Change (Williams *et al.*, 2015) topics on single platforms. O'Callaghan et. al (2013) expanded from the single platform perspective by extending the Twitter networks also to include content on other social media platforms, as well as to traditional websites. However, none of the reports addressed communicative competition from the offline environment.
Some aspects of the inner structure of these content environments were shown and explained. In addition, it was shown that these echo chamber environments, besides from providing support for users becoming more narrow-minded, also may support radicalisation (Mankoff et al., 2011; Edwards & Gribbon, 2013; Von Behr et al., 2013) and polarisation (Mankoff et al., 2011). Worth mentioning in relation to the inner workings of the echo chambers is the finding by Williams et al. (2015), that the sentiment, when users communicated to the outgroup, or about the outgroup, in the Climate Change discourses were generally negative. This finding could suggest that ‘spirals of silence’ could contribute the homophily of the content clusters.

There is no reason to believe that these findings would be unique to the domains of ER, Climate Change or alternative treatments of Lyme Syndrome. So, all in all, the results indicate that online echo chambers should be considered as rather problematic from a deliberative democracy perspective. However, for the filter bubble model to be valid, it has to be shown that algorithm driven filters and recommenders persuade users to first enter, and then stay in the echo chambers long enough to be affected. None of the reports do this. However, the O'Callaghan et al. (2013) study addressed the time factor; and thereby indirectly if a user entering the environment is likely to stay there long enough to be significantly affected. The answer to this was that the most active (accounts), and presumably sending, users stays the longest, while the followers are relatively short lived. These results were confirmed by Lang and Wu (2013). Given that followers on e.g. Twitter are relatively highly exposed to one-sided content (Williams et al., 2015), but for a limited period of time (O'Callaghan et al., 2013; Lang & Wu, 2013), while the most active senders, who stay longest (Lang & Wu, 2013), also are the ones that are exposed to more diverse content (Williams et al., 2015), it is difficult to determine a high level outcome of this equation.
4.5.3 Confirmation bias on online feed oriented political content makes personal filter bubbles plausible but not proven

Unfortunately, the two studies that tried to measure, and actually showed significant but weak filter bubble effects in terms of users becoming more narrow-minded over time (Hosanagar et al., 2013; Nguyen et al., 2014), did this on topics of popular culture, that only to a limited degree can be expected to affect political discourses. Both studies showed that, given access to data, it would be plausible to actually measure effects also in other domains. But since the focus here is politics, the group of studies that analysed aspects of confirmation bias in online environments focusing on politics have more to say. When brought together as illustrated in Figure 5 they show several common denominators revealing the workings of selection bias and confirmation bias as preconditions for a filter bubble phenomena.

In line with the filter bubble model, many of the studies (Yeo et al., 2015; Liao & Fu, 2013, 2014; Garrett, 2009) in experimental settings confirm, and none of them contest, the existence of selection bias and confirmation bias for online political content. However, that result is complicated by the apparent existence of a category of curious knowledge seekers which is more immune to these effects when compared to a group of challenge or knowledge averse users. Users highly involved with a topic are, when exposed to both pro and con arguments, keen to read opposing messages (Liao & Fu, 2013). This result was supported by real user data in Williams et al. (2015) analysis of heterogeneous Twitter networks. Moreover, the follow-up study (Liao & Fu, 2014) showed that a group of knowledge seekers, when exposed to a sender’s attitude, also selected both pro and con messages. The fourth study in this domain (Garrett, 2009) also showed that, when encouraged by ideological cues, politically interested users select both sides of a topic. Whether the rationale behind this behaviour is to learn, or to get an excuse to use negative sentiment as in Williams et al. (2015), is an open question.

---

17 One important sub echo chamber in O’Callaghan et al. (2010) was ER music videos. There were no corresponding discussions related to Climate Change or Lyme Syndrome in corresponding analysis.
question here. But anyhow is this group likely to be exposed to a variety of messages, as least to the extent the power law distribution and understanding of used language allows. In contrast to this group, users with e.g. low topic involvement (Liao & Fu, 2013) show signs of a stronger confirmation bias when exposed to both pro and con arguments. This group seems to prefer *peer opinions over opposing facts*, that in the settings of the filter bubble model would support getting a narrower worldview. And, if these results are combined with the results of Liao and Fu (2014), that users with low *accuracy motives*, when exposed to the sender's attitude prefer *extreme content*, a potential hotbed for radicalisation is identified.

Explicitly or implicitly aiming at preventing the effect of filter bubbles, several of the studies (Liao & Fu, 2013, 2014; Yeo *et al.*, 2015; Garrett, 2009; Messing & Westwood, 2012) developed and tested different visual or text based cues directed towards mitigating ideological selection bias. Munson & Resnick (2010) directly addressed challenge averse users. However, the probability for these kind of solutions to be implemented in real systems ought to be rather low since, especially the challenge averse users, according to Munson and Resnick (*ibid.*) show a limited interest in using such a system. And, given the focus on developing ideological cues, the findings by Messing and Westwood (2012), namely that the exposure of number of Facebook likes outperform ideological cues, the expected real world usage of ideological cues are reduced even further. And recognising the result from the Facebook elections study (Bond *et al.*, 2012), that showed that photo based social proof was the dominant predictor of actual voting behaviour, it would make it yet more difficult to motivate e.g. the social media industry to dilute their feeds with ideological cues, at the risk of losing the large user groups that do not like these cues.

Liao & Fu (2013) also investigated effects of personal feelings towards the controversial topic that built the foundation for their study. Their results showed that topics perceived as threatening increased the confirmation bias for all groups. This theme of threat is also present in other reports on the meso level echo chambers, where the Climate mainstreams are likely to feel threatened by global warming and the sceptics are threatened by the Climate mainstreams. And how the sufferers from Lyme Syndrome perceive their health situation is
easy to guess. Also a common denominator among the proven and candidate extremists in Edwards & Gribbon (2013) and Von Behr et al. (2013) give evidence of a history with personal crisis. All in all, the analysed reports strongly indicate that threatening topic as predictor for increased confirmation bias deserve to be added to the background radiation affecting the entire online environment on a macro level.
5 Implications for PR practice and research

The results of the synthesis presented in the previous section suggest several relevant implications or recommendations for PR professionals as well as for scholars.

First, the most hands on recommendation to any professional or amateur strategic communicator utilising the Internet is to take a look at Figure 5-7, and consider whether their current communication practices might bring until now unknown or undesirable side effects.

Secondly, since algorithm driven filter bubble effects on political issues are shown to be probably existent but not empirically proven beyond doubt, the practical implication for PR professionals depends on preferred strategy regarding ethics and transparency. Those arguing for ethical and transparent relations to audiences should, in line with the discussion by Holzhausen (2016), take precautions and investigate how their market and IT departments use filtering and recommender algorithms when utilising access to big data for public communication. Then, regardless of the outcome of future research on the topic, they ought to discuss how to avoid strongly persuasive, or unsymmetrical communication technologies, in order to avoid accusations of excessive manipulation through algorithmic power. Ethical communicators could, based on the synthesised findings in this report, point out the need to safeguard public spheres for PR to operate in. If the mechanisms strengthening online echo chambers are allowed to grow, it may become very costly to reach audiences that are not yet supporters.

A third recommendation for professional PR practitioners, especially if supporting active political discourses from positions in e.g. think tanks, interest organisations or political parties, is to consider potential consequences of the stratification of political discourses combined with isolation of online echo chambers. In a complex and diversified discourse among a group of knowable and skilled debaters an incisive tweet or Facebook comment may get attention and respect as a clever counter argument to a, by the community known opponent. However, for many followers in isolated echo chamber the same incisive message might be the
only truth available, with corresponding potential effects on understanding of the topic, polarisation or radicalisation.

A recommendation to scholars in the excellence tradition performing research in support of operative PR, would be to research how PR professionals can respond to reputational risks emanating from excessive usage of unsymmetrical recommender systems. For them it would also be relevant to analyse the stratification issue by researching if online sharing of politically oriented critique towards e.g. companies, follows the echo chambering patterns indicated in Section 4.3; this since if pro and con audiences to a controversial company were shown to be isolated from each other on e.g. Twitter, it could be possible to test and analyse effects of applying different communication strategies towards the two groups.

Since algorithm driven filter bubble effects on political issues cannot be said to be conclusively empirically proven, the recommendation to critical oriented PR scholars involved in the topic is to pause the warnings bells and use their intellectual energy to perform, or at least support, empirical research on the issue; but also to further study other algorithmic phenomena in the domain of Big Data. Despite its limitations with respect to details and precision of the results, the Realist Synthesis method have shown to be plausible as research process for synthesising research from various scientific domains and methodologies. And in that the method could complement Collister’s (2015) list of suggested methods for researching Algorithmic PR.

Key Internet service providers such as Facebook or Google seem to possess great editorial and algorithmic powers. Partly they also have access to data making it possible for them to address some of the filter bubble questions not answered by the studies underpinning this report. The recommendation to them is to do their scientific homework, and to act on the conclusions. The assumption here is, of course, that those businesses are far more prosperous on markets supporting freedom of speech. If their research showed that the public spheres and deliberative democracy were threatened by their operations, they would likely tune down these effects in order to ensure sustainable profit.
6 Contributions and conclusions

On a methodological level this study exemplifies how Realist Synthesis, given its limitations, can be used to synthesise research findings from several scientific disciplines and research methodologies. Another contribution is the expanded model describing filter bubble effects on diversified online public discourses and deliberative democracies (Figure 1).

On micro level (RQ1), the result confirms selection bias and corresponding conformation bias in the contexts of political messages in online feeds that could constitute a necessary key condition for algorithm driven filter bubbles to emerge. However, none of the studies in the sample have explicitly investigated long term effects of algorithm driven filters on political attitudes. Therefore, filter bubbles confirming individual worldviews with effects on public discourses or democracy, as introduced by Pariser (2011), can neither be verified or refuted.

On meso level (RQ2) the existences and inner workings of biased and isolated online clusters of political content that could serve as foundations for online echo chambers have been shown and to some extent explained. It has also been shown that these environments have the potential to counteract the diversity of political discourses, but also to support both polarisation and radicalisation. However, the underpinning studies do not show long term participation in these echo chambers, nor do they show how algorithm driven filters support people entering them.

The underpinning studies on micro and meso level also indicate a stratification of discourses where a group of users with high degree of topic involvement, curiosity or interest in politics are relatively immune to selection and confirmation bias, while on the other hand groups of less interested or knowledgeable followers are likely to be reached by more one-sided arguments.

On macro level (RQ3) the results indicate that national borders, power distribution of political websites, and personalisation through localisation, language and political topics, differentiate what messages Internet users meet when surfing or searching the web. This could
affect diversity of global or national political discourses. The only study actually addressing political outcome (Bond et al., 2012), showed a strong relative effect of social proof on voting turnout, but without interference of algorithm driven filters.

All in all, while recognising that the Internet brings people together and makes a tremendous amount of political information and arguments accessible to billions of users, the results also suggest that the contemporary Web brings some inherent challenges to public discourses. The empirical studies underpinning this analysis do not prove conclusively, however, that algorithm driven filter bubbles can be blamed for the development. This negative result does not mean that algorithm driven filter bubbles cannot restrict diversity of public discourses and thereby deliberative democracy. On the contrary, the result should rather be seen as call for further research addressing the issue in well-defined empirical studies, where the dotted question marks in Figure 4 could be a starting point. Hopefully this report may inspire that.
## Appendix A: List of sampled publications with motivation for inclusion and exclusion

<table>
<thead>
<tr>
<th>Search round</th>
<th>Publication ID</th>
<th>APA Reference</th>
<th>Inclusion or exclusion argument</th>
<th>Micro Level</th>
<th>Meso Level</th>
<th>Macro Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>003</td>
<td>Dainow, B. (2016). Digital alienation as the foundation of online privacy concerns. ACM SIGCAS Computers and Society, 45(3), 109-117. DOI:10.1080/10677568.2015.1093272</td>
<td>Not relevant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>004</td>
<td>Dainow, B. (2016). Key dialectics in cloud services. ACM SIGCAS Computers and Society, 45(3), 52-59. DOI:10.1080/10677568.2015.1093247</td>
<td>Not relevant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>012</td>
<td>Nardi, B. (2016). APPROPRIATING THEORY. Theory Development in the Information Sciences, 204.</td>
<td>Not relevant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>017</td>
<td>Keen, Andrew. Vertigrine digitale. EGEA spa, 2016.</td>
<td>Language</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search round</td>
<td>Publication ID</td>
<td>APA Reference</td>
<td>Inclusion or exclusion argument</td>
<td>Micro Level</td>
<td>Meso Level</td>
<td>Macro Level</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>--------------------------------</td>
<td>-------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>1</td>
<td>027</td>
<td>Skjelbo, J. F. Musik blandt unge med muslimsk baggrund: En etnografisk undersøgelse af praksis (Doctoral dissertation, Københavns Universitet, Faculty of Humanities, Department of Arts and Cultural Studies).</td>
<td>Analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Network Measurement

Inconsistent web search results with Bobble. In International Conference on Web Intelligence (pp. 131-140). Springer International Publishing. DOI: 10.1007/978-3-319-5642-2_9
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Publication ID: 04918-2_13


Inclusion or exclusion argument: Analysis

**2 068b** Duplicate to 044 - solved

Inclusion or exclusion argument: Duplicate


Inclusion or exclusion argument: Analysis


Inclusion or exclusion argument: Empirical but Irrelevant


Inclusion or exclusion argument: Theory


Inclusion or exclusion argument: Empirical and INCLUDED


Inclusion or exclusion argument: Empirical and IRRELevant


Inclusion or exclusion argument: Empirical but Irrelevant

**2 075** Finkelstein 2008

Inclusion or exclusion argument: Bad reference, never located


Inclusion or exclusion argument: Empirical on Awareness


Inclusion or exclusion argument: No access


Inclusion or exclusion argument: Empirical but on Algorithm improvement


Inclusion or exclusion argument: Theory


Inclusion or exclusion argument: Empirical on Algorithm improvement


Inclusion or exclusion argument: Empirical but Irrelevant

**2 082** Filippova, K., & Hall, K. B. (2011, July). Improved video categorization from text metadata and user comments. In Proceedings of the 34th international ACM SIGIR conference on Research and development in Information Retrieval (pp. 835-842). ACM. DOI: 10.1145/2009916.2010028

Inclusion or exclusion argument: Empirical but Irrelevant


Inclusion or exclusion argument: Empirical and INCLUDED


Inclusion or exclusion argument: Empirical but Irrelevant


Inclusion or exclusion argument: Empirical and INCLUDED

<table>
<thead>
<tr>
<th>Search round</th>
<th>Publication ID</th>
<th>APA Reference</th>
<th>Inclusion or exclusion argument</th>
<th>Micro Level</th>
<th>Meso Level</th>
<th>Macro Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 090</td>
<td>Duplicate to 078 - solved</td>
<td>Duplicate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 097</td>
<td>Duplicate to 069 - solved</td>
<td>Duplicate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 102</td>
<td>Duplicate to 086 - solved</td>
<td>Duplicate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 108</td>
<td>Duplicate to 065 - solved</td>
<td>Duplicate</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


2 116 Duplicate to 100 - solved


2 125 Duplicate to 034 - solved


2 135 Duplication to 100 - solved

2 136 Duplication to 100 - solved

2 137 Duplication to 100 - solved

2 138 Duplication to 100 - solved

2 139 Duplication to 100 - solved

2 140 Duplication to 100 - solved

2 141 Duplication to 100 - solved

2 142 Duplication to 100 - solved

2 143 Duplication to 100 - solved

2 144 Duplication to 100 - solved

2 145 Duplication to 100 - solved

2 146 Duplication to 100 - solved

2 147 Duplication to 100 - solved

2 148 Duplication to 100 - solved

2 149 Duplication to 100 - solved

2 150 Duplication to 100 - solved

2 151 Duplication to 100 - solved

2 152 Duplication to 100 - solved

2 153 Duplication to 100 - solved

2 154 Duplication to 100 - solved

2 155 Duplication to 100 - solved

2 156 Duplication to 100 - solved

2 157 Duplication to 100 - solved

2 158 Duplication to 100 - solved

2 159 Duplication to 100 - solved

2 160 Duplication to 100 - solved

2 161 Duplication to 100 - solved

2 162 Duplication to 100 - solved

2 163 Duplication to 100 - solved

2 164 Duplication to 100 - solved

2 165 Duplication to 100 - solved
<table>
<thead>
<tr>
<th>Search round</th>
<th>Publication ID</th>
<th>APA Reference</th>
<th>Inclusion or exclusion argument</th>
<th>Micro Level</th>
<th>Meso Level</th>
<th>Macro Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>144</td>
<td>Duplicate to 103 - solved</td>
<td>Duplicates</td>
<td>Duplicate to #055</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>146</td>
<td>Duplicate to 093 - solved</td>
<td>Duplicates</td>
<td>Duplicate to #055</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix B: Micro level summary

<table>
<thead>
<tr>
<th>Report</th>
<th>Input/context/intervention</th>
<th>Moderators</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>#001 Sharma, A., &amp; Cosley, D. (2016)</td>
<td>Experimental analysis of real world user data from last.fm, Good reads, Flixter and Flickr</td>
<td>Content homophile Social bond</td>
<td>Sharing behaviour</td>
</tr>
<tr>
<td>#035 Nguyen et.al (2014)</td>
<td>Statistical analysis of shift in Movie preference over time in system log files system log for Movielens movie recommender system.</td>
<td>User generated recommendations Content generated recommendations</td>
<td>Slightly narrowed individual movie preferences</td>
</tr>
<tr>
<td>#036 Rader &amp; Gray (2015)</td>
<td>Quantitative and Qualitative analysis of 464 responses to an Internet survey answered by mostly experienced Facebook users</td>
<td>Not applicable.</td>
<td>Partly overlapping high level positions: - Passive Consumption (103) - Producer Privacy (45) - Consumer Preferences (130) - Missed Posts (208) - Violating Expectation (216) - Speculating about the Algorithm (223)</td>
</tr>
<tr>
<td>#052 Hosanagar et al. (2013)</td>
<td>Statistical analysis of shift in music preferences based on analysis of user data from a plugin to iTunes.</td>
<td>Use of recommender No use of recommender</td>
<td>Increased and broadened individual consumption pattern Narrowing global consumption pattern No change</td>
</tr>
<tr>
<td>#055 Nagulendra &amp; Vassileva. (2014)</td>
<td>Experimental prototype of a social media platform focusing on visualization of potential bubble driving filter mechanisms</td>
<td>Visualization of close topics Visualization of close senders</td>
<td>- Awareness - Understanding - Control of filtering algorithms</td>
</tr>
<tr>
<td>#057 Liao &amp; Fu (2013)</td>
<td>Statistical analysis of message selection and (short) term effects on attitude performed on experimental platform simultaneously exposing different types of messages on controversial topics.</td>
<td>Threatening vs. nonthreatening topics. High vs. low topic involvement Factual vs. opinion message Attitude consistent vs. attitude inconsistent message</td>
<td>Message selection and thereby exposure to controversial topics Short time development attitudes</td>
</tr>
<tr>
<td>#064 Liao &amp; Fu (2014)</td>
<td>Analysis of surveys on knowledge and attitudes performed before and after usage of a experimental discussion platform exposing sender attitude position on a pro-con scale connection to message headline.</td>
<td>User accuracy motive on topic. User prior knowledge on topic. User prior attitude on topic.</td>
<td>Exposure to moderate opposition Exposure to extreme position</td>
</tr>
<tr>
<td>#070 Yeo et al. (2015)</td>
<td>Experiment on selection bias where American survey respondents were shown the same news on nanotechnology but with modified ideological cues and thereafter urged to choose from nine different links/abstracts (that also were reinforced with ideological cues) to further reading</td>
<td>No text or logotype based ideological cues in news article Ideological clear or ambiguous text or logotype based ideological cues in news article</td>
<td>Increased preference to opt for ideologically consistent further reading Relatively more interest in countervailing further reading</td>
</tr>
<tr>
<td>#073 Messing &amp; Westwood (2012)</td>
<td>Two experiments survey based experiment comparing effects of popularity cues to ideological cues on click behaviour. The first in simulated online media environment, the second in simulated social media oriented online environment.</td>
<td>Visual popularity cue (number of Facebook likes) complementing news headline Visual ideological cue complementing news headline (news source logotype)</td>
<td>Increased selection of news to read regardless of ideological consistency Weak and in some cases negative correlation to corresponding click behaviour</td>
</tr>
<tr>
<td>Report</td>
<td>Input/context/intervention</td>
<td>Moderators</td>
<td>Outcome</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>#103</td>
<td>A survey based experiment aiming at testing out cues for online news aggregators with diverse ideological content that would be satisfying for users with different personal characteristics</td>
<td>Diversity seeking individuals (10/40)</td>
<td>No result</td>
</tr>
<tr>
<td>Munson &amp; Resnick (2010)</td>
<td></td>
<td>Challenge averse individuals (30/40)</td>
<td>Order or visual cues for links does not affect/improve user satisfaction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support seeking individuals (none)</td>
<td>No result</td>
</tr>
<tr>
<td>#143</td>
<td>A survey based experiment with participants recruited among subscribers to either a left-wing or right-wing US online newsletter</td>
<td>Attitude reinforcing messages</td>
<td>Limited but significant: Increased selection of attitude reinforcing news</td>
</tr>
<tr>
<td>Garrett (2009)</td>
<td></td>
<td>Attitude challenging messages</td>
<td>Increased time reading attitude reinforcing news</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selecting attitude challenging messages</td>
<td>Limited selection of reinforcing news</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No significant influence from socio-economic variables</td>
<td>Increased time reading attitude challenging news</td>
</tr>
<tr>
<td>#145</td>
<td>Randomized controlled trial experiment on 120 million Facebook users older than 18 years during the American 2010 US Congressional midterm elections day.</td>
<td>Specially designed FB message</td>
<td>Self-reported voting</td>
</tr>
<tr>
<td>Bond et.al (2012)</td>
<td></td>
<td>- combined with photos of FB friend claimed to have voted (social message)</td>
<td>Real world voting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Without corresponding photos (informational message)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Secondary message endorsed by:</td>
<td>Limited effect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Close friend</td>
<td>Increased voting turnout by up to 0.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Distant friend</td>
<td></td>
</tr>
</tbody>
</table>
## Appendix C: Meso level summary

<table>
<thead>
<tr>
<th>Report</th>
<th>Input/context</th>
<th>Moderators</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>#032</td>
<td>Statistical analysis of user activity and duration in crawled data from the social media sites Twitter and Buzznet</td>
<td>Number of social connections</td>
<td>Activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number of interactions</td>
<td>Increased period in system</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Celebrity status (≈ many followers/responses)</td>
<td></td>
</tr>
<tr>
<td>#034</td>
<td>Youtube recommender algorithm</td>
<td>ER sub topic content</td>
<td>Density, overlap and distance for recommender based content clusters at YouTube</td>
</tr>
<tr>
<td>O’Callaghan et al. (2010)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#038</td>
<td>Statistical and narrative analysis of search words combined with socio economic survey investigating search behaviour during threatening events.</td>
<td>Early during threatening event</td>
<td>Search for facts</td>
</tr>
<tr>
<td>Sanz &amp; Stančík (2014)</td>
<td></td>
<td>Later during threatening events</td>
<td>Search for existential confirmation</td>
</tr>
<tr>
<td>#042</td>
<td>Tweets on climate change containing: #climaterealists #agw #globalwarming #climatechange</td>
<td>Follower network</td>
<td>Homophilic twitter communities</td>
</tr>
<tr>
<td>Williams et al. (2015)</td>
<td></td>
<td>Retweet network</td>
<td>Both homophilic or heterophilic twitter communities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mention network</td>
<td>Positive sentiment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Communicating to or about ingroup members</td>
<td>Negative sentiment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Communicating to or about outgroup members</td>
<td></td>
</tr>
<tr>
<td>#083</td>
<td>Web-site URL references from ER related tweets to: - Youtube - Facebook (open content) - Public websites</td>
<td>Not applicable</td>
<td>Relations between homophilic online footprints of ER-organisations and networks on multiple platforms over time</td>
</tr>
<tr>
<td>O’Callaghan (2013)</td>
<td></td>
<td></td>
<td>User persistence</td>
</tr>
<tr>
<td>#085</td>
<td>Qualitative analysis of online radicalisation based on evidence presented in court, online footprints from computer registers, but foremost interviews, with ten proven terrorists and five respondents under radicalisation in UK.</td>
<td>Not applicable</td>
<td>Conclusion in summary: - online echo chambers facilitating online radicalisation and self-radicalisation - no support of internet accelerating or being sufficient for radicalisation on this level.</td>
</tr>
<tr>
<td>Edwards &amp; Gribbon. (2013a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#151</td>
<td>Von Behr et al.. (2013)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#140</td>
<td>Online radical minority Lyme disease community</td>
<td>Not applicable</td>
<td>Radicalisation</td>
</tr>
<tr>
<td>Mankof et.al (2011)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
# Appendix D: Macro level summary

<table>
<thead>
<tr>
<th>Report</th>
<th>Input/context</th>
<th>Moderators</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>#002 Ørmen, J. (2016)</td>
<td>Investigation of personalisation effects through a Case Study of the Red Bull Stratos case in 2012</td>
<td>Language setting, IP-address</td>
<td>Differentiation of results in Google Search</td>
</tr>
<tr>
<td>#030 Jiang (2014)</td>
<td>A comparative analysis of search results from Google Search and Baidu in mainland China and Taiwan on political events in China in a setting of constraining national legislation/policy and different algorithmic strategies by Baidu respective Google.</td>
<td>National censorship firewall, Baidu and Google search engine design priority:</td>
<td>Link overlap, Accessibility, Ranking, Bias patterns: - Baidu blogs (Google) - Baidu Online dictionaries, Q&amp;A etc</td>
</tr>
<tr>
<td>#061 Von Schoultz &amp; Van Niekerk (2012)</td>
<td>Evaluation of personalisation in Google search from unused accounts on the same computer network</td>
<td>Search terms on popular music, Search terms on social science</td>
<td>No personalisation effects when searching on countries</td>
</tr>
<tr>
<td>#065 Hannak et.al (2013)</td>
<td>Experiment on search results delivered to 200 real world users compared to search results delivered to a control group of identical but geographically (IP-address) distributed fake Google accounts.</td>
<td>Logged in to a Google Account, Search from different geographic areas (IP-address): - Higher rank position, Lower effect, Search on companies, Search on politics, Search on facts and health</td>
<td>On average 11.7% personalisation of top 10 search results, - weaker effect, - stronger effect, Relatively high degree of personalisation, mostly contributed to by localisation, Relatively high degree of personalisation, Relatively low degree of personalisation</td>
</tr>
<tr>
<td>#067 Xing at.al. (2014)</td>
<td>Real world experiment comparing Google search results for 76,000 queries from real world users over nine month.</td>
<td>User search history, User geographic localisation</td>
<td>Significant inconsistency in Google search results, Stronger inconsistency in Google search results</td>
</tr>
<tr>
<td>#08 Hindman et.al (2003)</td>
<td>Internet linking structure for political oriented web sites.</td>
<td>Websites on the American political themes: Abortion, Death Penalty, Gun Control, President, U.S. Congress, General Politics</td>
<td>Variations of close to power law distribution of inbound and outbound links inferring corresponding visibility and impact.</td>
</tr>
<tr>
<td>#150 Pennock et.al (2002)</td>
<td>Internet linking structure for some categories of web sites compared to the random websites</td>
<td>Media web sites, University Websites, Company web sites sites, Scientist’s websites</td>
<td>Even distribution of inbound and outbound links (and thereby expected visibility)</td>
</tr>
</tbody>
</table>
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