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Abstract

There have been several studies which indicate a preferential invasion towards younger red blood cells for the malarial parasite, *P. Falciparum*. Knowledge about a preferential mechanism could aid in the development of novel anti-malarial drugs. While the preference in these reports has been studied with density-separation of red blood cells (RBCs), separating the cells by deformability may be a more accurate method of isolating groups of RBCs with differing age. This thesis has investigated the details of separating RBCs by deformability in the microfluidic technique Deterministic Lateral Displacement (DLD). RBCs have been observed to undergo strong deformation in the device but the large size variation of RBCs together with RBC shape transformations inside the shallow channels have interfered with the separation by deformability. Further studies where higher device driving pressures with alternative device designs are utilized and the deformability of the separated cells are benchmarked towards existing techniques are proposed.

Furthermore, on-chip invasion of trapped RBCs has been investigated using hydrodynamic trapping arrays. The trapping arrays allow for convenient and highly-controllable investigation of the invasion dynamics. The trapping arrays have been fabricated using replica molding and been used to successfully immobilize RBCs. Trap occupancy rates up to 85% over the span of 14 min have been achieved. On-chip parasitic behavior has been investigated. It involved several complications including the prevention of late-stage parasite rupture due to shape transformation of RBCs into echinocytic (crenated cells) when introduced into shallow PDMS (polydimethylsiloxane) channels. This complication seem to affect the rupturing of late-stage infected RBCs inside the channels. Alternative materials and surface-coating should be explored to minimize any channel-derived artefacts.
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Chapter 1

Introduction

1.1 Thesis objectives

The aim of this thesis project is to use the microfluidic separation technique, Deterministic Lateral Displacement (DLD), to fractionate the diverse population of red blood cells (RBCs) into subpopulations by their differing deformability. The objective is then for the subpopulations to be subject to invasion of malarial parasites to compare the respective invasion efficiency for the cells of each fraction. This could give insights into a potential age-specific invasion preference as cell deformability is thought to increase with cell aging. Such an insight further the understanding of the malaria disease and could aid in the development of novel anti-malarial drugs.

In order to study malaria infections directly after fractionation in a convenient way inside the same microfluidic system, hydrodynamic cell trapping is utilized. The objective is to design and test various trap array designs for optimizing the trapping of RBCs with a following exposure to parasites.

Following is an introduction to subjects concerned in this thesis.

1.2 Microfluidics and Lab-on-a-Chip

Microfluidics is the science and technology of controlling and manipulating liquids at the micro-scale. Miniaturized fluidic systems can provide improved solutions for tasks and problems found in biology and medicine. Similar to how computers were able to go from filling whole rooms to smartphones, microfluidics hopes to turn the bulky labs of biotechnology and analytical chemistry into small and portable chips. The concept of fitting the function of entire laboratories on the surface of a silicon or polymer chip is the basis of Lab-on-a-chip (LOC) technology. There are many advantages to the miniaturization of fluidic systems. Smaller volumes mean smaller reagent consumption and potentially smaller power consumption. A drop of blood might be all that is necessary to diagnose a variety of blood-related diseases. Analysis can be made faster due to lower reaction times as molecules need to travel less distance. Having the entire system on a small portable chip allows for advanced technology in remote areas. The technology can be used in regions lacking the analytical and medical infrastructure and sophisticated laboratories that the developed world has access to. Disposable, point-of-care diagnostic devices, such as the pregnancy stick, can be used for more complex diseases providing instant diagnostic results. In its current infant state, microfluidic chips can be more expensive than competing solutions, but similar to the semiconductor industry, mass production would give rise to a significantly lower cost.
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1.3 Red Blood Cell Invasion by Malarial Parasites

Malaria is a deadly disease (438 thousand deaths worldwide in 2015 [1]) caused by protozoan parasites transmitted into the human bloodstream via mosquitoes. Inside the human host, the parasites eventually invade red blood cells. Inside the blood cells, where the parasites are hidden from the immune system, they proliferate until they finally burst out of the cells to continue the cycle. Certain malarial species, such as *Plasmodium vivax* and *Plasmodium ovale*, only invade RBCs of a certain age. *Plasmodium falciparum*, the deadliest variant of the malarial species, can invade RBC of all ages but it is unknown if an aged-based RBC invasion preference exists [2]. There are reports indicating that *P. falciparum* could have a preference towards invading younger RBCs [3] [4] but no conclusive evidence have been provided. A deeper understanding of the process giving rise to an age-based invasion preference could lead to the development of novel anti-malarial drugs.

1.4 Physical Changes Associated with Red Blood Cell Aging

Many cell properties have been reported to change with the aging of RBCs. Data from various studies indicate that physical changes include losses in cell volume and cell membrane surface area while there is an increase in the mean cellular hemoglobin concentration (MCHC) [5] [6].

The notion of a aging-coupled density increase is established among researchers. The use of density-separation to isolate the least and most dense cells are seen synonymously with isolating the youngest and oldest cell fractions [7] [8]. The in vivo density changes have been assumed to gradually increase over the RBC lifespan, where the very densest cells are thought to be the very oldest [7] [8]. In such studies, where the least and most dense cells are isolated, the densest cells have also been less deformable compared to the least dense cells [7] [8]. Combined rises of density and deformability have also been reported with studies observing in-vivo life span changes using biotin labels [5] [6]. In one of these studies, Franco et al. [6] challenge the view of progressive density increments. Rather, their data indicates that the density rise is concentrated in the early life of RBCs, making the use of density separation for old age RBC enrichment less effective, especially when trying to isolate the oldest cells. While the deformability rise could be similar to that of the proposed density changes, there are other factors determining the deformability than just the hemoglobin concentration which mainly dictates the cell density. As discussed in chapter [3], the membrane elasticity and bending rigidity are impaired with aging. As for the extreme age fractions, very young and very old cells, separating by deformability rather than by density could yield a better enrichment.

1.5 Deformability-based Separation

Various pathophysiological conditions, including malaria, sickle-cell anemia, diabetes mellitus and hereditary disorders can cause changes in RBC deformability [9] [10] [11] and this change in deformability can in turn cause further pathophysiological implications. This makes detecting differences in deformability for single cells clinically important.
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and likewise is physically separating differing cells important for being able to analyze deformability-coupled properties.

There exists a myriad of techniques capable of measuring the mechanical properties of RBCs but only a few that can separate RBCs based on the those properties. Techniques that can measure mechanical cell properties in bulk include the rotational viscometer [12] and ektacytometry [13]. These fail to take the cell population heterogeneity into account. Precise single-cell based techniques include nano-indentation by atomic force microscopy (AFM) [14], micropipette aspiration technique (MAT) [15], magnetic twisting cytometry [16], microplate deformation [17] and optical stretching [18]. The above mentioned techniques can make precise single-cell measurements but lack in throughput needed (less than 100 cells/h).

Microfluidic techniques capable of sorting by deformability include margination [19], inertial focusing [20], obstacles arrays [21]. None of these techniques can be used in high-resolution deformability studies for a large number of cells [22]. A new emerging microfluidic tool capable of high throughput and high-resolution is the microfluidic funnel ratchet. In it, oscillatory flow is used to force cells through an array of increasingly narrower constrictions. Less deformable cells will not be able to pass through the narrowest paths and can then be separated from the more deformable cells. Guo et al. showed in 2016 how RBCs stiffened by the infection of *P. falciparum* could be enriched from blood with low parasitemia (blood parasite concentration) [23].

It is very difficult to completely disregard the effect of varying cell size when separating by deformability. However, if the deformability variation is significantly larger than that of the cell size, one can still study cell population based on deformability.

1.6 Key Microfluidic Techniques

The microfluidic separation method employed in this thesis is called Deterministic Lateral Displacement (DLD). It was first described by Huang et al. in 2004 [24]. There, they showed the possibility of using DLD to separate rigid spherical particles by size with a ultra-high resolution of \( \sim 10 \) nanometers.

DLD works by exploiting the distinct paths different particles take when colliding with pillars in a microchannel array. The array is designed so that particles with a radius smaller than a critical radius \( (R_c) \) move in the direction of the flow and particles with a radius larger than the \( R_c \) move in a direction dictated by the array. The array can then be split into sections of differing critical diameters to resolve a spectrum of particle sizes. This separation by steric interaction is simple without the need for external forces or biochemical labels which could otherwise make the process costly, time-consuming or overly complex.

Since Huang et al., the technique has been used to fractionate whole blood into its cellular components [25], isolate cancer cells from blood [26] and separating parasites (African trypanosomes) from blood [27] as a means for diagnosis.

In 2012, Beech et al. also showed the possibility to separate particles in DLD not only by size but also by shape and most relevant here, also by deformability [22]. While the involved dynamics are complex, the basic idea is that when the cells collide with the array posts they deform to different degrees and change their effective size accordingly. The
effective size of a particle, $R_{\text{eff}}$, is the radius of a hard spherical particle that would take an identical trajectory in the device. Holmes et al. later fractionated white blood cells by deformability \cite{Holmes2005} while others have simulated the use of deformability-DLD \cite{Abramov2007} \cite{Kruger2007} \cite{Klüppel2009}. Most notably, Krüger et al. \cite{Kruger2007} simulated the separation of red blood cells based on their deformability in shallow microfluidic devices (channel depth of 4.8 µm).

Another microfluidic technique used in this thesis is called hydrodynamic trapping \cite{Puri2006}. It is a passive method for trapping cells in microfluidic channels using cup-like structures. Just like DLD, it is extraordinarily simple as only the pressure supply driving the flow is needed. The technique utilizes the apparent high viscosity of water at the microscale. When a cell has flowed into a trapping cup, the streamlines that guided the cell into the trap instead help to keep the cell remain inside it. Several groups have scaled up the concept from single traps to large trapping arrays \cite{Puri2006} \cite{Reil2007}. The array-format can yield quantitative information on the single-cell level needed to statistically analyze the heterogeneous populations of biological cells.

Hydrodynamic trapping allows for a possibility to study single-cell processes at a high-quality using comparatively simple methods. Compared to other single-cell analysis methods like droplet microfluidics \cite{Yang2011}, static traps enable observation over time without the need for complicated droplet-tracking algorithms. With a trapping array, parasitic invasion dynamics can be studied in a highly-controlled and directly observable manner by using optical microscopy, without having to extract the cells for an external infection process.

1.7 Thesis Outline

To give an prerequisite understanding of the underlying microfluidic principles, chapter 2 gives an introduction to the fundamentals of microfluidic theory relevant to this thesis. Chapter chapter 4 and 5 goes into details of the two microfluidic techniques used; Hydrodynamic trapping and DLD respectively. The chapters deals with the core principles with theoretical explanation of the techniques.

Chapter 5 gives a fundamental overview of the red blood cell. The chapter focuses on its deformability and what factors influence it, including shape and cell aging.

Chapter 6 deals with the parasite *P. falciparum* and its invasion of RBcs. The experimental methods and materials are presented in chapter 7. All the steps of the fabrication process of microfluidic devices are presented, and experimental procedures such as sample preparation and experimental setup is described.

Chapter 8 provides the experimental results together with following discussions. In the discussions, the results of fabrication, trapping and deformability-DLD are examined and interpreted with possible explanations.

Finally, chapter 9 gives concluding remarks and summarizes the thesis. An outlook for future improvements and experiments is included.
Chapter 2

Microfluidic theory

A fluid, either a gas or a liquid, is a material that continuously deforms under the pressure of a shear force. The fluids we encounter everyday are usually macroscopic and behave in a familiar and intuitive way. When scaling down a fluidic system to the micro-level, the fluids behave differently and to the unfamiliar eye, counter-intuitive. The effect of forces scales differently. Volumetric forces, such as gravity and inertia, have a smaller impact while surface forces such as surface tension and shear have a greater impact. The internal friction of fluids, viscosity, plays a larger role in microchannels. Just like the fluid friction in honey is greater than that in water, the internal friction of water confined to the microscale is higher than that of water on the macroscale. As a result, the liquid appears in unmixable stream lanes.

Understanding microfluidic theory is important for both deterministic lateral displacement and hydrodynamic trapping as their mechanism depends on the particular behavior of microscopic fluids. This chapter dives into the underlying theory of microfluidics.

2.1 The motion of fluids

The Navier-Stokes equation describes the motion of fluids. It is basically Newton’s second law of mechanics ($F = ma$) applied to fluids. It describes the velocity, $u$, and the pressure, $p$ for a fluid with density, $\rho$, and dynamic viscosity $\eta$. The equation can be simplified by assuming the fluid to be Newtonian (stresses that arise from the flow are linearly proportional to the strain rate) which is the case for most fluids involved in microfluidics, see eq. (2.1.1) below:

$$\rho \left( \frac{\partial u}{\partial t} + (u \cdot \nabla)u \right) = -\nabla p + \eta \nabla^2 u + f_b$$

$$\nabla \cdot u = 0$$

The left side of eq. (2.1.1) describes the changes in fluid momentum. The first term is due to changes in velocity over time for a given position (local acceleration) and the second term is due to changes in velocity when the fluid moves from one place to another (convective acceleration). The second term comes from the inertia of the fluid which produces history-dependant effects such as swirls or tornados.

The first term on the right describes the pressure gradient, the second describes the viscous effects, and the third expresses the body forces acting on the fluid, such as gravity or electrostatic forces.

In microfluidics, we can assume that the variations of pressure are so small compared to the speed of sound so that the ensuing density remain constant. The fluid can be treated as incompressible where the density is constant in time and space. This is expressed with the continuity equation, eq. (2.1.2).
As the second term of eq. (2.1.1), \((\mathbf{u} \cdot \nabla)\mathbf{u}\), is non-linear, Navier-Stokes is very difficult to solve analytically. In certain circumstances, such as in microfluidics, the equation can be substantially simplified. As will be shown later, convective acceleration is small and its term can be disregarded. There are usually no body forces acting on the fluid except for gravity, which itself is very small and can also be neglected. When assuming the fluid flowing in a straight channel with constant cross-section over the channel, the equation can be further simplified into:

\[
0 = -\frac{\partial p}{\partial x} + \eta \left( \frac{\partial^2 u_x}{\partial y^2} + \frac{\partial^2 u_x}{\partial z^2} \right) \tag{2.1.3}
\]

\[
0 = \frac{\partial p}{\partial y} = \frac{\partial p}{\partial z} \tag{2.1.4}
\]

To easily be able to discriminate whether a fluidic system is dominated by inertial or viscous forces, a dimensionless number called the Reynolds number, Re, is used. It is the ratio of the inertial term to the viscous term from the general Navier-stokes equation above, eq. (2.1.1):

\[
Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{\rho L_0 U_0}{\eta} \tag{2.1.5}
\]

where \(\rho\) is the fluid density, \(L_0\) is the characteristic length of the system, \(U_0\) is the characteristic fluid velocity, usually seen as the average flow velocity and \(\eta\) is the dynamic viscosity of the fluid (in this case water).

At a low Reynolds number which is characteristic for microfluidics, the viscous forces dominate the inertial. When the Reynolds number is very small \((<< 1)\), inertial forces become negligible and the flow becomes laminar, i.e. no turbulence or mixing of fluids. This implies that if the driving-forces behind fluid movement are removed, the fluid immediately stops. At a high Reynolds number, as in most of the everyday life, the inertial forces dominate, such as the turbulence observed when swirling a teaspoon around in a cup of coffee. The transition between these two modes depends on the surface roughness and the aspect ratio of the fluid confinement but is generally said to be around a Re of 800-2000.

The devices used in this thesis have a small Re \((\sim 1^{-2})\) and any inertial effects can therefore be disregarded.

### 2.2 The flow profile

The solution to eq. (2.1.3) and eq. (2.1.4) describes the velocity flow profile. The x component of the velocity \(\mathbf{u}\) will depend on the exact cross-sectional shape of the microchannel. To solve the previous equations, it is necessary to include boundary conditions. At the interface of a liquid and a solid, a "no-slip" boundary condition applies. It states that the velocity of the fluid at the wall must be zero; the fluid does not slip by the surface of the walls. It is the same phenomenon responsible for the thin layer of dust one can see on a blade of a blowing fan. The no-slip condition is why the dust closest to the wall doesn’t
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Zero velocity at walls

highest velocity in the center

the flow is divided into separate non-mixing laminas

chaotic and mixing flow

**Figure 2.1.1:** Schematics of flow at low (laminar) and high (turbulent) Reynolds number in a channel.

As the flow velocity at the walls is zero, the flow profile takes the form of a parabola with the center mass moving at a faster rate, as seen in section 2.1. While many types of microchannel cross-section shapes are used in microfluidics, this thesis deals only with the rectangular shape. The parabolic flow will occur for both axes, resulting in a combined 3D-profile. However, if one axis is much larger than the other, the flow profile will become more plug-like.

### 2.3 Hydraulic resistance

Due to high surface-to-volume ratio in microchannels, the channel walls exert a lot of friction to the moving fluid. The channel is then said to have a high hydraulic resistance. This is contrasted to the macroscale where the inertia is high and the apparent friction is low. When the driving force responsible for the flow in a microchannel stops, the fluid immediately stops as a result of the friction. In a channel with a volumetric flow rate, $Q$, driven by a pressure difference, $\Delta P$, the hydraulic resistance $R_h$ can be calculated from the Hagen-Poiseuille law:

$$\Delta P = \frac{R_h}{Q}$$

Eq. (2.3.1) is analogous to Ohm’s law where the electrical resistance is described by $\Delta U/I$. The hydraulic resistance for a rectangular cross-section with height $h$ and width $w$ containing a fluid with dynamic viscosity $\eta$ is given by [36]:

$$R_h = \frac{3\eta L}{4wh^3} \left[ 1 - \frac{192}{\pi^5} \frac{h}{w} \sum_{n=1,3,5,\ldots}^{\infty} \frac{1}{n^5} \tanh\left( \frac{n\pi w}{2h} \right) \right]^{-1}$$

$$\approx \frac{3\eta L}{4wh^3} \frac{1}{1 - 0.63h/w}$$

(2.3.2)
With a flat and wide channel, eq. (2.3.2) can with a very small error margin (0.2% for \( h = w/2 \)) be approximated to \( R_h = \frac{12\eta L}{1 - 0.64(h/w) h^3 w} \) \( (2.3.3) \).

To continue the comparison with electronics, the resistance in straight channels in parallel and in series is analogous to the electrical resistance relationships in Kirchhoff's circuit laws. For series coupling of two channels with hydraulic resistances \( R_1 \) and \( R_2 \) the additive law applies:

\[
R = R_1 + R_2
\]

(2.3.4)

For parallel coupling of two channels with hydraulic resistances \( R_1 \) and \( R_2 \) the inverse-additive law applies:

\[
\frac{1}{R} = \frac{1}{R_1} + \frac{1}{R_2}
\]

(2.3.5)

These two laws are only valid for flow at low Reynolds numbers and for long narrow channels.

As completely straight side-walls are difficult to fabricate, the cross-section is not completely rectangular. Together with variations in surface roughness, the hydraulic resistance equations can only be approximate for experimental flow experiments.

### 2.4 Viscous drag

When a particle, such as a biological cell, is flowing in a channel at low Reynolds number it experiences a fluid resistance in the direction of the flow. This viscous drag force is expressed by Stoke's law:

\[
F_{\text{drag}} = 6\pi\eta r u
\]

(2.4.1)

The law assumes a spherical, materially homogenous, smooth particle with radius \( r \) flowing with a velocity \( u \) in a surrounding medium with a dynamic viscosity \( \eta \). Eq. (2.4.1) is derived from Navier-Stokes equation for low Reynolds number (eq. (2.1.1)).

If no other force is applied to the particle, it will continue flowing in its streamline. Other forces that can act on the particle include electrical, magnetic, thermal and steric. Electrical or magnetic forces is not of concern in this work. Thermal forces are omnipresent and discussed in the next section. The use of steric forces, caused by other solid structures acting on the particle, is central to DLD and hydrodynamic trapping. Next chapters will discuss the concept in detail.

### 2.5 Viscous shear

When an object is subject to a mechanical stress (force per unit area) it deforms. Strain is the measure of that deformation. A stress can either be normal (compression or tension)
or shear. Normal stress is perpendicular to the surface of the object:

$$\sigma = E\epsilon$$

(2.5.1)

where $\epsilon$ is the resulting strain and $E$ is the elastic modulus or Young’s modulus.

Shear stress, $\tau$, is parallel to the object surface and is described by:

$$\tau = G\gamma$$

(2.5.2)

where $\gamma$ is the resulting shear strain and $G$ is the shear modulus given by $G = \frac{E}{2(1+\nu)}$, where $\nu$ is the object’s Poisson ratio.

For an isotropic and incompressible Newtonian fluid, the shear stress at a surface element at point $y$ is defined as:

$$\tau = \eta\dot{\gamma} = \eta \frac{\partial u}{\partial y}$$

(2.5.3)

where $\eta$ is the dynamic viscosity and $\dot{\gamma}$ is the shear strain rate, equal to the derivative of the flow rate perpendicular to the average flow direction $u_x$. At $y=0$, $\tau$ is greatest due to the no-slip condition, making the derivative of $u_x$ highest. Eq. 2.5.1 depict the viscous shear created in a fluid between two parallel plates moving relative to each other.
2.6 Diffusion

The particle movement due to Brownian motion becomes important to consider in microfluidics. In some cases, it is utilized in the mixing of solutes which is otherwise difficult due to the mixing-resistance present in laminar flow. In DLD, the separation is compromised if particles diffuse across the streamlines between the array posts. While some diffusion is unavoidable, minimum diffusion is preferable as it has been shown to reduce the separation resolution [38] [39]. Particle diffusion is also significant for cell trapping. If the trapped cells diffuse out of the traps over time, the trapping will be ineffective.

The mean square displacement a particle diffuses is given by:

$$\langle x_n^2 \rangle = 2nDt$$  \hspace{1cm} (2.6.1)

where \( n \) denotes the number of dimensions. The distance diffused depends the particle diffusion coefficient, \( D \), and time duration, \( t \).

The diffusion coefficient, \( D \), is described by the Stokes-Einstein relation:

$$D = \frac{k_BT}{6\pi\eta r}$$  \hspace{1cm} (2.6.2)

where \( D \) is determined by Boltzmann’s constant, \( k_B \), the temperature, \( T \), and the dynamic viscosity of the solution, \( \eta \).

In microfluidic devices, the distance travelled by diffusion depends on the residence time a particle has in the system. The dimensionless number, \( Pe \), the Péclet number, describes the relative impact of advection(bulk fluid flow) to that of diffusion in terms of transportation, defined below:

$$Pe = \frac{\text{advective transport rate}}{\text{diffusive transport rate}} = \frac{uL_0}{D}$$  \hspace{1cm} (2.6.3)

where \( u \) is the average flow velocity, \( L_0 \) is the characteristic length over where the competition between advection and diffusion takes place and \( D \) is the diffusion coefficient. At high Péclet numbers, advection happen much faster than diffusion and thus the system is dominated by advection. Particles follow the streamlines of the flow and both DLD and the trapping mechanisms work efficiently. At low Péclet number, the opposite is true where the diffusion time is lower and particles can readily diffuse across streamlines.

In the experiments presented here, blood has been used as sample. A serum protein in blood has a radius of \( \sim 5 \) nm diffuses about 9 \( \mu \)m over the span of a second in one dimension. Compare that to a particle with a radius of about 3.8 \( \mu \)m, like the red blood cell, that diffuses 300 nm for the same duration. The impact of diffusion increases with small flow velocities or long devices. After the duration of 1 minute, the RBC has an average 1D diffusion displacement of about 3 \( \mu \)m.
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Deterministic Lateral Displacement

Deterministic Lateral Displacement (DLD) is a particle separation technique. The separation occurs inside a large array of pillars. When particles flow into the array, they are separated or not based on if the given particles fit inside a stream or not. The particles collide with the pillars which sterically force large particles to cross streamlines whereas smaller particles can stay in their existing flow lane. The lanes take different trajectories and thus, the particles are separated in space. DLD separates particles continuously in a microfluidic array into physically separate reservoirs. It works in a passive way, without relying on forces other than the pressure driven flow. As its name suggests, the separation mechanism is deterministic, meaning that the path of a given particle is not based on stochastic processes like diffusion. Rather, the path is determined by the relationship of critical size of the device and the effective size of the particle. As described in the previous chapter, some diffusion still occurs over the length of the device, limiting the separation resolution.

For subsequent analysis of the separated fractions, a high throughput is desired. While DLD has been shown to separate cancer cells from whole blood at flow rates up to several ml/min [40], the shallow device (∼4 µm) used in this thesis increases the hydraulic resistance which reduces the flow rate and thus, limits the throughput. This shallow depth is however necessary to confine the disk-shaped RBCs to flow parallel to the floor of the channel for maximum deformation to take place.

This chapter describes the principle of DLD with special focus on deformability-based separation.

3.1 Theory

In DLD, the fluid flows past an array of micropillars, splitting into individual streamlines when crossing between the pillars. These pillars have a center-to-center distance denoted \( \lambda \), and every row in the array is shifted a distance \( \Delta\lambda \) as illustrated in fig. 3.1.1 a. The period of the array row shift, denoted \( N \), is defined as:

\[
N = \frac{\lambda}{\Delta\lambda}
\]  

Displacing particles are displaced in a displacement angle, \( \theta \), given by \( \tan(\theta) = \frac{\Delta\lambda}{\lambda} \).

The flow lanes shift cyclically, meaning that after \( N \) rows, the lanes will return to their initial positions. \( N \) thereby determines the number of flow lanes between the posts. In fig. 3.1.1 b, the cyclic behavior of the flow lanes is visualized with stall lines separating the lanes. Flow lane 1 moves to position 3 in the next row, then position 2 in the row after that, and finally returns to position 1. Between the posts, the flow lanes have to cross a narrower path so that they are compressed. Particles with a radius larger than
the width of the first flow lane are forced into the second flow lane. The larger particle will be bumped at every post, laterally displaced a distance $\Delta \lambda$ between every row. This behavior is called “displacement” or “bump” mode. Particles with a radius smaller than $\beta$ will stay in the cyclic progression of the streamline, zig-zagging between posts without any long-lasting lateral movement. This behavior is called “zig-zag” mode. Figure 3.2.1 illustrates the two transit modes of DLD.

3.2 Critical Size

Thus, the path a particle will take depends if it is larger or smaller than a critical size, the width of the first streamline, $\beta$.

Davis [41] empirically derived a formula describing the critical size assuming a parabolic flow profile and separating rigid spheres:

$$R_c = \beta = \frac{1.4GN^{-0.48}}{2} \quad (3.2.1)$$

Fig. 3.2.1 shows how two particles with differing effective size, $R_{eff}$, result in separate trajectories depending on their relationship with $R_c$.

By combining sections of different critical size, one can separate multiple particles in the same DLD array. In fig. 3.5.1, the principle of a chirped array is illustrated.

3.3 Factors Influencing the Critical Size

Decreasing the post diameter relative to the period and the gap will make the flow profile more plug-like with a reduced $R_c$. Vice-versa will lead to a stronger parabola. Decreasing the device depth relative to $G$ and $D_{post}$ also leads to a more plug-like flow with reduced $R_c$. Critical changes are not seen until below 3 µm of depth. [42]
3.4 The Effective Size of Particles

The particle parameter, $R_{eff}$, which determines whether displacement into the second streamline occurs, varies with the geometrical array design, the channel medium and the intrinsic properties of the particle. In the original DLD paper [24], hard spherical particles were used to show the principle of the technique. Due to the simplicity these particles bring, the separation can be described with a single parameter, $R_c$. The sizes or trajectories of rigid spheres are not altered by the shear flow. They also do not exhibit irregular motion as asymmetrical particles would.

The situation is different for biological particles. Cells are diverse in both shape and mechanical properties. Morphology can vary significantly even in a cell-population of the same cell type. The behavior of soft and non-spherical particles such as red blood cells in DLD is less understood which depends upon a complicated addition of a number of various factors [43]. These include the mechanical properties of the particles, particle-post and particle-particle interactions and the shear rate and velocity profile between the posts [42]. Also, when the particle shape is asymmetrical, the effective size varies on the particle orientation in the channel. Beech et al. [22] showed how varying the microchannel depth can confine particles into a certain orientation. By reducing the microchannel thickness, asymmetric particles, like RBCs, have to accommodate by laying down on their wide side, resulting in an increase in the effective size. This confinement also limits RBC tumbling motion which simplifies the dynamics.
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3.5 Deformability-based RBC Separation

Deformable particles, such as RBCs, deform in the shear of parabolic flow between DLD pillars. The effective size of a deformed RBC is reduced and the deformation extent will determine if the cell trajectory is of zig-zag or displacement mode. As described in chapter 2, the shear-induced deformation is proportional to the flow rate which is proportional to the applied pressure drop over the DLD device. The deformation depends on the mechanical properties of the cell which is variable in a cell population.

Predicting the shear stress onto the particles becomes complex as when the particle itself perturbs the flow profile. Larger particles and higher particle concentrations leading to particle-particle interaction naturally cause larger perturbations. Additionally, softer cells have been simulated to have a lower velocity compared to more rigid cells. This is due to the fact that softer cells have a bigger tendency to end up in the zero-velocity space behind the post. [44]

Another RBC property that is important to deformability-based separation is the time of shape recovery after deformation. If the recovery time is longer than the time a cell takes to pass one post to another, the transit through the array could be affected. Although there have been attempts by different techniques to measure the recovery, the quantitative agreement have been poor with values differing by a factor of 3-5 [45].

Figure 3.5.1: Separation by deformability. Left: illustration of the deforming shear stress. Middle: more deformable RBC ($R_{eff} < R_e$) will zig-zag. Right: less deformable RBC ($R_{eff} > R_e$) will displace.
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Hydrodynamic Trapping

In 2003, Wheeler et al. introduced a new approach to cell trapping, see fig. 4.0.2 [32]. Instead of using complicated systems incorporating external forces such as electrical or optical, they took advantage of the fluid forces already present in the microfluidic channels. When a cell flowed into a trapping cup it was stuck in place. The flowlines that guided the cell into the trapped positions also confined the cell from escaping the trap. The general principle with traps incorporating pores piercing the traps is illustrated in fig. 4.0.1.

![Figure 4.0.1: Illustration of the hydrodynamic trapping process. a), b) A red blood cell first get trapped by filling the trapping cup. c) Other RBCs flow past the trapped cell without interference. d) the trapped cell is exposed to a stimulant of some sort, here illustrated with merozoite-stage parasites.](image)

By scaling up the principle from single traps to large arrays of traps one can keep the single-cell control while trapping a large number of cells in parallel. The individual structures either trap one or several cells and are usually set up in a pachinko-style pattern with the rows shifted to each other to allow for a higher trapping efficiency. In 2006, Di Carlo et al. trapped cells using arrays of weir-style traps (traps with a small gap between the trapping structure and the channel roof) to study single-cell enzyme kinetics for different cell types, see fig. 4.0.3 [33]. The flow initially penetrates the empty traps but just like with Wheeler’s traps, the flow is diverted once the trap is occupied.

Another example of array-based trapping is by Voldman et. al. where weir-style traps similar to those presented by Di Carlo’s group were used for cell pairing and cell fusion [34]. The drawback of the array-approach is that most cells in the cell suspension (80-90%) do not get trapped [40], so an excess of cells is needed. While it can be a problem in some cases, the trapping still gives a representative sample population as the chance of trapping is the same for all introduced cells. Other designs have been made to ensure the trapping of all introduced cells to overcome this problem [47] [48]. While these systems make sure no cells are lost, the extra space needed for the different design results in a lower trap density and overall number of cells.

To efficiently trap cells, the structural parameters of the traps need to be fine-tuned for the cell specific morphology and mechanical properties. As with traps containing a
pore piercing through the structure, the flow can either flow through the trap or circumvent it. The outcome depends on the balance of the hydraulic resistances of both paths.

In this thesis, the red blood cell is the target cell-type for trapping. RBCs are difficult cells to trap due to their high elasticity and non-spherical shape. RBCs can easily squeeze through passages 4 times smaller than their width (∼1-2 µm) [49], requiring low flow velocities to limit the forces enabling passage through deformation.

Figure 4.0.2: Single-cell trapping in a U-shaped structure. In A and C, the trapped cell (Jurkat T-cell) is exposed to a dye whereas in B the cell is exposed to methanol. Methanol leads to cell death (cell looks deformed in B) and the ability of being stained with the dye (compare the color of the cell of C to A). Reprinted with permission from *Microfluidic device for single-cell analysis* by Aaron R Wheeler et al. Copyright 2003 American Chemical Society [32].

Figure 4.0.3: Single-cell trapping using u-shaped weir structures. (a) and (b) shows the principle behind the trapping mechanism. (c) shows an array of trapped cells. Reprinted with permission from *Single-cell enzyme concentrations, kinetics, and inhibition analysis using high-density hydrodynamic cell isolation arrays* by Dino Di Carlo et al. Copyright 2006 American Chemical Society [33].
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The Red Blood Cell

Red blood cells (RBCs, erythrocytes) circulate through the body, transporting oxygen to and carbon dioxide from cells. RBCs make up about 45% for men and 42% for women of the total blood volume. Other blood cells include white blood cells and platelets, which make up a small percentage. The remaining part of blood is mainly made up of water with suspended proteins, clotting factors, ions, hormones, glucose and suspended gases. Erythrocytes largely consist of the protein hemoglobin (∼35% of the total cell weight) which contains four subunits, each containing an iron-containing heme group (which is also responsible for the red color of blood). Through the Bohr effect, the heme group can absorb and release oxygen at appropriate times during the circulation.

RBCs are produced through the process of erythropoiesis. It lasts for about 7 days and continuously occurs in the bone marrow. After being released from the bone marrow, the RBC circulates the bloodstream for 24 hours in the form of an immature red blood cell called a reticulocyte. Reticulocytes constitute for about 1% of the total red blood cell population. When matured, it’s known as an erythrocyte (“erythro-” coming from New Latin meaning red). The RBC stays circulating in the bloodstream for approximately 115 days in a normal person. The life span can vary from 70 to 140 days among cells and about ±15% among individuals. The removal from circulation is age-dependent and occur in a nonrandom fashion. The process is not completely understood, but it involves biochemical identification of senescence-associated membrane changes. It has also been suggested that the aged cells are mechanically removed by failing to pass thin endothelial slits (0.5-1 µm) in the spleen.

5.1 Mechanical properties of red blood cells

When circulating the narrowest capillaries of the body (2-3 µm), RBCs have to undergo severe deformation.

RBC deformability refers to the property of RBCs to change its shape under the influence of an applied stress and returning to its original shape when the stress is released without lysing or rupturing. The deforming stress acting on an RBC can result in cell curvature, uniaxial deformation or area expansion.

The mechanical properties of RBCs can be measured by many different techniques, as described in chapter. The relevant elastic parameters are bending, area-expansion and shear moduli. The relevant viscous parameters are internal and membrane viscosities and deformation recovery time. The mechanisms underlying RBC deformability is complex and are influenced by many factors.

RBCs are soft, viscoelastic bodies, with both an elastic component that characterize its resistance to deformation and a viscous component that characterizes the rate of deformation. The deformability of RBCs is determined by three properties, the viscoelastic properties of the cell membrane, the RBC morphology, giving its high surface area-to-volume
CHAPTER 5. THE RED BLOOD CELL

ratio, and the viscosity of the intracellular fluid, reflecting the hemoglobin concentration of the cell [56]. Other factors also affect the deformability, described below.

5.1.1 The Cytoplasmic Viscosity

The intracellular fluid of the cytoplasm, the cytosol, can be seen as a Newtonian liquid as it does not contain a nucleus or other organelles. The cytoplasmic viscosity, $\eta_i$, is dominated by the mean cell hemoglobin concentration (MCHC) [55]. Normal MCHC is around 32 g/dl [55]. Normal $\eta_i$ has been assessed with membrane fluctuation measurements to around 5-6 mPas [57]. $\eta_i$ increases with MCHC in a nonlinear fashion. At a MCHC of 40 g/dl, $\eta_i$ is almost quadrupled [55].

5.1.2 Viscoelastic Properties of the Cell Membrane

The cell membrane consists of an outer lipid bilayer, and an inner strengthening network of proteins making up the membrane cytoskeleton. The lipid bilayer is commonly described with the fluid mosaic model [58]. In the model, the bilayer can be seen as a two-dimensional liquid consisting of freely diffusing phospholipids and other membrane components such as proteins and carbohydrates.

The lipid bilayer is anchored to the underlying two-dimensional protein network, the membrane cytoskeleton. It plays the central role of RBC membrane deformability. The network mainly consists of the protein spectrin. Spectrin subunits are joined together through other proteins, making up a triangular meshwork fixed to the lipid bilayer with transmembrane proteins.

The viscous component of the membrane is two-dimensional on an order of $10^9-10^{10} Nm^{-1}$ [59]. It can be qualitatively related to a 3-D bulk viscosity by $\eta_{3D} = \eta_{2D} \cdot 2$, where $d$ is the thickness($\sim 1-10$ nm). $\nu_{3D}$ is then around $10^3 mPa s$ [60].

As the intracellular fluid contains no elastic component [55], the energy-storing elastic properties of RBCs is decided by the two-dimensional cell membrane. The shear, bending and area-expansion moduli all refer to the stress to strain ratio of different membrane deformations. Shear is the perpendicular deformation to that of the force where the area extent is maintained. Bending refers to membrane curvature deformation while area expansion refers to an isotropic expansion or compression of the membrane area extent. The shear modulus of RBCs is mainly determined by the spectrin network as the shear modulus of the lipid bilayer is close zero due to its fluidity nature [60]. This can be contrasted to the bending and area expansion moduli which are determined by both the cytoskeleton and the lipid-bilayer. The RBC shear modulus, measured by micropipette aspiration (MAT) [61] [62], magnetic twisting cytometry [63] and optical tweezers [64] has been estimated to 6-10 $\mu Nm^{-1}$. Average measured values by MAT are around $0-19 Nm^{-1}$ [65] for the bending modulus and 300-500 $mNm^{-1}$ for the area-expansion modulus [61].

5.1.3 Role of RBC Morphology

The special RBC shape, the biconcave disk, gives the cell a high surface area-to-volume (S/V) ratio. The special shape allows RBCs to change shape under stress without increasing its surface area. Expanding the surface area requires far more force than just deforming the cell shape. Besides for enhanced mechanical properties, an increased surface interface enables a higher gas exchange, resulting in a higher amount of oxygen and
carbon dioxide being transported.

**Figure 5.1.1:** Illustration of a normal red blood cell (discocyte).

The measured dimensions of the RBC differ between sources and measurement techniques. In a large sample ($N_{\text{subjects}} = 6$, $N_{\text{cells}} = 22985$) RBC morphology analysis study conducted through image cytometry, the mean discocyte diameter was found to be $7.69 \pm 0.43 \, \mu m$ [66]. Another source, measured the size with interferometry, (without the diffraction limit of optical microscopy, $N_{\text{subjects}} = 14$, $N_{\text{cells}} = 1581$) and reported an average diameter of $7.65 \pm 0.43 \, \mu m$ [67]. The mean cell volume (MCV) is approximately $94 \, fL$ with a mean surface area of about $135 \, \mu m^2$ [68], about $40\%$ greater surface area than that of a sphere with the same volume.

A number of agents are able to induce substantial changes in the RBC shape. Anionic amphipaths\(^1\), high osmolarity, high pH, ATP depletion, cholesterol enrichment and proximities to \textit{in-vitro} glass surfaces cause the cell become crenated with outwardly pointed spicules [69]. The crenated cell is known as an echinocyte (echino- coming from Greek meaning hedgehog), seen in fig. 5.1.2 A. Other agents, such as cationic amphipaths, low osmolarity and cholesterol depletion induce a larger inwardly pointed cavity [69]. This cell is called a stomatocyte (Stoma coming from Greek meaning mouth) visualized in fig. 5.1.2. The complete mechanism determining the cell shape and how the shape is

**Figure 5.1.2:** Illustrative cross-sections of a concave stomatocyte, a biconcave discocyte and a spiculated echinocyte.

related to the mechanical properties of the cell is still unknown [60]. The best hypothesis explaining the biconcave shape is the bilayer-couple hypothesis [70]. It also explains the stomatocyte-discocyte-echinocyte sequence where it is proposed that small changes in either side of the two leaflets making up the membrane bilayer would expand either side. If the outer leaflet were to be expanded relative to the inner, the cell would be forced to form convex structures to accommodate for the extra area gained. If instead the inner leaflet would expand, the inverse would happen and concave structures would form. When a cell shape transformation is induced by the above listed agents, the cell deformability also changes as a consequence.

\(^1\)Amphipath: Molecule containing both a polar and a non-polar portion of its structure.
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5.1.4 Other Factors Impacting RBC Deformability

Temperature affects the viscosity and shear modulus of the cell membrane. From 37°C to 25°C there is no reported change in deformability but below 25°C, deformability is reported to decrease with decreased temperature [71]. Both RBC shape and deformability is dependant on intracellular ATP (Adenosine triphosphate) levels [72].

Alteration of membrane lipids or membrane proteins [74], changes in intracellular calcium ion (Ca^{2+}) concentration [55] or nitric oxide (NO) concentration [75] have also been linked to changes in RBC deformability. Variability of RBC deformability between human subjects are also significant. A number of diseases [56], subject age [76], gender [77] impact the RBC deformability.

A number of studies have detected losses in surface area, cell volume and deformability during in vitro storage [78] [79] [80] [81].

5.2 RBC-age Related Deformability changes

During their circulation, the RBCs are constantly subject to oxidative stress by reactive oxygen species [82]. Mohanty et al. showed that oxidative stress plays a large role in damaging the cell membrane and reducing the deformability of RBCs [83].

There is good evidence that RBCs get denser with age [51]. This density increase is coupled with a reduction in deformability. The changes are thought to be due to both membrane shedding in a process called membrane microvesiculation [84] and due to calcium-induced shrinkage [85] [83].

The mean corpuscular hemoglobin concentration has been reported to increase with 15% as water is lost with aging [86]. A higher MCHC leads to a higher cytoplasmic viscosity in older cells. Williams and Morris anticipate an increase in the internal viscosity by a factor 5 [87].

Although the cell shrinks during its life span (~14% in volume [51]), the cell area loss by membrane microvesiculation is greater, leading to a smaller S/V [7]. It should be noted that the reported age-related volume changes are less than the range of physiological cell volumes [51].

When fractionating RBCs by density, many studies assume a direct correlation with age when comparing the top and bottom fractions of density-separated RBCs. A recent transfusion study by Franco et al. oppose this linear correlation [74]. Their data indicates that the majority of the density increments occur during the first weeks of the RBC lifespan.

Other studies report that hemoglobin losses (~20%) with membrane microvesiculation occurs mainly in the second half of the RBCs lifespan [80] [88]. This supports Franco's claim. Density separation seems therefore be unsuitable if the objective is an isolation of the senescent cell population.

Franco et al. also reported in another study that at the very end of the RBC lifespan, RBCs seem to generally have an irregular morphology [6].

Table 5.2.1 sums up the deformability and size changes of RBCs during in vivo aging, described in section 5.2. While these changes are known to occur, the rate or linearity over time of these changes are less known.

2 Premenopausal women tend to have on average younger RBCs, and thereby less rigid cells due to monthly menstruation
### Table 5.2.1: Summary of RBC aging-related DLD trajectory consequences

<table>
<thead>
<tr>
<th>Change</th>
<th>effect to $R_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane elasticity decreases with oxidative damage</td>
<td>larger</td>
</tr>
<tr>
<td>Increased MCHC and cytoplasmic viscosity</td>
<td>larger</td>
</tr>
<tr>
<td>Cell area loss by membrane microvesiculation, (greater than the volume loss) leading to a smaller $S/V$.</td>
<td>larger</td>
</tr>
<tr>
<td>Cell volume and diameter slightly decreases</td>
<td>smaller</td>
</tr>
</tbody>
</table>

#### 5.3 Dynamics of RBCs in fluid flow

The flow behavior of RBCs is governed by what is the most energetically favorable in a given flow situation. Since we are interested in trapping individual cells and the separation efficiency of DLD is reduced at high cell concentrations, behavioral consequences of cell-cell interactions of whole blood are omitted.

Depending on the flow, the cell will deform in the flow direction to various degrees. When flowing in a capillary (circular-cross section and axisymmetric flow) of 3-13 µm at high shear rates, RBCs are known to form parachute shapes [89] [90].

In a non-axisymmetric flow shear however, uneven shear forces at different membrane positions cause the RBC to rotate around its axis. The motion is reported to change with shear rate and the viscosity contrast, $C$, defined as the ratio between the intracellular and extracellular fluid viscosities. At high $C$, as used in this thesis, RBCs have been reported to tumble (flip unsteadily) at lower shear rates and roll at higher shear rates (similar to a rolling wheel) [91]. At low $C$ (as in whole blood) and high shear rates, besides the previous two motions, it exhibits a fluid-like tank-treading motion [91] [92]. During tank-treading, the lipid bilayer slides around the cell, against the cytoskeleton, while the cell shape and orientation remain relatively stable. More detailed information about the transitional behavior between the different flow motions including oscillatory motions (swinging) and frisbee-like spinning can be found in literature [93] [91] [94]. Figure 5.3.1 shows examples of flow behaviors of RBCs in a shear flow.

![Figure 5.3.1: Two examples of RBC behavior in shear flow](image)
Chapter 6

*P. falciparum*

Malaria is an infectious, mosquito-borne disease caused by the protozoan parasites of the genus *Plasmodium*. The most deadly species of the *Plasmodium* genus is the *Plasmodium falciparum*\(^1\) which is the focus of this thesis. The life cycle *P. falciparum* is presented below in fig. 6.0.1.

**Figure 6.0.1:** Life cycle of *P. falciparum* inside a human host. (1) A female *anopheles* mosquito, hosting *P. falciparum* parasites, draws a blood meal through the skin of a human host, and (2) releases sporozoites - motile spore-like *P. falciparum* parasites into the blood stream. (3) Sporozoites migrate to the liver and infect liver cells called hepatocytes. In the hepatocytes, they proliferate asexually, and finally rupture and release merozoite stage parasites into the blood stream (4). This initializes the erythrocytic stage. After an invasion of a RBC, the parasites grow and proliferate (asexually) in a number of stages. It starts with the trophozoite stage and ends in the schizont stage where the RBC finally rupture and releases more schizonts. (5) Some parasites differentiate to sexual erythrocytic stages (gametocytes). Gametocytes are present in peripheral blood and taken up by the female *anopheles* mosquito during the blood meal. Figure is open-access and reprinted from [95] in the journal of Philosophical Transactions of the Royal Society B.

**Figure 6.0.2:** Morphology of *P. falciparum* merozoite (a) and schizont (b)
6.1 Invasion of Red Blood Cells

The invasion starts with \textit{P. f.} merozoites recognizing a RBC host competent for invasion. It then attaches itself by forming a tight-junction\(^1\) to the RBC membrane. After attachment, it reorients and forces itself through the cell membrane via an actin-myosin motor. The entry has been reported to take 30 s, on average \([96]\). During the invasion process, RBCs have been reported to undergo temporary morphological transformation into echinocytes. After about 5 minutes the shape is returned to normal \([96]\). Once inside a red blood cell, the parasite divides asexually leading to a schizont containing up to 30 daughter merozoites. After 48 hours following the invasion, the merozoites burst out of the red blood cell to continue further erythrocytic invasions \([97]\). The invasion cycle happens in a highly synchronous fashion where most of the parasites in blood are in the same stage of development \([98]\).

The invasion is extremely rapid and most of the merozoites lose their invasive capacity soon after schizont rupture. At 37\(^{\circ}\)C, most invasion events have occurred after 10 min. The half life of the invasive capacity has been reported to be 5 minutes. As a proportion of merozoites retain their invasive capacity after 10 minutes, it has been hypothesized that merozoites are not intrinsically shortlived. Instead the decline of invasive capacity is due to multiple mechanisms, including an environmental change \([99]\).

It is important to note that not all invasion attempts are successful. Standard culture invasion rates are known to be 20-40\% \([99]\). Sinha et al. reported that merozoites were unable to penetrate through the membrane of oxidant-exposed RBCs. These cells had damaged cytoskeleton and stiffer membranes \([82]\). This result indicates that damages induced by oxidative stress during aging may have a role in an age related infection preference. Preference for invading younger cells is in agreement with other studies that report an invasion preference towards the lighter fraction of density-separated cells \([3]\) \([4]\).

6.2 Characteristics of the Schizont and Merozoite stages

Schizonts have a spheroidal shape with diameter of 6.4 \(\mu\)m and thickness of 4 \(\mu\)m, see fig. \[6.0.2\] \([100]\). RBC stiffness has been found to increase during the parasitic development inside the cell. A study using optical tweezers has reported up to 10-fold increase in the shear modulus (from 5.3 \(\mu\)Nm\(^{-1}\) to 53.3 \(\mu\)Nm\(^{-1}\)) of the schizont-stage infected cell.

Merozoites have an egg-like shape with a tapered front, containing an apicomplexian invasion organelle, see fig. \[6.0.2\]. It has an average diameter of 1-1.5 \(\mu\)m \([101]\). The magnitude of adhesive force of a merozoite to the RBC membrane has been measured by optical tweezers to be 40 \(\pm\) 8 pN. Before tweezer-mediated detachment of the complex, RBCs were observed to be elongated by 2 \(\mu\)m \([102]\).

\(^1\)Specialized close-fitting connection of two adjacent animal cell membranes
Chapter 7
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7.1 DLD Device

The DLD device design used, originally designed by Holm et al. [27], can be seen in fig. 7.1.1. The device has a "chirped" design, with thirteen sections placed consecutively, each with a different critical diameter $R_c$. $R_c$ increases along the length of the device. Each section contains ten DLD periods with constant $R_c$. The change in $R_c$ has been affected by changing the lateral row shift, $\Delta \lambda$, while holding inter-post gap, $G$, and post diameter, $D_{\text{post}}$ constant. Parameters and the resulting lateral displacement for each array section are presented in appendix D. The $D_c$ ranges from 3 to 9 $\mu$m at intervals of around 0.5 $\mu$m. Particles larger than 9 $\mu$m will be displaced in all sections. Before entering the array, the sample particles flow through a filter which stops any larger (agglomerates, dust, etc.) particles which would otherwise cause clogging and interfere with the separation mechanism in the DLD array. The larger buffer inlet introduces the running solvent or medium, that the displaced cells flow into, while the smaller buffer inlet allows the sample cells to be focused in a streamline. The array edges have been modified, as described in [103], to minimize any flow disruption caused by edge effects. The outlet channels have been designed with equal hydraulic resistance to eliminate any outflow bias from the design.

7.2 Device Design of Trapping Devices

Design drawings were made using the CAD-software L-edit v.16.3 (Tanner Research, Monrovia, California, USA). The channel was fabricated with a depth of 4.1 $\mu$m to confine the RBCs to lay flat in the channels. Consequently, the RBCs deform through the trap in the wider position rather than in upright one, see fig. 7.2.1. The channels are slightly deeper than the average RBC thickness in order to account for cell size heterogeneity; to avoid severe compression of RBCs along the device depth; and the consequent increase in dynamic hydraulic resistance, decrease in convective velocity and clogging.

7.2.1 Trapping Arrays

Each trap has a pore width $w$, and a circular-arc shaped cup to trap a particle with diameter $d_g$. The angle, $\theta$, subtended by the arc determines the depth of the trapping cup. The inter-trap distances along a row and column are denoted by $d_y$ and $d_x$ respectively (see fig. 7.2.2).

To avoid trapping of multiple cells in the same cup as in the work by Di Carlo et al. [33], $d_y$ was restricted to 7.5 $\mu$m to fit only one RBC. The designs include a $w$ variation of both $w$ (1.5 $\mu$m and 3 $\mu$m), and $\theta$ (149° and 180°), while $d_y = 13.5$ $\mu$m and $d_x = 10$ $\mu$m. The single-trap variations can be seen in section 7.2.1.
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**Figure 7.1.1:** DLD device overview. Critical diameters for the array sections can be found in appendix D. The total device length is approximately 57 mm, fitting onto a normal microscope slide of 76 x 26 mm. Zoom windows (starting from left): Scanning electron micrograph of pillars replicated in PDMS. View is tilted from channel normal about 50° (right). Optical micrograph of PDMS pillar cross-section, pillar height has been measured to 4.2 µm.

![Diagram of DLD device](image)

**Figure 7.2.1:** 3D illustration of RBC trapped in a simple single-trap design. The channel depth is reduced to a bit larger the thickness of an RBC. (a) 3D front-view. (b) 2D side-view. The RBC has some wiggling space, illustrated with two sided arrows.

![Diagram of RBC trapped in a single-trap design](image)

**Figure 7.2.2:** Trap array schematics

![Diagram of trap array](image)

All the design parameters were chosen to maximize trapping efficiency (Ratio of trapped cells to that of introduced cells) of RBCs and exposure of the trapped RBCs to the
merozoites in flow. In this trap design, \( w \) needs to be low enough to prevent squeeze-through of the RBCs in flow, and high enough to prevent circumvention of RBCs around the traps. Also to note, the resolution of UV-lithography restricts the lower-limit of \( w \). Further, a lower \( \theta \) would ensure the exposure of the trapped RBC by the merozoites in flow; while a higher \( \theta \) would secure immobilization in the trap. For the inter-trap distances, the choice of \( d_x = 10 \, \mu m \) is justified to enable unrestricted flow of an RBC; keep the trap-density high enough; and not place the traps too close, which might increase the shear stress at the trap-pore and lead to RBC squeeze-through. On the other hand, \( d_y = 13.5 \, \mu m \) was chosen to prevent clogging and enable contact between the trapped RBCs and merozoites.

**Figure 7.2.4:** (a) Schematics of single trap variants with angle and pore width. (b) First generation trapping devices. Array of 40 x 40 traps for all trap variants. Shown here is an example of trap device S2.

**Hexagonal-trap arrays**

The hexagonal-style traps consists of 6 trapping cups located in an arc allowing for close-contact amongst the cells, see fig. 7.2.4. The design allows for testing of invasion preference by the merozoite. The traps are designed with a pore width of 1.5 \( \mu m \) and a cup angle of 180 °.

The simpler traps require the parasites to invade the RBC mid-flow, while experiencing high shear stress. While physiological blood stream conditions comprise quite high shear rates as high as 2000s\(^{-1}\) (at the walls of the smallest arteries) \[104\], the effects of shear rate on invasion success have not been studied. A low shear-stress environment could possibly give insight into the invasion mechanism, with only diffusion as means of parasitic transportation between the trapped RBCs.

By placing the cells closer together, the invading parasite has a second choice in the immediate proximity (contrasted to the simpler traps), similar to *in vivo* condition, where the blood stream is filled with cells. This would provide the merozoite a choice, as well as the opportunity to attempt invasion with more than one cell in case of an unsuccessful
invasion. As the merozoites only have a small time window for an invasion \[99\], the proximity of a second cell could be important for higher invasion rates.

![Hexagonal trap schematics](image)

**Figure 7.2.4:** Hexagonal trap schematics. (a) shows the parameters involved for a single-trap whereas (b) illustrates a hexagonal trap array. $d_y = d_x = 10 \mu m$.

### 7.3 Trap designs for parasite invasion on-chip

Rather than just cell trapping, this thesis aimed to study parasitic invasion of trapped cells. The task is particularly sensitive, as it is difficult to synchronize schizont rupture \textit{in vitro}, which is important to study preferential invasion while eliminating any temporal artefacts and effects of a heterogeneous merozoite density. Also, as discussed before, the invasion capacity of merozoites is short lived. As previously discussed, when burst, the merozoite-stage parasites have only a short time before their invasive capacity fades.

After fabrication and testing of the trap array designs, a second trap device generation was designed. The most prominent trap arrays designs (S1 and H3) along with two additional designs (the arc trap and S5) were included.

These devices employed a separate inlet for introducing schizonts, and contained a post-filter of 3 $\mu m$ pores to hold the schizonts in place before rupture. This pore width was thought to be a good distance as it has been shown to obstruct schizonts in similar experiments. In one study found, schizonts were unable to pass single constrictions of less than 3 $\mu m$ \[105\]. Schizonts have also been shown to pass constrictions as small as 1.5 $\mu m$ but this needed a significant pressure (200 bar) drop over a single path \[106\].

After schizont-rupture, the smaller merozoites can pass rapidly through the filter and subsequent channels, and interact with the trapped RBCs in the downstream-placed array.

#### 7.3.1 Arc trap

A problem that arises with trapping arrays is the lack of equal chance for a trapped cell of being encountered by a flowing parasite. The first rows will always be encountered first, thus, a gradient of encountering events forms. While this design still can give information about the dynamics and preferential infection, it is more difficult to extract as cells can be invaded by multiple parasites or completely miss being encountered due
to being positioned further downstream. Optimally one would like to introduce one and only one parasite to several RBCs in a massively parallel fashion. While this is difficult to accomplish, a compromise has been designed, see fig. 7.2.5. It is a trapping design where multiple trapping cups are placed at regularly spaced intervals in an arc. The
pore width of the traps is $3 \mu m$. Supporting pillars have been added to the open arc area to prevent a channel collapse due to the large area. The channels following the individual cups are calculated to have equal hydraulic resistance to abide for equal chance of being encountered by parasites. The design assumes a small flow around the trapped RBCs through the pore of each trapping cup. To clear the area from excess cells, a high-resistance meandering drain channel is present at the middle of the arc. When all RBCs are trapped, the pressure to the RBC inlet is lowered and the parasite inlet is raised. The excess cells will be flushed through the meander and the system is awaiting parasites from the parasite inlet.

### 7.3.2 No-pore Trapping Array

A second single-trap design variant, denoted S5, can be seen in fig. 7.3.1. It lacks a pore, similar to that of the original hydrodynamic trap by Wheeler et al. [32]. It has a deeper trapping cup with an cup angle of $180^\degree$. The purpose of this trap design is to reduce any eventual RBC shear deformation otherwise present with the trap variants with pores. Possibly, the RBC deformation could negatively affect the invasion process.

![Figure 7.3.1:](image)

**Figure 7.3.1:** (a) Schematics of trap design S5. Row and column distances ($d_x$ and $d_y$) are equal to $10 \mu m$. (b) Second generation device schematics.

### 7.4 Numerical Simulation

Due to the complexity of the partial differential equations of microfluidics and the asymmetry of real-life conditions, numerical solutions are used to predict the flow behavior. In this thesis, the finite-element method (FEM) was employed by using the simulation software COMSOL Multiphysics 5.1 (COMSOL Inc. Stockholm, Sweden). FEM divides the continuous equations governing microfluidics into a matrix consisting of small and discrete chunks called finite elements. The calculation time and the problem size relies heavily on the number of elements the matrix is divided into. In the simulations, creeping flow (Low Re) was employed with no-slip boundary conditions at the walls. Periodic flow
conditions have been applied to make the simulated trap array infinitely large. By measuring the flow velocities of small polymer beads (1 µm in diameter) inside the devices, the pressure drop over an individual unit cell can be estimated for a given pressure applied to the inlets. As the beads are small and rigid, they follow the streamlines rigorously at high flow rates and can give good approximate values of the flow profile.

7.5 Device Fabrication

The microfluidic devices were made in the silicone rubber Poly-Di-Methyl-Siloxane (PDMS, Sylgard 184, Dow Corning) using the technique called replica molding. PDMS is a soft, elastomeric polymer with many advantages. It’s biocompatible [107], transparent for relevant wavelengths (240 nm - 1100 nm) and cheap. The greatest benefit of fabricating of PDMS is the ease of rapid prototyping it allows. The mold required for the process can be made with UV-lithography in a day and ready-to-use devices can be made from that mold in about 6 hours. The basic fabrication steps can be seen in fig. 7.5.1 and the detailed fabrication protocols can be found in appendices B and C.

![Diagram of device fabrication process](image)

**Figure 7.5.1:** An overview of the device fabrication process.
7.5.1 UV-Lithography

The mold is created by transferring a fluidics pattern on a chromium mask to a photoresist layer. The mask containing the designed patterned was manufactured by a photomask-supplier where it was made with a laser writer. The photoresist making up the mold is first spin-coated onto a silicon wafer substrate. The photoresist is then subjected to UV-lithography. The photoresist used, SU-8 (MicroChem, Newton, MA, USA), is a negative photoresist, meaning that the parts exposed to UV-light will be cross-linked whereas unexposed parts get washed away in a development step. Several baking steps are included into the process, dehydrating the sample at appropriate times, which are excluded from fig. 7.5.1 for simplicity. These include soft-baking, prior to UV-exposure, post-exposure bake, following UV-exposure and hard-baking, following resist development.

7.5.2 Soft Lithography

PDMS was prepared by mixing its base and its cross-linking agent carefully and then degassed it in a vacuum chamber for 30 minutes. The prepolymer was then poured over the SU-8 mold and cured in an oven for generally 1 hour at 80°C. It was then carefully peeled off the mold and the relevant channel system was cut out with a scalpel. Reservoir holes (2 mm) were punched with a flat-tip needle at all inlet and outlet regions. The PDMS slab and a PDMS spin-coated glass substrate(75 x 25 mm) were treated with oxygen plasma for 30s at 750 W) to make the surfaces hydrophilic and make covalent bonding of PDMS to PDMS possible. Both the PDMS parts were then bonded tightly together.

The PDMS surface hydrophilicity decreases rapidly. It recovers most of its hydrophobicity by 15 minutes unless a hydrophilic liquid (water) is added soon after the treatment. To prevent the recovery from occurring, immediately after bonding, the devices were filled with an aqueous solution. The solution is made up of 0.2% PLL-g-PEG (poly[l-lysine])-graft-Polyethyleneglycol, SuSoS AG, Dübendorf, Switzerland) in deionized water. The substance is added to reduce the adsorption of proteins and cells to the inner surfaces of the device. It consists of Polyethyleneglycol (PEG) grafted to PLL (poly[l-lysine]). PEG is known to suppress the adhesion of cells and proteins to PDMS. PEG is also both nontoxic to the cells and is a widely used surface modification compound. The positively charged PLL backbone readily adsorbs to the negatively charged PDMS surface induced by oxygen plasma.

The fabricated device is stored in a humidified chamber for up to 48 hours at 8 °C before use.

7.5.3 Fabrication Process Troubleshooting

UV-lithography is a crucial and sensitive fabrication step, that determines the quality of the required micro-structures. To obtain suitable and intended trap structures, considerable amount of effort was invested at this fabrication step. This section aims to discuss the encountered issues during UV-lithography, as well as the downstream fabrication processes, and to address the problems in a strategic manner.

During the UV-lithography fabrication, the thin spin-coated photoresist frequently released from the substrate. As this was thought be due to internal stress created during
the rapid temperature rise during post-exposure-baking, a more gentle temperature rise, with a 20 min ramp was tried. This, however, led to further substrate lift-off. Subsequently, an additional ultra-thin adhesion layer of OmniCoat (MicroChem, Newton, MA, USA) was applied prior to the photoresist. This led to prevention of the lift-off of the substrate during development.

The fabrication of the small and complex trap features in a thin mold (\(\sim 1 \mu m\)) required an optimization of the photolithography process. To achieve the desired photoresist thickness, which is identical to PDMS channel depth, the spin speed was varied from 1500 to 3000 RPM.

The designed traps have sharp-edges and small (\(\sim 1 \mu m\)) segments, making them difficult to fabricate. The particular mask aligner used for UV-treatment can go down to lateral resolution of about estimated 1 \(\mu m\) before defects due to diffraction effects become too great. At these resolutions, it is very difficult to achieve vertical side walls. Some curvature of the walls is therefore to be expected. To attain a accurate replication of the mask design to the photoresist, the UV-exposure dose time and development time were varied for the specific photoresist thickness used.

Due to the flexibility of PDMS, there is a risk of collapse of the channel. This can happen when the width to height aspect ratio is above 10:1. For the DLD-device, the aspect ratio at the reservoir areas and the connecting channels from the inlets was 12:1, leading to collapse of shallow channels. To counteract the frequent collapsing, the PDMS stiffness was modified. The PDMS was made stiffer by prolonged curing duration (\(\sim 4-24\)h) and by lowering the ratio of the base and cross-linking agent mixing ratio to 8:1 from 10:1. At a 10:1 ratio, collapse of the channel was observed at channel depths of 3.1 \(\mu m\), 3.5 \(\mu m\) 3.8 \(\mu m\) and 4.2 \(\mu m\) while 5.1 \(\mu m\) deep channels survived. For a ratio of 8:1 and prolonged curing duration, 4.2 \(\mu m\) deep DLD devices generally survived collapsing if only a careful light touch was applied after bonding to the PDMS substrate.

Other problems frequently encountered during experiments were channel blockage, either by air bubbles, dust particles or fibers. Even with plasma-enhanced bonding, the bonding sometimes failed. Insufficient gluing, leading to leakage was also commonly seen. To prevent leaking from happening during experiments, a gluing reinforcement step was added to the fabrication process.

7.6 Sample Preparation

A small blood sample (20-50 \(\mu L\)) was drawn via finger-prick method using a lancet. To prevent coagulation, it was immediately mixed with a buffer containing an anticoagulant - either autoMACS\textsuperscript{®} (Miltenyi Biotec, Lund, Sweden) containing the anticoagulant ethylenediaminetetraacetic acid (EDTA); or citrate phosphate dextrose adenine (CPDA) containing citrate ions. EDTA has a stronger potency (irreversible) than citrate (reversible) but is possibly more cytotoxic. CPDA was therefore used for any experiments involving parasites while EDTA was used for device testing. To deal with the weaker anticoagulation of CPDA, number of washing steps were employed to remove any remaining platelets that could otherwise start the coagulation process. When using autoMACS\textsuperscript{®}, the wash-
ing was carried out in one centrifugation step. The complete blood preparation protocol can be found in appendix A.

1µm polymer microspheres (Duke Scientific Corp., Palo Alto, United States) were used to mimic merozoites in the devices.

### 7.7 Parasite Culturing

*Plasmodium falciparum* was cultured by our collaborators in 5% hematocrit in a glass flask of 37°C with a gas atmosphere of 5% CO₂, 90% N₂ and 5% O₂. The culturing medium consists of RPMI (Roswell Park Memorial Institute) 1640 tissue culture medium supplemented with 0.5% (w/v) AlbuMAX II. Magnetic isolation of schizonts were used to generate a high parasitemia (∼ 95-99%) and a highly synchronized culture (synchrony window of ∼ 4 hours).

### 7.8 Experimental setup

The experimental procedure starts with mounting the device on the inverted microscope and connecting the inlet reservoir tubes to a pressure control system. The running channel temperature is around 24-25°C. To ensure a cell-friendly liquid environment in the channels, the channels were first flushed with the running buffer for 10 minutes at 1000 mBar. The running buffer in the microfluidic devices was either autoMACS® or the parasite culturing medium. The reservoir tubes were washed several times when changing the medium to ensure no traces remained of the previous liquid. Any liquid (except the blood sample) inserted into the device was filtered with a 0.2 µm syringe filter to remove any particles that could otherwise clog the system. To make sure no bubbles were introduced into the channels, the sample was always carefully aspirated near the channel entrance in the tube reservoir. After flushing the running buffer, the sample is pipetted into the sample inlet. To prevent sedimentation in the reservoir, a 2 mm magnetic polystyrene bead was placed in the inlet reservoir. It was stirred every 5 min by an externally applied magnetic field. Data acquisition was made with one of several cameras mounted on the microscope. The complete laboratory setup can be found in fig. 7.8.1.

### 7.8.1 Parasite experiments

The experiments involving parasites were conducted in a Biosafety Level 3 laboratory at Department of Molecular Biosciences, Wenner-Gren Institute, Stockholm University, Stockholm, Sweden. The experimental setup differed slightly. As the malaria parasites is a biological hazard, special precautions were taken. Every tool was wiped clean with 70% ethanol before and after usage. The parasites were preloaded into the device in a laminar hood of a lab of biosafety level 3.

A stage heater capable of heating the microfluidic chip to around ∼ 37°C was mounted on the microscope to ensure physiological temperatures optimal for the parasites. The applied carrier gas differed from the normal N₂ gas. Instead, CO₂ was applied as the carrier gas by the pressure control system.

---

1Dr. Lisa C. Ranford-Cartwright & Laura Ciuffreda at University of Glasgow.
The carrier medium in the devices were always the parasite culture medium. Blood used in the experiments was drained from a vein rather than a finger prick from a healthy anonymous volunteer. CPDA was used as anticoagulant and the blood sample was thoroughly washed in standard clinical protocols before usage. Initially, blood stored for 2 weeks after collection was used for the experiments. However, at a later stage, freshly collected and processed blood was used to prevent any effects due to in vitro aging.

**Figure 7.8.1:** General experimental setup. (1) Nikon Eclipse TE2000-U inverted microscope (Nikon Corporation, Tokyo, Japan), (2) MFCS-4C or MFCS-8C pressure controllers (Fluigent, Paris, France), 0-1000 mbar. (3) Thermocouple temperature sensor (ibidi GmbH, Planegg, Germany)(4) Camera used for image capture. Camera on the photo is a high-speed EoSens mini MC-1370 camera (Mikrotron GmbH, Unterschleissheim, Germany). Other cameras used were an Andor Ixon EMCCD camera (Andor Technology, Belfast, Northern Ireland) and a DFK MKU130-10x22 (The Imaging Source Europe GmbH, Überseetor, Germany) (5) Computer connected to the microscope. (6) Mounted chip. (7) Zoom-in on a DLD chip with 9 tube reservoirs.

### 7.9 Sterility

It is important that the DLD-fractionated blood sample is sterile. If any microorganisms would be present and start growing in the subsequent culturing with *P. falciparum*, the analysis of infection would be hampered. To prevent any contamination, channels were first flushed with ethanol (70% v/v) for 5 minutes with 1000 mBar applied to the inlets. Equipment that would come in contact with the sample or the running buffer were autoclaved beforehand (120°C, 2-5 bar) or if autoclaving were not possible, such as for plastic pressure gas connectors, thorough washing with ethanol was carried out.
7.10 Data Analysis

Captured images were analyzed using ImageJ v. 1.50b (Public Domain, developed at National Institutes of Health, Maryland, United States). Quantification of the DLD outlet distribution first involved subtracting the median-background from a video taken of the outlet area. The frames were then converted to a binary format and summed together to quantify the intensity at each location over the duration of the video. The process can be visualized in fig. 7.10.1. The quantification was conducted like this rather than tracking each particle with a tracking algorithm due to the high cell densities with overlapping trajectories making tracking difficult. The drawback of the method is that slower-moving particles will have a greater contribution to the distribution than faster-moving particles as slower-moving particles will be captured in more frames.

**Figure 7.10.1:** Image analysis of outlet trajectories. (a) Single image frame from a video captured with a high-speed camera. (b) Frame from (a) which first has had its static background subtracted and then been converted to a binary format at a grayscale pixel threshold with no noise. (c) Sum of 15 000 frames processed like that in (b). Red line marks the location of where the pixel intensity was extracted.

The sizes of RBCs following DLD separation was measured using optical microscopy, where the diameter was defined as the distance between the two pixel intensity lows of the RBC edges (see fig. 7.10.2). Prior to measurement, the RBCs were first aspirated in a small sample volume (5 µL) from the DLD reservoirs onto a glass slide.

**Figure 7.10.2:** RBC geometry analysis. (a) A micrograph of a red blood cell placed on a glass slide. (b) Pixel intensity profile along the length of the RBC (the red line).
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Results and Discussion

8.1 Deterministic Lateral Displacement

8.1.1 RBC Deformation

The numerical simulation results of the flow inside DLD can be seen below in fig. 8.1.1. The resulting flow velocity and shear rate is compared for pressure drops of 100 mbar and 500 mbar. At a higher pressure drop, the overall velocity magnitude is higher and so is the shear rate at the pillar walls. As the shear strain is proportional to the shear rate, RBCs should deform to a larger extent at higher pressure drops.

Cell deformation for four chosen pressure drops can be visualized in fig. 8.1.2. The presented cells are of similar size and shape (discocytes), although their deformability could slightly differ. Just like with the simulation results below, the deformation generally increases with a higher pressure drop for similar cells. At a low driving pressure of 10 mbar, only a faint deformation is visible. When increasing the driving pressure, the deformation and thus the effective size of the cells inside the device decreases.

![Simulation of shear rate and flow velocity in an DLD array](image)

**Figure 8.1.1:** Simulation of shear rate and flow velocity in an DLD array with the following parameters: $G = 12 \mu m$, $\lambda = 32 \mu m$, $D_{\text{post}} = 20$, $\Delta \lambda = 0.8 \mu m$.

8.1.2 RBC Fractionation

Figure 8.1.4 shows the distributions of cells at the outlet of the DLD device for different driving pressures. The width of the distributions can be compared to the inlet stream width of $\sim 100 \mu m$. The spreading can be attributed to a variation in size and deformability.
as diffusion is low, Pe of $\sim 3.3 \cdot 10^4$ for a driving pressure of 100 mbar, assuming a flow velocity of 0.5 $\mu$m/s. At low driving pressures and consequently little cell deformation, the distribution can attributed mainly to variation in size. When raising the driving pressure, the distribution is shifted towards zig-zagging rather than displacing, with the impact of deformability in the separation. Larger cells with the same deformability as smaller cells could (depending on the applied pressure) still have different effective sizes and arrive at different outlet positions. Thus, the technique cannot completely eliminate size variation when separating by deformability. However, if the the size variation is smaller than the variation in effective size by deformation, fractionated subpopulations, and especially the extreme fractions, would still have a differing deformability.

A great number of RBCs (both uninfected and infected cells) underwent echinocytic shape transformation inside the channels (see fig. 8.1.3). Cells that become echinocytic have a more spherical shape with a reduced cell diameter as described in chapter 5. As reported by [22], despite having a smaller diameter, echinocytes generally have a larger effective size in shallow-channel DLD at high driving pressures compared to discocytes with the same cell volume. With a mixed shape population, deformability fractionation is dampened by a simultaneous fractionation in differing morphology. It is also important to note that the transformation is not binary but there is a continuum of shapes ranging from the discocyte to the most crenated echinocyte.

It is possible that even if all cells underwent shape changes, deformability differences between young and old cells would still be significant. The tendency to change into an odd
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could possibly also be an indicator for the cell age as discovered by Franco et al. [6] for the very old cells. Differences in both hemoglobin concentrations and viscoelastic properties of the cell membrane remain with the shape changes. DLD could then still be used to fractionate the RBCs into differing ages despite shape transformations.

As discussed more thoroughly in the next section, the shape changes are thought to be due to local high pH at the channel surfaces, referred to as the “glass effect” as it was first discovered to appear near glass surfaces. As the shape transformation by the “glass effect” is reversible [11], the *P. falciparum* infection rates of the fractionated cells could still be compared without having to consider invasion interference by an altered cell morphology.

The echinocytosis was generally observed to occur in the inlet region of the device (see fig. 8.1.3). The flow rate and thus the residence time is high in this location as the cells first have to pass the narrow filter to reach the array (see fig. 7.1.1). At low flow rates and high cell concentrations as used in the experiments leading to fig. 8.1.4, the residence time is especially high. As higher driving pressures in the experiments of fig. 8.1.4 were used after the lower, shape transformations of the cell had already occurred for higher driving pressures experiments. By redesigning the inlet area, the in-channel residence times could be reduced and possibly also the degree of transformation.

Figure 8.1.4 also shows the outlet reservoirs the cells are collected in after fractionation. To study the highest possible invasion efficiency contrast of deformability-separated cells, it is preferable to compare the extreme cell fractions (with highest and lowest deformability). For the given device design, only at the pressure of 500 mbar, isolation of the extreme fractions into separate outlets is possible. At even higher pressures, where the impact of deformability in the separation process could be even higher, the distribution is shifted into the leftmost outlets where the cell population is divided only into two fractions.

8.1.3 High-pressure Fractionation

Figure 8.1.5 shows the outlet distribution of an RBC cell population with a driving pressure of 500 mbar. The cell concentration has been lowered from 20 x whole blood dilution to 40 x. In addition to this, cells have only been flowing into the device at high pressure (500 mbar), lowering the residence time significantly from the previous experiments.

As a consequence, the presence of shape transformed cells is considerably lower. From an estimated 60-70% echinocytic cells in fig. 8.1.4 to 35%, 10% and 4.8% in outlet 1-3 respectively. This also shows that echinocytes are smaller than discocytes in this device (as mentioned above).

About 1% of the cells flow into outlet 1 and about 5% of the cells into outlet 3. In fig. 8.1.6, the size distribution of the cells separated into these outlets can be seen. The deformability-based separation of RBCs in DLD is limited by a large variation in cell size. The cells in outlet 1 have a smaller cell radius mean (3.76 µm) than the control (4.00 µm) and the cells in outlet 3 have a larger mean (4.25 µm). The distribution is wider in outlet 1 than both the outlet 3 and control sample (Standard deviations are 0.57 µm, 0.38 µm and 0.38 µm respectively) The larger distribution width of outlet 1 still remains at 0.57 µm when taking account of the large percentage of echinocytes.
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Figure 8.1.4: DLD Outlet distribution of driving pressures 100 mbar to 900 mbar with increments of 100 mbar. Note that various cell morphologies and not only discocytes make up the distribution. Number of cells measured for each pressure is estimated to be at least 2000-3000.

Figure 8.1.7 shows a plot of the measured cell deformation at two extreme locations (gap 10 and 22) of the outlet from fig. 8.1.7. Similar to what has been shown in fig. 8.1.6, the measured cell radius is larger for the cells that passed gap 22 (mean of 0.76 µm) than gap 10 (mean of 0.76 µm). The lesser mean values of the “undeformed” cells compared to that of outlet cells can be ascribed to cells being slightly deformed while flowing freely in the channels.

It can be noted that the deformation ($R_{eff}/R$) is generally lower for the cells further displaced (gap 22) whereas cells flowing into outlet 1 (gap 10) are deformed to a higher extent. The apparent low stiffness of the larger cells at gap 22 seems contradictory. Cells
**Figure 8.1.5:** DLD Outlet distribution of a driving pressure of 500 mbar. Cells making up the distribution are mostly discocytes, see fig. 8.1.6.

**Figure 8.1.6:** Size distributions of the separated cells of outlet 1, outlet 3 from fig. 8.1.5 and a control sample. The cell sizes were measured after 180 min of running the device and 195 min after blood collection. The cells in the control sample have been stored in a plastic tube during the DLD experiment.

With the same size but lower deformability should end up at a lower outlet position as they should deform more and thus have a smaller $R_{eff}$. It could be that smaller cells are generally stiffer and larger cells are generally less stiff, as cells become smaller and less deformable with aging, see chapter 5. If this effect is great enough, it would impede any cell-age fractionation by deformability that also is impacted by cell size.

By increasing the driving pressure and thus the flow rates for future experiments with a modified device design, one would possibly be able to increase the separation impact of deformability variation and lessen that of size variation. By packing the channels leading to the outlet reservoir more densely at the end of the DLD array, cell collection into distinct outlets for differing effective sizes can be achieved at higher driving pressures. This in turn depends on the optimal shear rates where separation by deformability dominates...
Figure 8.1.7: RBC Deformation to RBC size at gap 10 and 22 at section 12 near the end of the array. Outlet positions are 320 $\mu$m (outlet 1) and 704 $\mu$m (far end of outlet 2, near outlet 3) respectively. Deformation is defined as the ratio of the measured effective (deformed) radius to that of the measured radius in flow.

that of cell size. As seen in fig. 8.1.2, higher shear rates lead to a higher degree of deformation. Nonetheless, it is important that the shear rates do not exceed values which damage the cells leading to cells lysing or impediment of the parasitic invasion process. Shear rates above $1500 \text{s}^{-1}$ are known to lead to extensive cell damage [112]. By using the simulated shear rates, the driving pressure needed for $1500^{-1}$ shear rate at the walls of the pillars in DLD can be extrapolated to around 1070 mbar.

8.1.4 Throughput

As stated by our collaborators, the RBC density has to be at least $10^4$ cells per $\mu$L for proper culturing experiments. The minimum volume required to culture on a glass slide is 200 $\mu$L, meaning that at least 2 million cells have to fractionated into each DLD outlet.

At a blood dilution of 20x and a driving pressure of 500 mbar, the shallow DLD device has a throughput of 300 000 cells/h. The 1% and 5% cell extremes as would flow into outlet 1 and 3, see fig. 8.1.4, would only be 3000 and 15000 cells/h respectively. This is too little compared to the 2 million cells needed for each sample in the $P. falciparum$ culturing technique used by collaborators. Possibly, the cell concentration could be increased with the drawback of reduced separation resolution due to particle-particle interactions.

The device throughput could be increased by parallelization or modifying the separation array design. The array could be widened and thereby lowering the hydraulic resistance. Also, more hydrodynamically designed pillars (of triangular shape) have been shown to significantly reduce the resistance and increase the throughput of the array [113]. Possibly, one could exploit the diverse dynamic flow behavior of RBCs and find where more and less deformable cells differ. If suspended in a high-viscosity medium as proposed by Henry et al. [114], one could exploit the transitions between tumbling, rolling and tank-treading motions.
8.2 Hydrodynamic Trapping

8.2.1 Fabrication

After having optimized the UV-lithography process, a variety of trap designs (see chapter 7), was fabricated and evaluated. In the first generation of traps, single-traps with narrower 1.5 µm pore widths turned out defective, with serrated edges (See example in fig. 8.2.1). This effect appeared regardless of the UV-exposure time. The 3 µm-pore traps turned out with less serration and so did the hexagonal traps (note that these had pores of 1.5 µm). Traps with cup angles of 180° had sharper corners than those of 149° and exhibited stronger defects. A too long UV-exposure time increased the serration along with too wide pores. A too short exposure dose resulted in lift-off, too narrow pores or completely obstructed pores. The optimal time differed for each trap design (3.5-4.5 s). The serration was especially apparent near corners of objects and worse for sharper corners. The serration is thought to be due to effects caused by diffraction. In high-resolution photolithography, the light has to pass small openings in the mask. Smaller features and thereby smaller openings in the mask lead to stronger diffraction-based defects. Because of the above mentioned defects, the single-trap with 3 µm pore width and 149° cup angles turned out with very narrow pore widths and some serration.

Figure 8.2.1: Example of edge serration by diffraction effects. (a) Trap design S3 (w of 1.5 µm and θ of 149°) (b) Trapping results of trap design S2 with first generation devices, UV exposure time of 2.1 s.

Figure 8.2.2: Fabrication results of second generation devices. Left: CAD design. Middle: Micrograph of the UV-lithography mask pattern. Right: Micrograph of the fabricated PDMS traps. a-c depicts hexagonal traps, d-f single no-pore s5 traps, g-i single S1 traps. Following are marked distances (approximate for micrographs): (a) 1.5 µm, (b) 2.1 µm, (c) 1.1 µm, (d) 2.2 µm, (e) 1.7 µm, (f) 3.1 µm, (g) 3 µm, (h) 3.7 µm, (i) 2.4 µm.
angle (trap S1), and the hexagonal-type trap were chosen to be included in the second generation of trap devices. Due to the higher amount of serration in narrow-pore and high angled traps, the other designs (traps S2-S4) were discarded. The fabrication process in

![Figure 8.2.3: Scanning electron micrographs of trapping structures. The samples were coated with a 10 nm Platinum-Palladium (80:20) layer prior to the photos to prevent charge build-up from the electron beam. (a) Single S1 traps. (b) Hexagonal traps. (c) Single no-pore S5 traps. (d) Overview of an S5 trap array with front and back channels visible. (e) Even greater overview of the S5 trapping array. Pyramid-like channels are connected to the front-end of the traps, spreading out incoming cells evenly.](image)

the second generation devices was altered for the prospect of less defects. A slightly denser photoresist solution was used and the baking times were reduced to 1-2 min from 8-20 min. With the higher resist density, the spin-coating speed was increased from 1000 RPM to 1800 RPM. The optimal UV-exposure time was found to be consistent with the first generation, 3.5 s. In this process, the optimal exposure time was concluded to be the same for all trap variants. The optimized protocol can be found in appendix B. This modified protocol lead to significantly improved fabrication results. Exactly why these new parameters lead to a better results is not known for certain but it could be that the photon-material-interaction and diffraction effects are different in a higher-density resist. A comparison between the mask features and the fabricated PDMS features can be seen in fig. 8.2.2 for selected traps. The final trap dimensions are slightly larger compared to the original trap dimensions in the mask. The hexagonal trap has a pore width of $\sim 1.3 \mu m$ rather than the designed 1.5$\mu m$ pore width whereas S1 has pore width of 2.3$\mu m$ instead of designed 3$\mu m$. S5 has central trap width of 3$\mu m$ rather than the designed 2$\mu m$. These results show that the fabrication could be further fine-tuned if so desired. This was not required for the proof-of-principle RBC trapping objectives of this thesis. Fig. 8.2.3 shows Scanning Electron Microscopy (SEM) photos of the traps. Even with optimized parameters, the fabricated structures won’t have completely vertical walls as can be seen in the photos. The flow profile is slightly altered by the rounding, but is not thought to have large effects on the trapping efficiency.

### 8.2.2 Trapping

The simulation results can be seen in fig. 8.2.4. It can be noted that the hydraulic resistances and thereby volumetric flow rates through the 3$\mu m$ pores are higher than for
Figure 8.2.4: Velocity magnitude simulation with magnitude density-based streamlines of single-trap array unit cells. Applied pressure drop of 0.57 µbar across the vertical axes (equal to 100 mbar drop across the whole device). The hexagonal trap has been scaled down for comparison.

the 1.5 µm ones. Time-lapses of trapping events can be seen in fig. 8.2.5. These show how RBCs can be immobilized in various trapping structures. Only one RBCs gets immobilized in each trap. This could be due to the flexible structure inherent to the RBC, totally obstructing the flow through the pore by deformation.

In fig. 8.2.6, a plot over the trapping over time in S1, S5 and H3 arrays (second generation) can be seen. It can be observed that with the giving driving pressures, S1 fills the traps the fastest. At t = 14 min, the occupancy rate (occupied traps/total no. of traps) is 85%, 0.55% and 0.27% for S1, S5 and H3 respectively. The low occupancy rate for H3 could possibly be due to the narrow w (1.1 microm). By increasing w, higher occupancy rates would be expected.

The trapping is dependant on the applied inlet pressure which in turn determines the flow rate. The applied pressures have been chosen to maximize the trapping efficiencies while keeping the flow rates relatively high. The optimal pressure for trap S5 was a little lower, 30 mbar, contrasted to 60 mbar for the other trap designs. With too high pressures (> 20 mbar for the first trap generation and > 70 mbar for the second), the cells easily squeeze through the trapping pores. At very low applied pressures (~ 0-1 mbar), the cells randomly migrate out from the traps by Brownian motion.

Cells flow into the array with a slightly higher RBC concentration in the middle. This could be reduced by further optimizing the pyramid-like channel design preceding the array.

The trapping efficiency also depends on the RBC concentration. In the experiments, the concentration is low enough to be able to study single-cell trapping but not too low to reduce the trapping rate. Higher cell concentration increase the trapping rate. Cells push each other out of the streamlines and into the traps. At the same time, the total ratio of introduced cells to that of trapped cells would decrease with a higher cell concentration. As an abundance of cells are introduced to the system already, it is not of concern for the current application.

The cells seem to undergo severe deformation when being immobilized in trap with a pore,
see fig. 8.2.5 b and c. This can be contrasted to the no-pore trap where no deformation is visible, see fig. 8.2.5 a. The deformation could potentially have an effect to parasitic invasion efficiency.

When trapping cells in the parasite-infection on chip experiments, later described, it was observed that stored blood cells was considerably stiffer with very little cell deformation in the trapping process. This is consistent with other groups reporting an increased stiffness in stored blood cells, see chapter 5.

![Figure 8.2.5: RBC trapping. (a) S5 no-pore traps. (b) Hexagonal traps (first generation). (c) S1 traps. Time steps and applied pressures are 0.03 s and 50 mbar, 1.5 s and 6 mbar, and 0.27 s and 50 mbar for a-c respectively. For clarity, red circles mark the cell being trapped.](image)

![Figure 8.2.6: Array trapping over time for second generation trap devices.](image)

**Arc Trap**

Simulation of the flow velocity in the arc trap can be seen in fig. 8.2.8 a. The channels following the traps have been designed so that their hydraulic resistance is equal.

As seen with the other trapping results, the RBC deformed significantly and covered the pore completely, even at low flow velocities. If the cell completely obstructs the trap, parasites would not flow towards the occupied trap. With this design, parasites could only possibly migrate towards an occupied trap by diffusion at very low flow rates.

While the supporting pillars were so densely packed as to be symmetrical over the traps in the arc, RBCs turned out to be trapped between them, see fig. 8.2.8 b. The pillar-pillar distances were designed to be 5.2-5.6 µm while the fabrication resulted in 3.8-4 µm in the same manner as the previously presented traps (The arc trap was included on the second-generation trap mask). As the RBCs completely obstructed the flow, increasing the distance by further optimization of the fabrication process was not pursued.

Experimentation with the arc-trap was thereby discontinued.
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Figure 8.2.7: Overview micrographs of trapping. (a) $t = 24$ min for trap array S5. (b) $t = 14$ min for trap array S1. (c) $t = 16$ min for the trap array H3.

Figure 8.2.8: (a) Flow velocity simulation of the arc trap. Note that the flow rates into the individual trapping cups are the same. (b) RBCs flowing in the trapping area of the arc trap. Some RBCs get caught between the supporting pillars. Applied pressure drop of 20 mbar.

8.2.3 Bead interaction with trapped cells

Plastic beads with similar dimensions to the merozoite-stage parasites were used to mimic the dynamics the merozoites would have to the trapped cells. The beads, 1 $\mu$m diameter polystyrene spheres, were introduced to the array of trapped cells in the parasite inlet of the second-generation device. An excess of beads are needed to expose all trapped cells to beads as the chance of contact is quite low.

As the merozoite is non-symmetrical, see chapter 6, bead aggregates might give insight into how the rotational effect might play into the interaction. fig. 8.2.9 shows how an aggregate of 3 beads continuously rotates and hits a trapped RBC. It stays there for a while (0.8 s) and then continues past the RBC. This time can be tweaked by the applied pressure and might be enough for merozoites to attach to the cell and start invading. Interestingly, for the range of inlet pressures tested (10 - 160 mbar), beads contact with the trapped cells. At a pressure of 10 mbar, the beads that directly collide with the trapped cell stay around the cell for about 1-2 s. This can be compared to a pressure of 160 mbar where the beads stay for around 20-100 ms.
8.3 Parasite-infection on Chip

After having trapped cells in the array, a population of late-stage infected RBCs (iRBCs) were introduced to a separate inlet in order to infect trapped cells. The separate inlet area contained a filter obstructing the stiffer iRBCs while letting smaller merozoite-stage parasites through to the trapping array.

8.3.1 In-channel Schizont Rupturing (or lack thereof)

The schizonts first flowed into the filter area and were obstructed by the 3 µm filter (fig. 8.3.1(a)). No in-channel rupturing was observed during several tries when waiting several hours for each experiment. Rupturing was observed in the inlet reservoir (fig. 8.3.1(b)) where merozoite invasions of nearby cells were also occurring. The lack of rupturing was partially thought to be due to low number of schizonts present at the filter. However, it is unlikely that no schizont would rupture in a time frame longer than the synchronized rupturing time window (~ 4 h). As schizonts were rupturing in the inlet reservoir, it can be concluded that channel artefacts and most likely shape transformations were behind the inability of rupturing. It is also possible that the physical confinement itself has a role in the absence of rupturing events as it would be evolutionarily advantageous to avoid rupturing in the capillaries where the supply of RBCs is low. However, possible triggers for rupture prevention in capillaries should be biochemical rather than physical deformation as the cells constantly deform when circulating in the flow larger blood vessels.

8.3.2 Echinocytosis

Many of the cells (including uninfected cells) were observed to have small thorny projections. This shape transformation is thought to have occurred after the cells entered the channel as few echinocytes were found in either of the inlet reservoirs (fig. 8.3.1(d)). It is possible that the echinocytosis of the schizonts, visible in fig. 8.3.1(a), hindered the rupturing to take place. The echinocytosis could be due to a number of factors as described in chapter 5. As the inlet reservoir possessed few echinocytes and no sign of unhealthy parasites, it is most likely that possible effects should be of the PDMS microchannels and not because of the liquid environment, temperature or gas atmosphere. It could also, although less likely, be that it is the flow shear that makes the unhealthy environment causing echinocytosis to be visible, and that cells of the inlet reservoirs are likewise affected but remain in an untriggered state. To rule this out, trial experiments where RBCs were slowly introduced into straight channels of low channel depths were conducted and
likewise, echinocytosis still occurred.

The fact that PDMS is gas-permeable would not make a big difference in the given circumstances. The PDMS layer is thick ($\sim 3-6$ mm) and there is continuous flow inside the channels to replace any medium containing a concentration increase of dissolved gases. However, if the evaporation rate through PDMS is sufficiently high at a local level, the evaporation and thereby higher medium osmolarity could induce echinocytosis. As schizonts were able to rupture in the inlet reservoir, this could not have been the deciding factor for preventing in-channel rupturing. It was noted that when switching the device substrate from PDMS to glass, the echinocytosis effect was worsened with a higher percentage of crenated cells. This further indicates that the surface effects of the PDMS and/or PLL-peg coating were likely to be behind the shape change. A longer residence time inside the channels also worsened the effect. Over time, almost all cells turned echinocytic.

It is known that echinocytic shape transformations occur near glass surfaces and between glass surfaces 0.1 mm apart. Other materials tested (vinyl, acrylate, DPX® and teflon) has also been reported to cause shape transformations. [111]. As the cells are confined in a channel of 4 $\mu$m, it is highly exposed to the surface and any local pH changes it musters.

### 8.3.3 Microorganism Contamination

During the parasite experiments, microorganism growth of both fungus and bacteria inside the channels was observed, see fig. 8.3.1 (c). The nutrient dense medium and the in-channel temperature ($37^\circ$C) makes the environment hospitable for microorganisms. To prevent the contamination from reoccurring in later experiments, an ethanol-washing protocol of the channels was adopted before the introduction of any cell sample.

**Figure 8.3.1:** (a) Schizonts obstructed by the filter, where all visible three cells are severely echinocytic. Schizonts can be distinguished from uninfected cells by their black pigment. (b) Parasites in the inlet reservoir, unaffected by any shape transformation. Arrow denotes freely diffusing merozites. (c) Channel obstructed by fungus growth. (d) Inlet reservoir of uninfected RBCs with no indication of echinocytosis.
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Conclusion

This thesis investigated the prospects of studying a cell age-coupled preferential invasion of *P. Falciparum* of RBCs by fractionating RBC populations by deformability using Deterministic Lateral Displacement. Increased cell deformation in DLD was observed with higher shear rates at higher applied device pressures. The DLD outlet distribution also shifted towards less displacement when the applied pressure was increased confirming the reduction of the effective size by deformation. However, the size variation in the sample was significant and impeded separation by deformability at a high driving pressure of 500 mbar. This driving pressure was chosen as it allowed collection and property comparison of the extreme population fractions (most and least deformable cells).

At this pressure, the displacing cells were generally larger and more deformable whereas the less displacing cells were smaller and less deformable. To reduce the effect of size, the driving pressure could be further increased although a redesign of the outlet positions at the end of the array is needed.

Hydrodynamic trapping arrays incorporating high-resolution cell trapping structures were designed, simulated and fabricated to study on-chip invasion of trapped RBCs. RBCs were trapped in various trap designs with high trap occupancy rates (up to 85% over the span of 14 minutes) and contact of introduced beads mimicking parasites to trapped cells was confirmed.

Abnormal shape transformation of RBCs into crenated echinocytes was observed when introduced into 4 µm shallow PDMS channels. This is concluded to be due to the “glass effect” where locally increased pH levels near artificial surfaces induce crenated shape changes of RBCs. The shape transformation changes both deformability and size of the RBCs which affects the fractionation in DLD. It is however possible that the deformability-differences in subpopulations of differing cell ages remain with transformed shape and can still be separated by DLD.

In-channel parasitic behavior was also investigated. An in-channel incapacity of infected RBCs to rupture was discovered. This is thought to be related to the observed shape transformation.

9.1 Outlook

The work started in this thesis shows future potential and continued research is proposed. The separation of young and old RBCs by deformability could yield improved results compared to separating cell ages by density. The further investigation of a preferential invasion of deformability-separated cells could therefore be highly rewarding.

It is advised that the deformability and age variations in DLD-separated samples are benchmarked against alternative techniques for a more thorough understanding of the RBC behavior in DLD.

With shallow-channel DLD devices as presented in this thesis, the throughput is too low
for post-separation culturing in conventional manners. Boosting the cell throughput by device redesign should be considered. Alternatively, other culturing methods requiring less blood sample could be utilized. On-chip invasion is a convenient method with no sample loss otherwise found in conventional techniques.

Artefacts created by channel confinement could possibly be reduced by varying the channel material or altering the channel surface coating.

The hydrodynamic trapping arrays for immobilizing RBCs could also be adopted for other purposes. The arrays allow for exposing cells (healthy or diseased) to various pharmaceutical or biochemical substances.
Appendix A: Blood sample extraction handling and preparation

1. First clean the puncture site (side of a finger) with ethanol to remove any dust or bacteria.

2. Puncture the site with a blood prick and gently squeeze around the site to extract more blood from the wound. Avoid squeezing too hard as it can cause interstitial tissue fluid to dilute the droplet.

3. Wipe the first blood drop away as it could be contaminated with microorganisms, tissue fluid or skin debris. It also contains the platelet plug. Without washing away the platelet plug, the blood flow may stop prior to completion.

4. Aspirate the desired blood volume (20-50 µL) to a tube prefilled with an anticoagulant. Here either of two anticoagulants were used ethylenediaminetetraacetic acid (EDTA), diluted in autoMACS® (Miltenyi Biotec, Lund, Sweden) or anticoagulant or citrate phosphate dextrose adenine (CPDA) which should be mixed with blood at a volume ratio of 12.2

5. Mix by turning the sample upside down 10 times

6. Centrifuge the solution in a centrifuge at 400 RCF (relative centrifugal force) for 2 minutes (RCF over 400 g can lead to cells lysing).

7. Replace the supernatant with buffer, either autoMACS®, phosphate buffer solution (PBS) or the culture medium.
Appendix B: UV Lithography Protocol

for SU-8 2005 4µm deep features

#1 Substrate Pre-treatment - Omnicoat (Adhesive Layer)
1. Spin coating
   - Static Dispense with approximately 1ml of Omnicoat per inch of wafer diameter.
   - Spreading Spin at 500 RPM for 5 sec with acceleration of 100 RPM/s.
   - Main Spin at 3000 rpm for 30 sec with acceleration of 300 rpm/s.
2. Baking at 200° C hotplate for 1 min; allow substrate to cool to room temperature

#2 SU-8 Spin Coating
1. Static Dispense with approximately 1 ml of SU-8 per inch of wafer diameter.
2. Spreading spin at 500 rpm for 5 sec with an acceleration of 100 RPM/s.
3. Main spin at 2000 RPM for 30 sec with acceleration of 300 RPM/s.

#3 Soft Baking
1. Pre-baking on hot-plate for 1 minute at 65° C
2. Soft-baking on hot-plate for 2 minutes at 95° C
3. (Edge Bead Removal) (Both normal & coffee ring effect-derived edge bead) – Swipe the wafer edges off with acetone.

#4 UV Treatment & Development
1. UV Exposure (near UV [350-400nm]) 3.4 seconds exposure dose with a constant intensity of 20mW/cm2 using vacuum contact mode with a mask aligner (Karl Sss MJB3 and MJB4, Mnich Germany)
2. Post-Exposure Baking
   (a) Pre-baking on hot-plate for 1 minute at 65° C
   (b) Post-Exposure baking for 2.5 minutes at 95° C
   (c) Cool down to room temperature for 4-5 min.
3. Development with mr-Dev 600 (Microresist Technology) for 1 minute.
4. Rinsing with mr-Dev 600 & Isopropional and then drying with nitrogen gas.
5. Hard Baking for 2h at 200° C in a convection oven
#4 Anti-adhesion Treatment

1. Insert the wafer into the glove box (Nitrogen Atmosphere)
2. Place the wafer inside a glass-container.
3. Inject the anti-adhesion agent 1H,1H,2H,2H-perfluorooctyltrichlorosilane (ABCR GmbH & Co. KG, Karlsruhe, Germany) into the container.
4. Set the heating to about 200 °C (boiling temperature is 180°C) and put seal the glass container.
5. Let the wafer sit inside the container for 4 hours.
Appendix C: Soft lithography protocol

**PDMS coated glass slide**

1. Cleaning of the glass slide (76 x 26 mm) with IPA (Iso-Propanyl Alcohol) and Nitrogen gas pistol
2. Poly-Di-Methyl-Siloxane (PDMS), SYLGARD® 184 Silicone Elastomer Kit, Dow Corning) Deposition onto the glass slide (~2g)
3. Spin coating at 3000 RPM for 30 seconds
4. 1-48 hours at 80°

**PDMS device**

1. Thorough mixing PDMS and cross-linking agent, to a ratio of 8:1 (standard protocol is 10:1).
2. Degassing in a vacuum desiccator for 30 min.
3. Pouring of the PDMS solution onto the patterned silicon wafer.
4. Baking in oven for 1 hour at 80°. Make sure to keep the substrate level inside the oven to avoid any unevenness.
5. Removal of excess PDMS and storage on a cleaned glass slide
6. Reservoir Hole Punching with a 2 mm hole-puncher for non-sample holes. For the sample hole, a 3 mm hole-puncher is used to make room for the magnetic stirring bar.
7. Pre-Plasma Cleaning with Scotch Tape (3M)
8. Plasma Oxidation for 30s (Plasma Preen II-862, Plasmatic Systems Inc., North Brunswick, NJ, USA)
9. Careful bonding of the PDMS slab to a PDMS coated glass slide.
10. Channel wetting with 0.2% PLL-g-PEG(poly(L-lysine)-graft-poly(ethylene glycol)) (SuSoS AG, Dübendorf, Switzerland)
11. Gluing of silicone tube reservoirs onto punched inlet and outlet holes with silicone adhesive A07 (Wacker Chemie AG, München, Germany). The tubes are cleaned with ultrasonication in ethanol for 5 minutes and then in milli-Q water for 5 minutes.
12. Device ready to use.
### Appendix D: DLD array characteristics

**Table 9.1.1:** Section-by-section parameter values of DLD Device. $G = 12\mu m$, $\lambda = 32\mu m$, $D_{post} = 20\mu m$

<table>
<thead>
<tr>
<th>Section</th>
<th>$\Delta \lambda$ [µm]</th>
<th>N</th>
<th>Number of Rows</th>
<th>$R_c$ [µm]</th>
<th>Disp. [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>36.71</td>
<td>200</td>
<td>1.43</td>
<td>160</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
<td>26.67</td>
<td>130</td>
<td>1.74</td>
<td>316</td>
</tr>
<tr>
<td>3</td>
<td>1.6</td>
<td>20</td>
<td>100</td>
<td>2.00</td>
<td>476</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>16</td>
<td>80</td>
<td>2.02</td>
<td>636</td>
</tr>
<tr>
<td>5</td>
<td>2.6</td>
<td>12.31</td>
<td>60</td>
<td>2.22</td>
<td>792</td>
</tr>
<tr>
<td>6</td>
<td>3.2</td>
<td>10</td>
<td>50</td>
<td>2.78</td>
<td>952</td>
</tr>
<tr>
<td>7</td>
<td>3.8</td>
<td>8.42</td>
<td>40</td>
<td>3.02</td>
<td>1104</td>
</tr>
<tr>
<td>8</td>
<td>4.4</td>
<td>7.27</td>
<td>35</td>
<td>3.24</td>
<td>1258</td>
</tr>
<tr>
<td>9</td>
<td>5.2</td>
<td>6.15</td>
<td>30</td>
<td>3.51</td>
<td>1414</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>5.33</td>
<td>24</td>
<td>3.77</td>
<td>1564</td>
</tr>
<tr>
<td>11</td>
<td>6.8</td>
<td>4.71</td>
<td>20</td>
<td>4.00</td>
<td>1700</td>
</tr>
<tr>
<td>12</td>
<td>7.8</td>
<td>4.1</td>
<td>20</td>
<td>4.27</td>
<td>1856</td>
</tr>
<tr>
<td>13</td>
<td>8.8</td>
<td>3.64</td>
<td>15</td>
<td>4.52</td>
<td>1988</td>
</tr>
</tbody>
</table>
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