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Abstract

The increasing prevalence of Tick-Borne Encephalitis (TBE) in Sweden is a cause of concern to both individuals and the public health service. The disease is spread via bites from the vector *Ixodes ricinus* and causes long-term neurological damage in 46% of cases. To date, research in this field has focussed on the relationship between climate and TBE incidence and there is little to no available research regarding the spatial distribution of TBE in Sweden. The aim of this study was to determine whether the relationship between TBE and climate factors is statistically significant and to detect spatial patterns of TBE both nationally and in the endemic Stockholm-Mälaren region in eastern Sweden. The data includes annual TBE incidence from 1986 to 2016. Monthly data was not available.

Multiple linear regressions were used to determine the dependency of TBE on climate variables (temperature and precipitation). Many of the explored years show a statistically significant relationship between TBE and at least one climate variable, though using data at a finer temporal scale would produce results with more years showing statistical significance. Getis-Ord Gi* and Local Moran’s I were used in order to detect spatial autocorrelation between TBE incidence points in the Stockholm-Mälaren region. Significant clustering (p < 0.1) was detected in the majority of years in the temporal dataset, with high levels of clustering occurring in southern Stockholm County and along the shores of Lake Mälaren.

Climate change increases the risk of ticks and, as a result, TBE spreading further north in Sweden. This study recommends further spatial analysis and modelling of the spread of TBE in relation to climate factors. This will in turn allow policy makers within the public health sector to make informed decisions regarding preventative schemes and rehabilitation programmes. However, it requires that the reporting of TBE incidents takes place on a monthly basis.
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1. Introduction

1.1 Background

Vector borne diseases are infections caused by the bites of infected arthropods. They are responsible for a significant proportion of morbidity and mortality around the world, with 17% of all infectious diseases caused by vectors (World Health Organization 2016). Mosquitos, ticks and fleas are among the most common vectors, with ticks being the predominant vector in regards to the spread of zoonotic pathogens in Europe (Rizzoli et al. 2007). Ticks are vectors for Tick-borne encephalitis virus (TBEV) which causes Tick-borne encephalitis. The prevalence of TBE has risen over the last half century in Europe and is an increasing cause of concern as there is currently no cure available (Haemig et al. 2011).

Geographic Information Systems (GIS) are an important asset in the field of epidemiology. They can be used for visualising the geographical distribution of a disease as well as for more detailed analyses regarding spatial patterns or relationships between pathogenic factors and their geographic environment (Ruankaew 2005). The geographic distribution of ticks cannot be studied using GPS or other tracking devices, due to their small size. GIS provides a simple and cost-efficient means of mapping the distribution of ticks, though this requires suitable spatial data and knowledge of the ticks behavioural patterns (Cromley 2003). This information allows for the production of risk maps emphasizing regions most suited to vector habitation and reproduction as well as predictive maps of where disease may spread in the future.

The prevalence of TBE in Sweden is of great concern to a large number of Swedes, with national news agencies reporting on the disease as recently as May 2017 (Svenska Dagbladet 2017a, b). Many studies concerning the TBE virus have focussed on determining the major factors, particularly biotic and climatic, influencing the transmission of the disease. A handful of studies have attempted to predict how the number of TBE cases may change in the future using variables relating to wildlife and climate in Sweden (Haemig et al. 2011). Despite the overall consensus suggesting that tick populations and TBE cases are on the rise, there is little available research regarding the spatial distribution of the disease in Sweden. It is important to conclude whether the increase in the geographical range of TBE is significant as this will determine which areas are most vulnerable to TBE exposure. Mapping high-risk zones allow for policy makers to allocate resources in a cost effective manner in regards to vaccination programmes or specialised treatment. It also allows for counties and parishes to be one step ahead of the disease. This way they can plan prevention schemes to try firstly to avoid the disease spreading over a greater area and eventually eliminate the disease altogether.
1.2 Main aim of study

The main objectives of this master thesis are:

1- To study whether temperature and precipitation are independent variables influencing the prevalence of the tick-borne encephalitis infection
2- To perform spatial analysis and point pattern detection of the disease

In order to meet these objectives, the main research questions are:

1- Is there a statistically significant relationship between climatic factors and the location of TBE infection?
2- Does the spatial distribution of TBE incidence display any evident patterns?

1.3 Scope of study

The geographical scope of this study is limited to Sweden and will examine the spatial relationship between TBE incidence and climate on a national level. As the disease is endemic to Stockholm and the region around Lake Mälaren, TBE cases in the counties of Södermanland, Stockholm, Uppsala and Västmanland will also be studied (Figure 1). It will be referred to as the Stockholm-Mälaren region throughout the study.

1.4 Outline

The thesis is organised in six chapters. Chapter 1 serves as an introduction to the study specifying the aim and providing general background information. Chapter 2 is a literature review characterising the disease and its vector, the relationship between ticks and climate as well as relevant methods used in the modelling of TBE. Chapter 3, the methodology, describes the methods used in data formatting and analysis, the results of which are presented in Chapter 4. Chapter 5 includes a detailed interpretation of the results aided by relevant existing literature. Chapter 6 concludes the thesis by presenting major findings and recommendations for further research.
Figure 1 The geographical scope of the study including Sweden and the Stockholm-Mälaren region. Projection: RT90_25_gon_W
2. Literature review

This chapter will review literature pertaining to the disease tick-borne encephalitis and the role of *Ixodes ricinus* in its transmission. It will also examine the influence of environmental factors and review relevant literature discussing modelling techniques.

2.1 TBE

Tick-borne encephalitis, more commonly referred to as TBE, is a vector-borne disease caused by the appropriately named tick-borne encephalitis virus (TBEV). TBEV, of the genus Flavivirus, can present itself as the Russian spring/summer encephalitis (RSSE) or Central European encephalitis (CEE). Whilst the diseases are regarded as fairly similar from a clinical standpoint, the protein structures of the viruses differ slightly, as do the species of tick involved in transmission (Dumpis et al. 1999). This study will focus on the Central European strain of the virus as it is prominent in Sweden.

2.1.1 Transmission

In epidemiology, the term host can be subdivided into transmission hosts and reservoir hosts. Whilst transmission hosts are responsible for passing the disease to other organisms, reservoir hosts promote the survival of a pathogen, allowing for cell growth and reproduction. The main reservoirs of the TBEV include small rodent species such as the yellow-necked mouse (*Apodemus flavicollis*) and the red vole (*Myodes rutilus*) (Lindquist and Vapalahti 2008; Valarcher et al. 2015). Though the host organism carries the virus, it is either immune or naïve in the sense that it does not display any symptoms of the disease (Dumpis et al. 1999; Centers for Disease Control and Prevention 2012).

The hard-bodied tick species *Ixodes ricinus* commonly known as the castor bean tick (in reference to its appearance when engorged) or the sheep tick is the chief vector responsible for the transmission of TBE to larger mammals such as domestic animals and humans. The tick can contract the virus transovarially (from parent to offspring), by mating with an infected tick or by feeding on infected organisms. The tick can contract the virus at any of the three active phases in its life-cycle (larva, nymph and adult) and will remain infected for the duration of its life (Dumpis et al. 1999).

Humans contract the disease as a result of a direct bite from an infected tick whereby the pathogen passes from the saliva of the tick and into the human bloodstream. The majority of tick to human incidences of transmission occurs when the tick is in its nymph stage (Lindgren and Gustafson 2001). The proportion of ticks carrying the virus is low, between 1-4%, and
approximately 1 in 600 tick bites are likely to transmit TBE (Lindgren 1998). The disease can also be transmitted via the consumption of unpasteurised dairy products from sheep, goats and cows, though the risk of infection is minimal (Andreassen et al. 2012).

2.1.2 Symptoms
The illness comprises two phases, though not all patients experience both. The duration of the first phase ranges from 2-10 days with a median of 5 days with onset symptoms including fever, vomiting, fatigue, headaches and muscle pain which manifest more specifically in the neck and shoulders (Gritsun et al. 2003; Lindquist and Vapalahti 2008). The infection can be hard to diagnose in those who only experience the first phase of the illness as mild symptoms can be brushed off as the flu (Dumpis et al. 1999). The two phases are separated by an interval of roughly one week (though it may range from 1-21 days) where there are no persisting symptoms.

For those in whom the disease progresses to the second stage, neurological symptoms manifest as the virus begins to impact the central nervous system (CNS). This can result in meningitis, meningoencephalitis or meningoencephalomyelitis. Meningitis is the inflammation of the meninges membrane surrounding the brain, meningoencephalitis the inflammation of the meninges and the brain, and meningoencephalomyelitis the inflammation of the brain and the spinal cord. Additional second stage symptoms include flaccid paresis whereby muscles in the upper and lower limbs are weakened and unable to contract. Second stage patients may also experience hallucinations and increased sensitivity and discomfort of the eyes from light exposure (photophobia) (Mansfield et al. 2009; Gritsun et al. 2003).

Though the disease has a mortality rate of less than 1% in Sweden (<2% in Europe as a whole), up to 46% of diagnosed cases result in permanent long-term neurological issues as a ramification of the initial TBE infection (Lundkvist et al. 2011; Andersson et al. 2010). There is a vaccine available that is recommended for those living in endemic regions as it provides a >90% protection rate (Folkhälsomyndigheteten 2017; Heinz et al. 2013).

2.1.3 Current trend in Sweden
The first clinical case of TBE in Sweden was recorded in 1954 (Berger 2017). The number of cases has since increased considerably, particularly over the last 30 years in a trend resembling that of a second degree polynomial function (Figure 2). In 2004 it became obligatory by Swedish law to report all cases of TBE in accordance with the Communicable Diseases Act (Smittskydslag) (2004:168) where it is referred to as viral meningoencephalitis. Diagnosed cases are reported to the medical official for infectious disease (smittskydsläkaren) at the county level, as well as to the Public Health Agency of Sweden (Folkhälsomyndigheteten) (Folkhälsomyndigheteten 2017).
While the disease was previously considered endemic to the Stockholm-Mälaren region and the area around Mälaren, since the mid-1990s it has become increasingly prevalent in western Sweden, spreading westwards through Götaland towards the coast (Jaenson et al. 2012a).

![Image of chart showing number of diagnosed infections per 100,000 of the population from 1980 to 2020.](image_url)

**Figure 2** Number of diagnosed cases of TBE in Sweden 1986-2015 per 100’000 of the population. (P < 0.00) Population statistics according to (World Bank Group 2017)

### 2.2 TBE and the influence of environmental conditions

The TBE virus is reliant upon its vector host for survival so any environmental conditions impacting the tick will in turn influence the virus. Ticks are cold-blooded and thus highly susceptible to variations in climate. Ticks become active when temperatures fall between a 5-7°C range (Süss et al. 2008; Lindgren and Gustafson 2001). They are prone to desiccation and need a relative humidity of at least 80%, though preferable over 85% (Gray et al. 2009). Ticks habitats vary though typically include deciduous and coniferous woodland, forests and pastures as these habitats are often shared with roe deer. Roe deer are the preferred tick hosts, though vertebrates such as small rodents, wild boar and livestock are also common hosts.

### 2.3 Tracking changes in ticks and TBE extent and distribution

Researchers have implemented a variety of methods in order to determine how the spread of ticks and TBE is changing and which variables are pertinent to the survival of the ticks and the virus. The majority of their research focuses on the factors believed to be causing the number of TBE incidences to increase, though there is little research discussing the spatial distribution of the disease in Sweden. The first example considers the geographical distribution of ticks whilst the remainder focus on the relationship between TBE and environmental factors.
As the presence of ticks is essential to the spread of TBE, the research presented by Jaenson et.al (2012) focusses on determining the spatial range of *Ixodes ricinus* in Sweden in order to characterise regions that may become new foci of TBE. Their methodology included asking the general public about their experiences with ticks in and around their residencies in Sweden. In 1994 and 2009, questionnaires were published in local newspapers and free magazines targeting homeowners, dog owners and hunters in particular. They required the participants to answer questions about the occurrence of ticks within a 1km radius of their residence in 2008 and the number found on each family member and pets (TäLleklint and Jaenson 1998). Those taking the 2009 survey were also asked whether they believed that there had been any changes in the abundance of ticks since 1994, with the authors concluding that the vector has indeed spread northward and increased in abundance in central and southern Sweden (Jaenson et al. 2012b). The use of public surveys and opinion-based data in research may increase the risk of bias and subjectivity in the results, however the authors have stated that the cost and time efficiency of this method outweighs these concerns

Swedish TBE research tends to focus on the relationship between TBE and climate or other biological variables, with researchers performing regression analyses to test for significance. Regression analyses are used to determine how well one or more independent variables are able to predict the value of the dependent variable or more simply, how the dependent variable responds to change in the independent variable (Tu 1996; Yan and Su 2009). Regression analyses can highlight causality as well as forecast possible trends in the data (McCarroll 2016). In their TBE research, both Haemig et.al (2011) and Lindgren and Gustafson (2001) used multiple linear regression analysis as in the equation (1).

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n + \epsilon
\]  

(1)

Haemig et.al used climate and wildlife data to model potential increases or decreases in TBE infections in the Stockholm-Mälaren region of Sweden. The wildlife data included populations of red fox, mink and roe deer amongst others and were used with mean monthly precipitation and temperature to perform cross-correlations to see how well they corresponded with the TBE incidences. They later used linear regressions to predict the number of incidences that were likely to occur the following year. Their best model suggested mink population and December precipitation were optimal in predicting any major changes in TBE incidences (Haemig et al. 2011).

Focussing solely on how temperature impacts the incidence of TBE, Lindgren and Gustafson (2001) used multiple linear regression and backwards selection to determine how different temperature ranges impacted TBE incidence in the Stockholm County. Using climate data from
the year of incidence and the year prior, their study included 18 different explanatory variables that accounted for the number of days within specified ranges during winter, spring and autumn. The study concluded that milder winters and an earlier onset spring were significant factors when accounting for TBE incidence.

2.4 Other methods of spatial analysis

There are a wide variety of methods for detecting spatial pattern that have yet to be used in TBE modelling in Sweden. These methods are easy to implement with appropriate software and have been used in several areas of epidemiological research.

2.4.1 Geographically Weighted Regression

When there is apparent spatial dependency within a global model, local models can be used in order to depict how the relationship between the dependent variable and the explanatory variables vary in space. Geographically weighted regression (GWR) is a local method which implies that a regression equation is applied to each feature within a dataset as opposed to simply computing a global mean. GWR, presented in equation (2), applies a moving kernel over the dataset computing the mean value for each spatial window (Miller 2012; Fotheringham et al. 2003). In the equation, the coordinates of point $i$ are denoted as $(u_i, v_i)$, $y$ and $x_{ik}$ as the dependent and $k^{th}$ independent variable respectively and $\varepsilon$ as the error term. The results of the GWR can be depicted visually and coefficient rasters can be produced in order to identify areas where the relationship between the dependent variable and each independent variable are strong. GWR has been successfully implemented in Duque de Caxias municipality in the state of Rio de Janeiro, Brazil where it showed how households with access to running water guarded against new cases of leprosy (Duarte-Cunha et al. 2016). GWR has also suggested a significant relationship between climate variables and the spread of hand-foot-and-mouth disease in Shenzhen in China (Zheng et al. 2014). Whilst GWR is able to determine spatial trends between variables in the model, it is unable to predict how these trends may change.

$$y_i = \beta_0(u_i, v_i) + \sum_k \beta_k(u_i, v_i)x_{ik} + \varepsilon_i$$

\hspace{1cm} (2)

2.4.2 Geographically and Temporally Weighted Regression

In environmental processes and human activity, relationships between variables may vary not just in space but also in time. The Geographically and temporally weighted regression (GTWR) is a model that is able to account for non-stationarity on a spatial and temporal scale (Fotheringham et al. 2015). Simply an extension of GWR, a temporal element $t$ has been included so as to give a space-time location for feature $i$ as is seen in equation (3) (Huang et al. 2010). GTWR is a new
method of modelling spatiotemporal relations, though it has already been used to track changing house prices in Calgary, Canada as well as modelling the key factors involved in carbon dioxide emissions in China (Huang et al. 2010; Liu et al. 2016). It is also considered to be a suitable method to apply in epidemiological research.

\[ y_i = \beta_0(u_i, v_i, t_i) + \sum_{kn} \beta_k(u_i, v_i, t_i)x_{ik} + \epsilon_i \]

2.4.3 Point Pattern Analysis

Whilst clusters and point density can be identified visually in a dataset, there is no certainty that these points are statistically significant. The two main methods for detecting statistically significant spatial autocorrelation on a local scale are Hot Spot Analysis using the Getis Ord Gi* statistic and Anselin Local Moran’s I statistic. Getis Ord Gi* statistic identifies clusters of high values (hotspots) and low values (cold spots) within a weighted dataset in accordance to equation (4) (Getis and Ord 1992). The equation generates a Gi* value for each feature \( i \) for the weight (\( w \)) and distance (\( d \)) between \( i \) and its neighbour \( j \). A hotspot will have a high value and be surrounded by other high value features.

\[ Gi^* = \frac{\sum_j w_{ij(d)}x_j}{\sum_j x_j} \]  

Anselin’s Local Moran’s I is also able to detect clusters of high and low values. An advantage with this method is the ability to identify high and low outliers (features surrounded by features with dissimilar values) in a dataset (Sugumaran et al. 2009). Clusters and outliers are detected using equation (5), where once again, \( w \) is the distance weight matrix.

\[ I_{i(d)} = \frac{(x_i - \bar{x}) \sum_j w_{ij(d)}(x_j - \bar{x})}{\sum_j (x_j - \bar{x})^2 / n} \]
3. Methodology

The following chapter discusses the various data used in the research as well as the different approaches used in terms of data analysis. The workflow of the study can be summarized by the three major tasks: literature review, data preparation and model implementation and analysis. The literature review provided a deeper insight of the disease and the behaviour of its hosts, whilst data preparation manipulated the data such that it could be implemented in the tools used in the statistical analyses and the point pattern analyses. The original intent of the study was to perform multiple regressions, GWR and GTWR on a national level to see which areas were most susceptible to TBE in relation to precipitation and temperature. It was believed that incidence points located far from the endemic region of Stockholm-Mälaren were being interpreted by the GWR model as outliers, thus warping the output. The geographic scope of the study was reduced to the Stockholm-Mälaren region as this would reduce the suspected outliers and provide a higher number of incidence points per unit area. Reducing the size of the study area meant that there was little to no variation in the climate variables. GWR and GTWR were deemed not suitable for the purpose of this study due to the restrictions in temporal and spatial resolution of the TBE incidence data. Instead new methods including Local Moran’s I and Getis-Ord Gi* statistic were used to determine the location of statistically significant spatial autocorrelation in the Stockholm-Mälaren region and directional distribution was implemented in order to determine whether there was any directional trend in the points of incidence.

3.1 Data preparation and sources

Due to the scope of the study, both geographically and temporally, it would have been impossible to collect sufficient primary data within the available time frame. The secondary data used includes diagnosed TBE incidences and climatic data.

3.1.1 TBE data

The Public Health Agency of Sweden (Folkhälsomyndigheten) is responsible for the archives regarding the registered cases of TBE infection. Therefore, it was first necessary to send a request for approval before the location of disease incidences between 1986 and 2016 were made accessible. Despite the law for obligatory notification of TBE being enforced in 2004, it is assumed that all cases prior to this have been accounted for.

It was believed that the TBE data would consist of aggregated data at 100m resolution, however this was not the case and due to time restrictions it was not possible to obtain data at a finer scale. The TBE data is comprised of the names of 959 sites and the years in which a TBE infection had
been recorded there. Of these 959 locations, coordinates were only available for 435 of the infection sites. For the remaining sites, the location names were often clear enough to make an educated guess as to where in the country the infection site was located. The coordinates for these sites were extracted by means of the programme Google Earth. 17 infection sites were removed from the data due to location uncertainty.

### 3.1.2 Climate data
Data for temperature and precipitation were downloaded from the Swedish Meteorological and Hydrological Institute (SMHI) via their Open Data catalogue (SMHI 2017). Mean monthly temperature and mean monthly precipitation data were downloaded for all stations with continuous records between 1986 and 2016. There were 94 weather stations with continuous temperature records and 201 stations with continuous precipitation records for all of Sweden. The values for each month were imported into ArcGIS and point shapefiles for each month were produced. These data points were then interpolated using the inverse distance weighted (IDW) technique resulting in 24 raster layers depicting mean monthly precipitation and temperature respectively for each month. IDW was used for its simplicity and time efficiency; however local climate conditions may not be properly accounted for.

### 3.1.3 Data processing
The methods for spatial analysis were implemented using the tools and functions found in ArcMap by ESRI with models being run for each individual year in the time series (ESRI 2011). For each incidence of infection, the monthly climate values were extracted from the previously interpolated rasters. This resulted in a point-shapefile for each year between 1986-2016 with fields for mean monthly temperature and precipitation for each location of disease.

### 3.2 Statistical analyses
This section describes the various statistical tests performed on the data, including multiple regressions and geographic weighted regressions.

#### 3.2.1 Multiple regressions
A multiple regression test was performed in order to determine whether there was any statistical significance in the relationship between the dependent variable of disease incidence and the two independent variables temperature and precipitation. The TBE data was only available on an annual scale (number of incidences per location per year) and so the time-scale of the climate data had to be changed accordingly from monthly averages to an annual average. Literature suggests that ticks hibernate during the winter and only become active once temperatures have surpassed 5-7 degrees C. The onset of TBE infection in humans occurs approximately one week
after the tick bite has occurred (i.e. The symptoms of the disease cannot be drawn out and appear as a result of a bite from the previous season) so it was deemed appropriate that only the climate values of the months where the ticks were active should be analysed. Literature suggests that tick activity can occur between April and November (Dumpis et al. 1999; Gray et al. 2009). This time frame was reduced by one month (April to October), as temperatures in November were often below the set 5 degree limit. The temperatures in April were all above the 5 degree limit and so it was considered appropriate as the start of the active period. Whilst precipitation is vital to maintain the relative humidity needed by the ticks, temperature is considered to be more important in determining when the ticks become active and thus the same active period determined by the temperature values was used for precipitation too.

The average temperature and precipitation for the active period was calculated for every TBE incidence location. Before the regression was executed, both dependent and independent variables were normalized using the equation (6) below. Normalization ensures that the climate variables are proportional to one another and that one variable does not inadvertently affect the results.

\[ x_{new} = \frac{x - x_{min}}{x_{max} - x_{min}} \]  

Multiple linear regressions follow the equation (1) described in section 2.3. The Analysis Toolbox in Microsoft Excel was used to perform all multiple regressions where the confidence level was set to 95% (p < 0.05). Linear regressions were performed with temperature and precipitation as independent variables. These two climate variables were then combined and a multiple linear regression was performed. The implementation of the Analysis Toolbox creates a summary output with sections describing the regression statistics and the regression coefficients where adjusted R\(^2\) value and p-value were of most interest. The adjusted R\(^2\) value was used as it accounts for multiple independent variables and adjusts the proportion of variance accordingly. Multiple regressions were also performed on the TBE incidence points in the Stockholm-Mälaren region after the geographical scope of the study was reduced.

### 3.2.2 Geographically Weighted Regressions

Geographic Weighted Regression (GWR) is based on the basic linear regression and is used when modelling spatial heterogeneity. GWR is a local model meaning that the regression equation is fit to each feature in the dataset, thus allowing the model to account for any regional variation. Temperature, precipitation and TBE incidences were implemented as input variables in the GWR and the default settings for kernel type and bandwidth method were kept as fixed and
Akaike Information Criterion (AICc) respectively. The output results included information regarding the statistical significance of the regression as well as coefficient rasters for all the exploratory variables. However, due to restrictions in the spatial and temporal resolution of the data, and the fact that many years in the temporal dataset contained less than 50 locations of TBE incidence, it was decided that the input data was too poor to perform a good quality Geographic Weighted Regression so this method was discontinued in the study.

3.3 Point pattern analysis

The study progressed into a point pattern analysis of the disease incidences occurring in the Stockholm-Mälaren region. As stated previously, this area was chosen due to the relatively high concentration of disease incidences over space and time. The analysis was composed of three parts: Analysing patterns, mapping clustering and measuring geographic distributions, all of which were implemented for each year in the time series.

3.3.1 Analysing Patterns and Generating Spatial Weights

For analysing patterns, an initial Average Nearest Neighbour (ANN) test was performed in order to detect whether there was any clustering of TBE cases in the region. The ANN is a ratio where the observed mean distance between each point of TBE infection and its nearest neighbour is compared to the expected mean distance if the pattern of TBE infection was random. If the average distance between the points of infection is less than what is expected if the point pattern were to be random, then the features are considered to be clustered.

In order to continue the analysis and map any possible clustering, the input data required weighting. This was first done using the Collect Events function in the Spatial Statistics Toolbox which grouped all individual incidences of infection that shared the same coordinates into a new point layer (Figure 3). The spatial autocorrelation methods require aggregated data, hence it is important that the Collect events function is utilised.

Spatial weighting is a process whereby the spatial relationships between features are quantified, with nearby features having stronger influence than those further away (Getis and Aldstadt 2010). Two methods of spatial weighting, Fixed Distance Band and K-nearest neighbours, were performed so that the results of each could be compared and contrasted. The optimum distance band for each year was determined by means of incremental spatial autocorrelation. The maximum distance required to ensure each feature has a minimum of one neighbour was input for the option ‘Beginning Distance’, and the observed nearest neighbour distance as the ‘Distance Increment’ value. The function tests the spatial autocorrelation at increasing distances, producing a line graph depicting the z-score at each distance increment as an output. A large z-score
signifies intense clustering, so only the years with highlighted peak z-score values were used to determine the fixed band distances. For the K-nearest neighbour weighting, a spatial weights matrix for each year was produced using the eight nearest neighbours of each target feature in the computations. These complex computations essentially work by multiplying the number of TBE incidences by the inverse distance value to the feature point of a feature's eight nearest neighbours (Fukunaga and Narendra 1975; ESRI 2014)

Figure 3 Maps depicting the Collect Events function for 2011. The image on the left shows locations of TBE incidence whilst the image on the right is the result of the Collect Events function and shows locations where multiple cases of TBE have occurred. Projection: RT90_25_gon_W

3.3.2 Mapping Clusters
The Hot Spot Analysis (Getis-Ord Gi* statistic) function and a Cluster and Outlier analysis (Anselin Local Moran’s I statistic) in ArcGIS were two methods used to map clusters in the datasets. Both statistics are used to determine significant positive and negative spatial autocorrelation within a weighted dataset.

The Hot Spot Analysis tool was run for all datasets in the time frame, the first time using the fixed distance band as a method of conceptualising the spatial relationships, and the second time using the spatial weights matrices developed from the K-nearest neighbour analysis. Features
with high values surrounded by neighbour features with high values will resemble hotspots whereas features with low values surrounded by similar neighbours will be cold spots.

The Local Moran’s I detects local spatial autocorrelation within a dataset, highlighting clusters of high and low values as well as outliers in the data. The tool, also known as Cluster and Outlier analysis, implemented band-distance weighting as well as k-nearest neighbour weighting, similar to the hotspot analysis method.

### 3.3.3 Measuring Geographic Distributions
Lastly, a Directional Distribution test was performed as a way of summarizing the changes in spatial distribution of the TBE infection sites during the time frame. Directional distribution tool creates an ellipse based on the standard distance in the x- and y-directions respectively, calculating the standard deviation for X and Y coordinates of each feature. For this study, the ellipse size was set to one standard deviation with stretched or elongated output ellipses suggesting a trend in the direction of the point distribution.
4. Results

The following section describes the results obtained from the methodology including multiple regressions and point pattern analysis over the Stockholm-Mälaren region.

4.1 Multiple regressions

Table 1 and 2 represent years where linear regressions showed any statistical significance when trying to explain TBE incidence. Each column represents the p-value obtained for each independent variable each year as well as the coefficients for the variables, with shading indicating significant values.

When looking at the results of the national dataset, there are nine years in the temporal dataset that showed no significant relationship with TBE incidence. All but two of these years occurred during the nineties. 7 years showed significant relationships with temperature; 18 years showed significant relationships with precipitation and 5 years showed significant relationships with temperature and precipitation combined.

After the study area was limited to the Stockholm-Mälaren region (Figure 1), only 15 years showed statistically significant relationships between the independent variables and the incidence of TBE infection. When compared to the national level, many years show significance for similar variables however, the years 1999 and 2005 show significant temperature relationships which are not found at the national level.

In all but one case, the coefficient signifies a negative trend though the $R^2$ values remained below 0.05 which shows that the points do not clearly follow the pattern of the regression trend line. For the combined variables, the adjusted $R^2$ values were often negative meaning that the sample size is too small to determine trends with multiple predictors.
Table 1: Years in the national dataset where the relationship between disease incidence and the independent variables show statistical significance. Significant values are highlighted in grey and Adj R\(^2\) represents the adjusted R\(^2\) value.

<table>
<thead>
<tr>
<th>Year</th>
<th>Temperature</th>
<th>Precipitation</th>
<th>Combined Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p-value co-efficient Adj. R(^2)</td>
<td>p-value co-efficient Adj. R(^2)</td>
<td>p-value Adj. R(^2)</td>
</tr>
<tr>
<td>1986</td>
<td>0.007 -0.379 0.035</td>
<td>0.175 -0.198 -0.006</td>
<td>0.044 0.012</td>
</tr>
<tr>
<td>1987</td>
<td>0.108</td>
<td>0.030 -0.318 0.042</td>
<td>0.065</td>
</tr>
<tr>
<td>1988</td>
<td>0.011 -0.373 0.113</td>
<td>0.042 -0.160 -0.015</td>
<td>0.012 0.083</td>
</tr>
<tr>
<td>1989</td>
<td>0.680</td>
<td>0.017 -0.360 0.049</td>
<td>0.904</td>
</tr>
<tr>
<td>1990</td>
<td>0.091</td>
<td>0.041 -0.307 0.042</td>
<td>0.022 0.028</td>
</tr>
<tr>
<td>1991</td>
<td>0.005 -0.375 0.040</td>
<td>0.334</td>
<td>0.127</td>
</tr>
<tr>
<td>1997</td>
<td>0.012 -0.111 -0.021</td>
<td>0.042 -0.153 -0.020</td>
<td>0.047 -0.032</td>
</tr>
<tr>
<td>2000</td>
<td>0.024 -0.127 -0.006</td>
<td>0.232</td>
<td>0.144</td>
</tr>
<tr>
<td>2001</td>
<td>0.016 -0.142 0.016</td>
<td>0.017</td>
<td>0.062</td>
</tr>
<tr>
<td>2002</td>
<td>0.062</td>
<td>0.016 0.071 -0.015</td>
<td>0.161</td>
</tr>
<tr>
<td>2003</td>
<td>0.365</td>
<td>0.003 -0.100 0.018</td>
<td>0.130</td>
</tr>
<tr>
<td>2004</td>
<td>0.390</td>
<td>0.003 -0.050 -0.009</td>
<td>0.333</td>
</tr>
<tr>
<td>2006</td>
<td>0.026 -0.092 -0.005</td>
<td>0.001 -0.130 0.009</td>
<td>0.015 -0.003</td>
</tr>
<tr>
<td>2007</td>
<td>0.095</td>
<td>0.000 -0.101 0.001</td>
<td>0.059</td>
</tr>
<tr>
<td>2008</td>
<td>0.966</td>
<td>0.000 -0.145 0.014</td>
<td>0.825</td>
</tr>
<tr>
<td>2009</td>
<td>0.486</td>
<td>0.005 -0.262 0.008</td>
<td>0.244</td>
</tr>
<tr>
<td>2010</td>
<td>0.281</td>
<td>0.001 -0.089 0.002</td>
<td>0.142</td>
</tr>
<tr>
<td>2011</td>
<td>0.484</td>
<td>0.000 -0.055 0.006</td>
<td>0.226</td>
</tr>
<tr>
<td>2013</td>
<td>0.434</td>
<td>0.000 -0.070 0.003</td>
<td>0.218</td>
</tr>
<tr>
<td>2014</td>
<td>0.447</td>
<td>0.000 -0.235 0.019</td>
<td>0.251</td>
</tr>
<tr>
<td>2015</td>
<td>0.229</td>
<td>0.001 -0.072 0.012</td>
<td>0.052</td>
</tr>
<tr>
<td>2016</td>
<td>0.511</td>
<td>0.000 -0.115 0.015</td>
<td>0.145</td>
</tr>
</tbody>
</table>
Table 2: Years in the Stockholm-Mälaren dataset where the relationship between disease incidence and the independent variables show statistical significance. Significant values are highlighted grey and Adj R^2 represents the adjusted R^2 value.

<table>
<thead>
<tr>
<th>Year</th>
<th>Temperature</th>
<th>Precipitation</th>
<th>Combined Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p-value</td>
<td>coefficient</td>
<td>Adj. R^2</td>
</tr>
<tr>
<td>1986</td>
<td>0.006</td>
<td>-0.391</td>
<td>0.039</td>
</tr>
<tr>
<td>1987</td>
<td>0.087</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1988</td>
<td>0.012</td>
<td>-0.379</td>
<td>0.117</td>
</tr>
<tr>
<td>1990</td>
<td>0.165</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991</td>
<td>0.018</td>
<td>-0.247</td>
<td>0.033</td>
</tr>
<tr>
<td>1997</td>
<td>0.020</td>
<td>-0.577</td>
<td>0.185</td>
</tr>
<tr>
<td>1999</td>
<td>0.033</td>
<td>-0.088</td>
<td>-0.020</td>
</tr>
<tr>
<td>2002</td>
<td>0.043</td>
<td>-0.119</td>
<td>-0.008</td>
</tr>
<tr>
<td>2005</td>
<td>0.025</td>
<td>-0.173</td>
<td>-0.014</td>
</tr>
<tr>
<td>2007</td>
<td>0.050</td>
<td>-0.058</td>
<td>-0.008</td>
</tr>
<tr>
<td>2008</td>
<td>0.046</td>
<td>-0.000</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>0.802</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>0.915</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2 Point Pattern Analysis

The following section describes the results of the point pattern analysis of TBE over the Stockholm-Mälaren region.

4.2.1 Incremental Spatial Autocorrelation

When determining the values for the fixed distance bands, an incremental spatial autocorrelation was performed to determine years with significant peak z-scores (Figures 4-6). For all the years explored, only 10 showed significant peak z-scores with values over 1.65. Majority of the significant band distances fall between 45-60 km. In 2009 and 2013 when two peaks were significant, the peak with the greater distance was chosen to represent the distance band.
Incremental Spatial Autocorrelation

**Figure 4** Results of the incremental spatial autocorrelation for years 1993, 1997, 2001 and 2005 where a significant peak z-value was obtained. Z-scores >1.65 indicate a significant degree of clustering in the data thus only these years were used in determining fixed band distance values.
Figure 5 Continued results of the incremental spatial autocorrelation for years 2007, 2008, 2009 and 2011 where a significant peak z-value was obtained. Z-scores >1.65 indicate a significant degree of clustering in the data thus only these years were used in determining fixed band distance values.
4.2.2 Hotspot Analysis (Getis-Ord Gi*) for fixed distance band

The incremental spatial autocorrelation performed for the band distance weighting suggested that there were only ten years with a significant peak z-score distance, and thus hot spot analysis with distance band weighting was only performed for these 10 years (Figure 7-8). For the years 2005, 2007, 2011 and 2015 there are a large number of hotspots around the Lake Mälaren with confidence above 95% suggesting that this is an area with a high proportion of TBE infections. In 2005, hotspots were only located in Uppsala county and in 2007 hotspots are found in the two easterly counties, Stockholm and Uppsala, as well as the Stockholm-Södermanland border. It is not until 2011 when the hotspots around Lake Mälaren are present in all four counties and in 2015 the clustering around the lake can be found predominantly in Södermanland and Västmanland. In 2013 there are a number of hotspots (p < 0.1) located on the southern coast of Stockholm country. Significant cold spots (p < 0.1) are most commonly found along the east coast of Stockholm County in the north of the archipelago. There is an increase in the number of significant clusters over time.
Figure 4 Results of the Hotspot Analysis using Getis-Ord Gi* with fixed band distance weighting in the Stockholm-Mälaren region. Orange points show TBE hotspots whilst blue points show TBE cold spots. Projection: RT90_25_gon_W
Figure 5: Continued results of the Hotspot Analysis using Getis-Ord Gi* with fixed band distance weighting in the Stockholm-Mälaren region. Orange points show TBE hotspots whilst blue points show TBE cold spots. Projection: RT90_25_gon_W
4.2.3 Hotspot Analysis (Getis-Ord Gi*) for K-nearest neighbour

Years of significant clustering using K-nearest neighbour weighting are depicted in Figure 9-14. In the 1990’s, distinct hotspots are found in the south of Stockholm county near the port Nynäshamn. This was also true for hotspots in 2002 and 2013. After the year 2000, hotspots start becoming increasingly prominent around Lake Mälaren with the first incidence of a 99% confident hotspot occurring in 2004 in this area. In 1987, 1989, 1994, 1996 and 1998, there are also incidences of hotspots occurring around Mälaren, though these are neither to the same extent nor confidence level as those occurring after the millennium. In 1997, 2005 and 2007 there are significant cold spots located in the north-east of Stockholm County. Whilst majority of the TBE incidence points are classed as not significant, in all but 5 years hotspots account for 5-10% of the total number of points. The number of significant hotspots increases over the timeframe, though a significant hotspot does not occur in Västmanland until 2007.

**Figure 6** Results of the Hotspot Analysis using Getis-Ord Gi* with KNN weighting in the Stockholm-Mälaren region. Orange points show TBE hotspots whilst blue points show TBE cold spots. Projection: RT90_25_gon_W
4.2.4 Local Moran’s I for fixed distance band

As mentioned previously, 10 band-distances were obtained through the incremental spatial autocorrelation, however neither 1997 nor 2001 showed any significant clustering when performing the Moran’s I local statistic (Figure 15-16). Local Moran’s I identifies significant clusters around Lake Mälaren predominantly, though in 2013 significant clusters were found on the south east coast of Stockholm and Södermanland counties. For band-distance weighting, outliers have occurred in the Stockholm archipelago and once in the south of Uppsala County. 2015 is the first year in which a significant cluster occurs in Västmanland.

**Figure 11** Continued results of the Hotspot Analysis using Getis-Ord Gi* with KNN weighting in the Stockholm-Mälaren region for years 2014, 2015 and 2016. Orange points show TBE hotspots whilst blue points show TBE cold spots. Projection: RT90_25_gon_W
Figure 12 Results of the Local Moran’s I with fixed distance band weighting in the Stockholm-Mälaren region for years that showed significant clustering including 1993, 2005, 2007, 2008 and 2009. Projection: RT90_25_gon_W
The maps below include only the years where clustering occurred (Figure 17-20). Using the K-nearest neighbour weighting, only 1993 and 1999 showed neither clustering nor outliers. There are 12 years, 1989, 1992, 1995-1998, 2000, 2001, 2003, 2006, 2015 and 2016, where no clustering occurred but an outlier was present. The maps depict 12 years where at least one high cluster point was found at Lake Mälaren and 5 years where at least one high cluster point was found in the Nynäshamn area in southern Stockholm County. 2007 is the only year where a low outlier occurs, with the point being found on Lake Mälaren in southern Uppsala County. The first cluster point in Västmanland occurs in 2010. There has been an increase in clustering over time, though Getis-Ord Gi* detects a larger number of significant clusters in comparison.
Figure 14 Results of the Local Moran’s I with KNN in the Stockholm-Mälaren region for years that showed significant clustering including 1986, 1987, 1988, 1990 and 1991. Projection: RT90_25_gon_W
Local Moran’s I - K-nearest neighbour

Figure 15 Continued results of the Local Moran’s I with KNN in the Stockholm-Mälaren region for years that showed significant clustering including 1994, 2002, 2004, 2005 and 2007. Projection: RT90_25_gon_W
Figure 16 Continued results of the Local Moran’s I with KNN in the Stockholm-Mälaren region for years that showed significant clustering including 2008, 2009, 2010, 2011 and 2012. Projection: RT90_25_gon_W
Figure 17 Continued results of the Local Moran’s I with KNN in the Stockholm-Mälaren region for years that showed significant clustering including 2013 and 2014. Projection: RT90_25_gon_W

4.2.6 Directional distribution

The standard deviational ellipse was used to determine the trends in orientation for the cases of TBE incidence over the 30 year time frame (Figure 21-22). Long narrow ellipses suggest a stronger trend in the data. The ellipses are centered around the mean center of all the features in the dataset for any given year in the temporal dataset. All of the ellipses are located on the coast of Stockholm County and incorporate part of the Stockholm archipelago. The ellipses increase in size with each year in accordance to the increasing number of disease incidents.

In 1988 and 1989, the directional trend moves in a southeast-northwest direction between southern Stockholm county towards the east of Lake Mälaren. The general directional trend amongst the remaining years is in the northeast-southwest direction and is particularly evident in 1995 and 2009. The most discernable trends can be found between 1993 and 2010 where the
direction of the points is along the coast of Stockholm County. Between 2011 and 2016 there is a less defined trend in the direction of the points distribution which is depicted by the round shape of the ellipses.

**Figure 18** Results of directional distribution with standard deviational ellipses for years 1986-2010. Each ellipse accounts for 1 standard deviation with long narrow ellipses showing more defined directional trend. Projection: RT90_25_gon_W
Figure 19 Continued results of directional distribution with standard deviational ellipses for years 2010-2016. Each ellipse accounts for 1 standard deviation with long narrow ellipses showing more defined directional trend. Projection: RT90_25_gon_W
5. Discussion

The purpose of this study has been firstly to see whether there is a statistically significant relationship between climatic factors and TBE infection, and secondly to see whether the distribution of TBE incidence displays any evident spatial patterns. Few of the explored years showed statistical significance in relation to TBE and the climate variables, though it is believed that with more data at a finer resolution there will be more years depicting statistically significant relationships with climate variables. When investigating spatial patterns, the clustering found in the Stockholm-Mälaren region was statistically significant in the south of Stockholm County as well as along the shores of Lake Mälaren. The clustering around Mälaren has moved westwards towards Västmanland and Södermanland since 2009.

5.1 TBE incidence and climatic factors

At the start of the study it was assumed that the TBE incidence data received would have a finer temporal scale, hence making it possible to investigate monthly variation in disease and climate. On receiving the annual incidence data the temporal scale of the climate data had to be adjusted accordingly, thus disregarding the between-month variation that may in itself have an impact on the intensity of disease incidence. Annually averaged data provided a very generalised overview of the temperature and precipitation conditions in a year and may thus have impacted the results of the statistical analyses. When performing the statistical analyses with climate factors, the winter temperatures were not accounted for as this is a season where ticks are not active and as a result, not able to spread the disease. However, winter temperatures and snow cover have an impact on whether a tick population will survive until the following active season or whether the active season may increase its range (Lindgren 1998).

The multiple linear regression analyses examined the dependency of TBE infection with the variables temperature, precipitation and a combination of the two. In the national dataset, roughly two thirds of the temporal datasets had at least one significant variable (Table 1) whilst on the regional level only half of the temporal datasets showed statistical significance (Table 2). On the national level, there were only five years where the application of two independent variables resulted in statistical significance, and six years on the regional level. Many years showed a significant relationship between TBE incidence and mean precipitation for the active season. This was unexpected as literature suggests precipitation does not have a direct impact on disease transmission, rather on the overall well-being of the tick and its ability to maintain a stable internal water balance (Knulle and Rudolph 1982; Dobson and Carper 1993). This may suggest that the relationship between the two variables is coincidental, though it may be the case that
Precipitation and humidity have a greater impact on transmission that previously expected. Further investigation of the relationship between TBE incidences and precipitation suggests a negative relationship between the two variables, suggesting that fewer cases of TBE occur when the average seasonal precipitation is high. This could also be due to the fact that people tend to spend less time outdoors when the weather is bad and it is raining.

Ticks are cold-blooded and are thus expected to be directly affected by changes in their surrounding temperature (Hocking 1971). TBE themed researches have suggested that temperature can impact the degree of TBE infection. It was therefore surprising that so few of the explored years showed a statistically significant relationship with the temperature variable (Lindgren 1998; Lindquist and Vapalahti 2008). The low number of significant relationships could be caused by a variety of factors. Firstly, the analysis was limited by the number of incidence points with many of the explored years having fewer than 50 observed cases. Small sample sizes reduce the ability to detect statistical significance and increase the likelihood of type II error. The coarse temporal resolution using annual data can lead to errors in the statistical analysis as temperature and precipitation data at this scale may not be representative of the conditions on the actual date of infection. It is recommended that further studies include finer data in order to determine more specific relationships.

Increasing temperatures can accelerate the maturation process of the tick, and is thus a huge incentive for research in this field (Dumpis et al. 1999). Years with significant temperature variables displayed a negative trend when plotted with the majority of infections occurring with an average active season temperature between 10.5-12.5 °C. This negative trend could be attributed to ticks being highly susceptible to dehydration, whereby ticks limit movement and questing if there is a drop in relative humidity or if temperatures are high (Ostfeld and Brunner 2015).

5.2 Patterns in TBE incidence

When examining the distribution of TBE infection points in Sweden, there is obvious clustering in the endemic Stockholm-Mälaren region. Investigating how the disease is spatially distributed within the endemic zone can help distinguish significant clustering of the disease, classifying them as high risk zones for infection. Two cluster-mapping methods were used in the study, as well as two spatial-weighting methods in order to see if there were any key similarities or differences as to how clustering and hotspots were detected (Figure 7-20).
5.2.1 Conceptualising spatial relationships
In this study K-nearest neighbour and fixed distance-band were used as spatial weighting methods. Variables are weighted in order to increase the influence of objects in proximity to a feature, thus enforcing Tobler’s First Law of Geography whereby “everything is related to everything else, but near things are more related than distant things” (Tobler 1970; Everitt et al. 2012).

The primary difference between the two methods was the number of years that each weighting method was successfully able to discern clusters. KNN produced a spatial weights matrix for each dataset in the time series, making it possible to visualise clusters for a large proportion of the time series. The distance bands were determined through incremental spatial autocorrelation whereby only the datasets where the spatial autocorrelation produced peak z-score depicting statistically significant spatial clustering were implemented in the cluster-mapping tools (Figure 4-6). Peak values occurred in cases where the z-score was greater than 1.65 and thus considered to be clustered.

Both weighting methods have their advantages and disadvantages. KNN ensures consistency in the number of variables (K) that can influence a feature, though this can be problematic if there are a limited number of features in a dataset or if a feature has fewer than K proximal neighbours. Fixed distance creates a sphere of influence with a predetermined distance whereby all values within the sphere of influence are weighted as important. A defined value for proximity limits the influence of distant points though this may also cause the proportion of influential variables to differ from feature to feature. KNN is considered a good choice when working with large numbers of feature points (Qian et al. 2014). Observing the results in years where both weighting methods depicted clustering for Local Moran’s I; the fixed band distance weighting produces a larger number of significant clusters in comparison to KNN. For both cluster mapping methods, fixed band distance detects clustering around Lake Mälaren whilst KNN has also detected significant clustering in the south of Stockholm County particularly between 1986 and 2002. The two weighting methods detect cold spots in similar locations when Getis-Ord Gi* is implemented.

5.2.2 Cluster-mapping
The main difference between the two cluster-mapping methods used in this study is that the Getis-Ord Gi* statistic is able to determine hot spots and cold spots, whilst Local Moran’s I is able to differentiate between high and low clusters as well as high and low outliers (Kies et al. 2009). These outliers are determined by comparing the value of a feature to that of its neighbours as well as the mean of the entire population, in which features that differ from their neighbours
are classified as anomalies. In Getis-Ord Gi* the value of the feature and its neighbours are used to determine hotspots. This may result in features accidentally being classed as hot spots since features with very high values may increase the local mean (Anselin 1995; Songchitruruksa and Zeng 2010). Local Moran’s I determines clusters by only looking at a feature’s neighbours, thus producing outliers if the value of a feature differs from those around it.

When comparing the results of the two clustering techniques, the Getis-Ord Gi* (Figure 7-14) produced a larger proportion of significant clusters compared to Local Moran’s I (Figure 15-20). This may be due to the fact that points with a 90% confidence level (p < 0.10) were also considered to be hotspots. When comparing the results of the spatial weighting methods for Getis-Ord Gi* for the years where both factors produced hotspots, it is not clear whether one creates more hotspots than the other. When comparing the results of the spatial weighting methods for Local Moran’s I for the years where both factors produced clusters, the fixed distance-band produced more clusters whilst the KNN was able to identify more outliers. The outliers presented in Local Moran’s I are often located in the same area that Getis-Ord Gi* detects significant cold spots. The location of the clusters were however fairly similar for both cluster-mapping methods. Many clusters were found by the coast in the south of Stockholm County near the port town Nynäshamn, as well as around Lake Mälaren. Much of the apparent clustering in southern Stockholm County occurred during the 1990s, more specifically in 1990, 1991, 1992, 1995 and 1997, whilst clustering around Mälaren became particularly prominent after 2003. The first clusters around Mälaren typically occurred in Stockholm County near the towns of Sigtuna and Sollentuna, but gradually spread westwards towards Västmanland and along the southerly shores of the lake in Södermanland during the late 2000s. There are a number of reasons why these particular locations are typical hotspots for TBE infection. Firstly, these areas consist mostly of natural landscapes such as woodlands, meadows, and agricultural land, which are particularly suitable habitats for ticks and reservoir hosts such as small mammals. Ticks require humid conditions and the proximity to water bodies ensures this. When visually interpreting the directional distribution of TBE incidence in the Stockholm-Mälaren region, the majority of the points are spread along the coast and archipelago of Stockholm County. In the later years of the dataset when the number of TBE incidence points has increased, the ellipse becomes larger encompassing the shores of Lake Mälaren.

5.3 Further study
There is great potential for further studies which explore the spatial distribution of TBE in Sweden. This study has highlighted the importance of temporal resolution in terms of the data being implemented in statistical and spatial models. Adjusting the resolution of the TBE and
climate data to a finer temporal scale (exact dates of infection or number of incidences per month) would increase the confidence in the results.

Whilst the low number of disease incidence may be positive in terms of the health and well-being of the population, it can result in undetected relationships between variables. A similar study examining the relationships between environmental factors and the occurrence of West Nile Virus in the USA used cases of infected dead birds as an additional resource as they believed that the numbers of human cases were underreported and unreliable (Kala et al. 2017). It is possible for ruminants to become infected with TBE and so serological tests on cattle may allow for the spread of TBE in Sweden to be tracked more efficiently.

TBE infection is not solely influenced by temperature and precipitation variables. A more detailed analysis should also consider land cover, the number of days with snow cover and roe deer population. In Sweden it is common for people to visit a holiday home during the summers, so location of these cottages in regard to infection location may be of interest.

GWR has been successfully implemented in a variety studies in order to understand the spatial distribution of diseases such as cancer, cardiovascular disorders and dengue fever and was thus thought to be an appropriate method for analysing TBE (McKinley et al. 2013; Racloz et al. 2012; Soljak et al. 2011). It is possible that, with additional variables and finer temporal resolution, this may also be a suitable method for monitoring TBE in Sweden.
6. Conclusions

Understanding and limiting the geographical spread and incidents of TBE in light of climate-related factors is of importance in Sweden as TBE is a serious disease with potential long-term consequences for the affected. Vaccines against TBE are available, but there is a lack of consensus regarding the need for a public vaccination strategy. Further, recommendations to vaccinate are based on the number of reported incidents in relation to population.

While some studies have explored the biological requirements of the TBE vector *Ixodes ricinus* and the incidence of TBE cases, few studies have examined the changing spatial distribution of *Ixodes ricinus* in Sweden, and models to forecast the potential increase in the incidence of TBE in view of changing climatic factors. This type of information is essential in planning long-term strategies for cost effective management of TBE in Sweden.

This study has shown that there is significant clustering of TBE in the endemic Stockholm-Mälaren region, with the majority of these clusters located in the south of Stockholm County or along the shores of Lake Mälaren. On a national level, some of the explored years showed statistical significance with climate variables. Further significance will be highlighted if more precise dates of incidences and climate data are made available.

There are already indications that the *Ixodes ricinus*, and with it, the risk of TBE may be spreading further north. Changes to climatic factors such as temperature and precipitation have an effect on the vector and, as a result, on the potential spread of the TBEV virus. This study makes the following key recommendations:

- Further spatial analysis and research around the climatic factors affecting TBEV survival and spread in Sweden is needed. Modelling of the spread of *Ixodes ricinus* in view of climate related factors will contribute to underpin evidence based public health decision-making and is thus of economic and societal importance.
- Models can provide a forecast of the spread of the vector and virus, and rather than waiting for cases to occur to guide decisions on vaccination or adopting a strategy of mass vaccinations. Modelling of the spread will thus allow for adoption of a *targeted preventative approach*, where vaccinations are offered based on probabilities of occurrence of the TBEV virus.
- To increase the confidence levels of these models at national level more detailed reporting of the incidents of TBE cases is needed from the health sector. This includes at a minimum the date or at least month of the infection, and the area, in order to more
accurately match it to temperature and precipitation and other geographical or climatic factors.
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