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Abstract

A driver model can be used to predict the vehicle velocity and the energy consumption. It can be modeled such that it benefits from historical data and can be further improved if a navigation system is available. A well implemented driver model is important since the car fleet seems to be more and more electrified. The role of the driver model would then be to increase the accuracy for when the driver needs to take a break to recharge the vehicle, and thereby decrease the driver’s range anxiety.

Historical behaviour of different drivers has been measured and collected by Volvo Car Corporation. The information regarding these drivers has been used in four out of five implemented driver models. Three of the models use Markov chain theory to make the prediction while the fourth takes advantage of frequency analysis. Above the aim to increase the accuracy of the energy consumption prediction it is investigated to what extent a personal driver model can be created.

In addition to the driver models a primitive method to predict when a driver reacts to a new posted reference speed is proposed and four validation methods are suggested.

The results indicate that the driver models based on historical data perform better energy predictions than the one without any historical data. The driver model that uses Gaussian mixture model together with Markov chain theory makes the best energy prediction. The individual differences are especially shown at road segments with higher reference speed. In urban traffic it is more likely that the traffic pattern decides the energy consumption.
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### Dictionary & Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed category</td>
<td>The driver’s reference speed</td>
</tr>
<tr>
<td>TPM</td>
<td>Transition probability matrix</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary differential equation</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>Ordinary differential equation with added noise</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian mixture model</td>
</tr>
<tr>
<td>DD</td>
<td>Discrete distribution</td>
</tr>
<tr>
<td>PHEV</td>
<td>Plug-in hybrid electric vehicle</td>
</tr>
<tr>
<td>BEV</td>
<td>Battery electric vehicle</td>
</tr>
<tr>
<td>DTE</td>
<td>Distance to empty</td>
</tr>
</tbody>
</table>
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Introduction

Today, the society is battling an increasing average temperature on earth. Since the transport sector is one of the contributors to the exhaust of greenhouse gases, it is important to make the propulsion of the vehicles as efficient as possible. One of the keys to increase the efficiency of passenger vehicles is so called plug-in hybrid vehicles (PHEV) and battery electric vehicles (BEV). The PHEV is a hybrid with both a combustion engine and an electrical engine. From the perspective of the PHEV, the prediction of the velocity and torque during a trip is important to be able to optimize the usage of the energy sources. As for a BEV, it is important to offer the driver a correct prediction of the range of the battery, such that the driver can schedule when to recharge the battery.

One of the most used arguments to not buy a BEV is that the range is not as long as for a conventional car and that it takes long time to charge it. But if the energy used by the BEV can be better predicted, the driver hopefully loses the range anxiety and most of the time can self-better plan when he or she needs to stop and charge. In this way it gets more likely that the BEV gains trust from the driver.

1.1 Problem formulation

In this thesis it is investigated if it is possible to estimate a personalized energy consumption by predicting the velocity and torque. It is assumed that the route to drive is known and therefore also the signed speed on the road and road inclination.

With information regarding reference speed on a specific road segment the velocity can be predicted. For example only by following the signed speed of the road. A problem with this simple way to predict the velocity is that it not catches the fluctuations in velocity that naturally happen when driving a car. A measured velocity during a route is shown in Figure 1.1 demonstrating that fluctuations occur. A hypothesis in this thesis is that the fluctuations affect the energy consumption to such an extent that they needs to be taken into account.
Figure 1.1: Velocity profile where the measured velocity is plotted together with the speed category, i.e. reference speed.

As shown in Figure 1.1, the driver seems to drive faster than the speed category unless something is preventing him or her from doing that. This leads into the question if every single driver has his or her own driving style or rather follows the traffic pattern. And, is it possible and beneficial to make a personalized driver model or is it more effective to use one standardized model due to the dominance of the traffic pattern, such that memory and computer power needed in the car can be minimized. To test these questions, four different history based driver models are implemented and evaluated.

1.2 Limitations

The data that is used in this thesis is collected by Volvo Car Corporation. The data is labelled as vehicle specific. This means that the data from one vehicle can have several different drivers. In this thesis it is assumed that one vehicle always is driven by the same driver. To minimize measurement errors, as few as possible measured inputs were used.

To predict the future velocity on a road, road specific information, such as road inclination and reference speed, needs to be available. This could be provided by a navigation system. The best reference speed would be the average velocity on the road. In this thesis though, that was not available. Instead the signed velocity, recorded by the camera on the car, was used as reference speed. The advantage with the average velocity would have been that it better reflects reality. It should also be time dependent. For example is the mean velocity downtown often much lower during rush hour. The road inclination was measured by the car. Furthermore,
information where different constantly recurrent occurrences occur, like stop signs and traffic lights, were not available.

1.3 Approach

The purpose of this thesis is to benchmark different ways to predict the behaviour of unique drivers. To do so, a literature study is performed to find basics for predictive models which could be of interest for this thesis.

Further on, data from Volvo Car Corporation are provided and the setup of the data environment is done in Matlab. The data contains files from many different vehicles and each file has historical information about the unique vehicle.

The historical data is divided into training and validation data. The training data is used to train four driver models while the validation data is used as comparison for the results from the predictions. Three of the models are based on Markov chains. The training data is used to train the transition probability matrix that is used in these models. The fourth model is trained by a frequency analysis of the training data. Also a fifth model is implemented without any connection to the historical behaviour.

To know if the models used to predict the energy consumption work, a method to validate against the validation data is implemented. Finally, the results of the validation are presented and analyzed. The drivers are tested both against their own validation data to be able to see which driver models that make the best prediction and also against other drivers’ validation data. This is to test robustness of the different approaches and if it is possible to create individual driver models.

1.4 Thesis contribution

This thesis contributes with implementation and evaluation of five different driver models. Their purpose is to estimate the energy consumption during a known route by predicting the velocity and torque. Also a simple method to catch individual reactions to a new speed category and four different ways to validate the results from the prediction are suggested.
1.5 Thesis outline

Chapter 2 describes why this thesis is of interest, what has been done so far on this subject and also earlier theses and reports that have been an inspiration. Continuing into Chapter 3, the physical relationships to propel a vehicle are explained. Further on the theory behind the different models used to predict the velocity follows.

Chapter 4 is divided into parts explaining how the whole process is done from processing the collected measured data to obtaining the results. It describes which driver models that are chosen to be implemented, how they are implemented, how they are trained and finally validated.

In the next-coming two chapters, Chapter 5 and Chapter 6, the results are presented and a discussion is held. Finally a conclusion is made in Chapter 7.
2

Background

This chapter begins with a part which describes some techniques that are used today to estimate how far a person can drive with the remaining fuel in the car. Both in conventional cars and vehicles using a battery. A section follows with motivation why there is a need to perform this investigation. The chapter ends with a summary of the previous works that has been of inspiration for this thesis.

2.1 Energy prediction in vehicles today

One can say that the aim of this thesis is to do a better prediction of the "distance to empty (DTE) tank information". In other words, a better estimation of how far the vehicle can travel on the remaining energy storage. Today it is very common that cars can give the driver information about how far it is until the tank is empty. To do so primitive methods are often used. Different suppliers use different algorithms to estimate the DTE. Volvo V40 from 2015 [Volvo, 2017] uses an algorithm where it, based on the mean fuel consumption during the last 30 km and the remaining fuel in the tank, calculates the distance to empty tank as

\[ DTE = \frac{V_{tank}}{\Psi_{30km}} \left[ \frac{l}{l/km} \right], \]  

(2.1)

where \( V_{tank} \) is the volume of fuel left in the tank and \( \Psi_{30km} \) is the amount of fuel consumed per kilometer during the last 30 km.

More variables must be considered when it comes to an electrical vehicle. To calculate the energy left in the battery, variables as: state of charge (SOC), battery voltage, battery temperature and battery aging effect [Gao, 2014] need to be taken into account. If the battery energy is known the DTE can be calculated as in Eq. (2.2). \( E_{battery} \) is the energy left in the battery. \( P_{driving} \) is the power used to propel the vehicle, \( P_{climate\ control} \) power for example the air condition and \( P_{auxiliary} \) power for
functions in the car besides the propulsion and climate control.

\[ DTE = \frac{E_{\text{battery}}}{P_{\text{driving}} + P_{\text{climate control}} + P_{\text{auxiliary}}} \frac{\bar{v}}{kW/km/h} \]  

(2.2)

Since the total power usage, can change dramatically in a BEV, the instantaneous value should not be the best value to use. According to [Gao, 2014] the rolling averaged value of the velocity, \( \bar{v} \), is often used. The rolling average time differs from supplier to supplier and can be from a couple of seconds to several minutes. Because of this high complexity to calculate the DTE in a BEV it is a good idea to investigate how the total power usage can be predicted which indirectly is what this thesis will focus on.

Figure 2.1 shows how the SOC varies during a route. The figure shows that the calculations of the DTE from Eq. (2.1) not predicts the correct DTE. What is seen from the measured data is that it fluctuates and differs during a route. With some information about the route, these fluctuations should be able to be captured by the driver model.

Figure 2.1: The plot shows an example were the SOC was measured and when it was predicted via Eq. (2.1) at point A. I.e. when the route start, 0 km.

A navigation system is often available in cars nowadays. It is easy for the driver to insert which route he or she will drive but the route can also be predicted. As example of a route prediction the vehicle can learn that the driver always drives to work at 8 a.m. Monday to Friday. Then the route is easy to predict and it is not necessary to insert the route to the GPS. Since there are many ways to find the route, this thesis assumes that the route always is known. Information that can be used to predict the driving power by the known route are: reference speed, road inclinations, distances, how much the road is turning and so on.
2.2 Personal driving style

Above the energy estimation, this thesis investigates if it is possible to make a personal driver model. To do so the hypothesis is that it is of interest to predict the velocity profile. Looking at Figure 2.2 the mean and standard deviation of velocity relative the velocity on the road is shown for four different drivers. The differences shown in mean and also spread in velocity indicate that there are driver unique effects.

Some important facts are shown in Figure 2.2. It can be seen that the drivers do not drive that similar to each other but they are following the same pattern for themselves. The figure shows that driver 1 almost always drives faster than the speed category. What also can be seen in the figure is that driver 2 has a large standard deviation. That is a pattern that is important to include in a power estimation since big variation in velocity may come from large accelerations and decelerations. In such a case it is important to catch that behaviour in the prediction since acceleration affects the energy consumption. What also can be seen is that driver 3 is at higher speed categories more inclined to choose a specific velocity and remain there.

Regarding the standard deviation, it is important to remember that a large deviation does not necessarily mean a lot of changes in velocity. E.g. if a person drives 50 km with velocity 130 km/h and cruise controller, and then another 50 km with velocity 110 km/h and cruise controller, a relatively large standard deviation will be obtained even though the driver keeps a steady velocity.

Continuing on that reasoning, how often a driver changes velocity could be investigated by doing a frequency analysis on the velocity. Thereof Figure 2.3, which shows the mean frequency from the same four drivers driving on the same routes as...
in Figure 2.2.

If regarding \textit{driver 1} and 2 at speed category 110 km/h in Figure 2.2, it can be seen that they are getting almost the same, quite big standard deviation for the velocity. Continuing by looking at Figure 2.3 it can be seen that \textit{driver 2} drives at very low mean frequency and \textit{driver 1} drives at high mean frequency. It is likely that \textit{driver 2} in this case very often uses the cruise control at freeways. This is an argument why also the frequency needs to be investigated.

With this information, the conclusion that people tend to drive differently compared to each other can be drawn. And it is of interest to investigate if it is possible to make a personal driver model.

### 2.3 Inspiration from previous work

There are a couple of theses and papers that investigate how to predict the future velocity of a vehicle. Several methods that this thesis uses to predict the future velocity are based on Markov models. The idea to do so was inspired by the thesis [Torp and Önnegren, 2013]. The objective of their thesis was to generate stochastic driving cycles based on real-world data. To generate the driving cycles they used Markov chain theory.

One can think that the driver only chooses the next velocity depending on what he or she experiences at that specific moment. By taking this into consideration Markov chains are a powerful method to use since it only uses the current state to predict the future.

Another report, [Müller et al., 2004] looks into the possibility to predict the fu-
2.3 Inspiration from previous work

ture velocity taking the road conditions and individual driving styles into account with the purpose to optimize the fuel consumption. They compare three cases: "Speed limit", "velocity regarding curves on the road" and "velocity given vision". The case that restricts the velocity the most is declared as the target speed the driver wants to reach. To adapt the prediction algorithm to the specific driver, personally tuned coefficients are used. For example, the magnitude of one coefficient determines how fast a driver responds to a new speed limit sign. Also this report uses Markov chains, though in this case, to handle stochastic events in the traffic.

The report [Karbowski et al., 2012] also considers the impact from external circumstances. They use a tool that provide them with data like stop signs, traffic lights and traffic pattern speeds. To make use of the information about possible stops, there is an algorithm determining the likelihood whether the traffic light is red or green. The choice to use traffic pattern speed is interesting, since then variations due to traffic, curves and vision is taken into consideration unlike the case to only use signposted speed limits.

Furthermore, in a report from [Schori et al., 2015], three different ordinary differential equations are used to model the speed profile, having information from the navigation system available. One state each to represent acceleration, deceleration to a lower speed and deceleration to stop the vehicle respectively. A method to add driver individual noise is also used in the report by [Schori et al., 2015]. Via frequency analysis of the velocity a personalized noise is found and added to the velocity from the ordinary differential equation model.
3

Theory

This chapter is divided into three different parts. The first contains the theory regarding physical properties to calculate the energy consumed by a car in motion. Secondly, the theory necessary to create and understand the driver models are described. The last section explains the mathematical tools relative error and confidence interval.

3.1 Physical relationships

In order to calculate the estimated energy during a route the predicted velocity and resulting force need to be known. The first subsection contains the equations for the energy calculation. The equations to calculate the resulting force are presented in the following subsection. Finally the theory regarding power regeneration is explained.

3.1.1 Energy calculations

The energy needed is calculated through

\[ E = \int P\, dt, \quad (3.1) \]

where \( E \) is the total energy when the power \( P \) is integrated over time. The power though is

\[ P = T \frac{v}{r}, \quad (3.2) \]

where \( T \) represents the total torque at the four wheels, \( v \) is the velocity and \( r \) is the radius of the wheel. Total torque is

\[ T = \sum_{n=1}^{4} T_n. \quad (3.3) \]

Torque is also a product of resulting force \( F_{\text{resulting}} \) applied perpendicularly to the wheel axis at the distance \( r \) from the axis.

\[ T_n = F_{\text{resulting}} \cdot r \quad (3.4) \]
3.1 Physical relationships

3.1.2 Road load polynomial

The force $F_{\text{resulting}}$ is the result of adding the force due to acceleration, $F_a$, and $f(v)$ together. $f(v)$ is the force it takes to keep the vehicle at constant speed.

$$F_{\text{resulting}} = f(v) + F_a,$$

where according to [Guzzella and Sciarretta, 2007] the road load polynomial $f(v)$ is the sum of the aerodynamic friction losses $F_{\text{aero}}$, the rolling friction losses $F_r$, the force caused by gravity when driving on non-horizontal roads $F_g$ and a disturbance force $F_d$. In this thesis the disturbance force has been neglected.

$$f(v) = F_{\text{aero}} + F_r + F_g = \frac{1}{2} \rho c_d A_f v^2 + mg(c_r \cos \theta + \sin \theta)$$

where $\rho$ is the air density, $c_d$ is the drag coefficient, $A_f$ is the front area of the car, $v$ is the velocity of the car, $m$ is vehicle mass, $g$ is the gravitational acceleration, $c_r$ is the rolling friction constant and $\theta$ is the degree of which the road deviates from the horizontal plane.

The accelerating force is calculated through Newton’s second law,

$$F_a = m \frac{dv}{dt} = ma,$$

where $m$ is the vehicle mass and $a$ acceleration.

3.1.3 Power regeneration

Well known fact is that PHEVs and BEVs offer the possibility to propel the vehicle with renewable energy. Another advantage with the vehicles propelled partially or fully with a battery as energy source is that it is possible to regenerate power if the circumstances allow. For example if the driver brakes or drives downhill. How the power regeneration works will not be explained in this thesis. But it is important to remember that all energy, from example a braking, can not be regenerated due to the efficiency in the components between the wheel and battery.

If the power $P$ demanded to propel the vehicle due to a specific torque is calculated according to Eq. (3.2), the power sent from the battery is, in this thesis, calculated as follows.

$$P_{\text{battery}} = \frac{P}{\eta},$$

where $\eta$ is the product of the efficiency in the battery, electrical motor and gearbox.

$$\eta = \eta_{\text{battery}} \cdot \eta_{\text{EM}} \cdot \eta_{\text{GB}}$$
The additional losses mentioned before are a consequence during the regeneration when $P_{\text{regeneration}}$, from the kinetic energy in the wheels, is used to charge the battery. Then the power to the battery is

$$P_{\text{battery}} = \eta P_{\text{regeneration}}. \hspace{1cm} (3.10)$$

100 % regeneration means that all of the power generated by the braking force could be taken care of except for the losses (difference between $P_{\text{regeneration}}$ and $P_{\text{battery}}$). An option to this could be that only a specific amount of power, $P_{\text{level}}$, could be recovered. Then, if $P_{\text{regeneration}} > P_{\text{level}}$, a certain amount of power would go to waste.

$$P_{\text{waste}} = P_{\text{regeneration}} - P_{\text{level}} \hspace{1cm} (3.11)$$

### 3.2 Modeling

This section contains the necessary theory about Markov based statistical tools, ordinary differential equations and frequency analysis to be able to create the driver models.

#### 3.2.1 Markov chains

To predict the future, a possible tool to use is Markov chains. Since the time in this thesis is regarded as discrete, this is a case for discrete Markov chains. The idea with Markov chains is to predict a future sequence of events, only using the current state, $X$, as information, according to the following equation [Rydén and Lindgren, 2000].

$$P(X_n = x_n | X_{n-1} = x_{n-1}, X_{n-2} = x_{n-2}, \ldots, X_0 = x_0) = P(X_n = x_n | X_{n-1} = x_{n-1}) \hspace{1cm} (3.12)$$

To do so a column vector, $x_s$, that contains the probabilities of different states at time $s$ is assumed. The sum of the elements in $x_s$ is one.

$$x_s = [x_1 \hspace{0.2cm} x_2 \hspace{0.2cm} \ldots \hspace{0.2cm} x_n]^T \hspace{1cm} (3.13)$$

To calculate what probability of the state the process will be in the next time step, a quadratic transition probability matrix is needed.

$$P = \begin{bmatrix} p_{11} & p_{12} & \cdots & p_{1n} \\ p_{21} & p_{22} & \cdots & p_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ p_{n1} & p_{n2} & \cdots & p_{nn} \end{bmatrix} \hspace{1cm} (3.14)$$

where $n$ denotes the number of states in the matrix. Each state is represented by a specific row and the sum of each row is equal to one. The number $p_{kj}$ at an arbitrary
position \((k, j)\) in the matrix, indicates the probability to go from state \(k\) to state \(j\). The two above equations multiplied with each other, results in information of what state the process will be in at a specific time \(d\).

\[ x_{s+d} = P^d x_s \]  
(3.15)

### 3.2.2 Gaussian mixture model

To fit a vector of latent variables a Gaussian mixture model can be used. The latent variables is in this thesis the changes in acceleration that have not occurred during the training phase. The model is based on that the latent variables can be clustered to \(K\)-number of clusters. These clusters are assumed to be Gaussian distributed. The \(K\)-number of Gaussian distributions are then mixed together in a multivariate Gaussian distribution

\[ p(\theta) = \sum_{i=1}^{K} w_i \mathcal{N}(x|\mu_i, \Sigma_i) \]  
(3.16)

where \(w\) is a vector with the mixing coefficients of the Gaussian distributions. If there are several observations \(x\) is a vector \([x_1, x_2, \ldots, x_N]\). \(\mu\) are the mean values and \(\Sigma\) are the covariance matrices. The parameters \(w, \mu\) and \(\Sigma\) are found using the Expectation-maximization algorithm.

[Bishop, 2007]

#### 3.2.2.1 Expectations maximization algorithm

The expectation-maximization algorithm is an iterative algorithm to find the parameters that maximizes the likelihood of a function. In this case the algorithm is used such that it maximizes the likelihood function with respect to the Gaussian Mixture Model parameters i.e. the mixing coefficients \(w\), the means \(\mu\) and the covariances \(\Sigma\). The algorithm is described as in [Bishop, 2007].

The algorithm is divided into two steps, E-step and M-step. The initialization of \(w_k, \mu_k\) and \(\Sigma_k\) is done by the \(K\)-means-algorithm. When the initialization is set, the initial value of the log likelihood is evaluated. Then the algorithm does the E-step.

**E-step:** Evaluate the posterior probabilities using the current parameter values.

\[ \gamma(z_{nk}) = \frac{w_k \mathcal{N}(x_n|\mu_k, \Sigma_k)}{\sum_{j=1}^{K} w_j \mathcal{N}(x_n|\mu_j, \Sigma_j)} \]  
(3.17)

**M-step:** Re-estimate the parameters according to the new posterior probability

\[ \mu_k^* = \frac{1}{N_k} \sum_{n=1}^{N} \gamma(z_{nk}) x_n, \]  
(3.18)

\[ \Sigma_k^* = \frac{1}{N_k} \sum_{n=1}^{N} \gamma(z_{nk})(x_n - \mu_k^*)(x_n - \mu_k^*)^T, \]  
(3.19)
Chapter 3. Theory

\[ w_k^* = \frac{N_k}{N}, \quad (3.20) \]

where

\[ N_k = \sum_{n=1}^{N} \gamma(z_{nk}). \quad (3.21) \]

**Evaluation:** Evaluate the log likelihood for the new parameters

\[
\ln p(X|\mu, \Sigma, w) = \sum_{n=1}^{N} \ln \left[ \sum_{k=1}^{K} w_k \mathcal{N}(x_n|\mu_k, \Sigma_k) \right]. \quad (3.22)
\]

If neither the convergence criterion for the parameters or the log likelihood is satisfied, return to the E-step.

### 3.2.3 Acceleration calculations with ordinary differential equations

To reach a desired velocity one option is to use ordinary differential equations (ODE). In [Schori et al., 2015] three different equations are proposed to predict a velocity profile. In this thesis two of them are used and they are representing acceleration and deceleration respectively to a desired velocity.

\[
a = \dot{v} = e \left( 1 - \left( \frac{v}{v_{\text{cat}}} \right)^\delta \right) \quad |v \leq v_{\text{cat}} \quad (3.23)
\]

\[
a = \dot{v} = -e \left( 1 - \left( \frac{v_{\text{cat}}}{v} \right)^\delta \right) \quad |v > v_{\text{cat}} \quad (3.24)
\]

where \( a \) is acceleration, \( v \) is current vehicle velocity and \( v_{\text{cat}} \) is desired velocity. \( e \) and \( \delta \) are constants. Typically \( e \in [1, 2] \quad [m/s^2] \) which represents typical accelerations and decelerations and \( \delta \in [2, 6] \) which determines when the acceleration is reduced while approaching \( v_{\text{cat}} \). The first equation will result in a positive acceleration while the second results in a negative acceleration.

### 3.2.4 Frequency analysis

According to [Folland, 1992], Fourier analysis can be described as "a collection of related techniques for resolving general functions into sums of integrals of simple functions or functions with certain properties".

The idea is to represent a time dependent signal \( s(t) \) in the frequency domain instead of in the time domain. To do so, the standard definition for an integrable signal is, [Folland, 1992],

\[
S(\Omega) = \int s(t) \cdot e^{-i\Omega t} dt, \quad (3.25)
\]
where \( S(\Omega) \) is the signal in frequency domain and \( \Omega = 2\pi f \). \( f \) is frequency. In the case for a finite discrete signal \( x(n) \) with \( N \) samples the relationship is, according to [Folland, 1992], described as

\[
X_k = \sum_{n=0}^{N-1} x_n e^{-j2\pi kn/N},
\]

(3.26)

where \( X_k \) is a sequence of size \( N \) with complex numbers where each number contains information about the amplitude and the phase for a certain frequency component of \( x_n \).

To calculate the amplitude and phase at sample \( k \), the following relationship

\[
A_k = \sqrt{\Re(X_k)^2 + \Im(X_k)^2},
\]

(3.27)

holds for amplitude and

\[
\phi_k = \tan^{-1}\left(\frac{\Im(X_k)}{\Re(X_k)}\right),
\]

(3.28)

is used to find the phase. \( \Re(X) \) means the real part of \( X \) and \( \Im(X) \) is the imaginary part of \( X \).

The interval of different frequencies that could be found is derived assuming sampling period \( T_s \). Then considering Nyquist-Shannon sampling theorem, the frequency interval is

\[
f \in \left[0, \frac{1}{2T_s}\right]
\]

(3.29)

The theory regarding frequency analysis will be used both as an attempt to make the differential equations in Subsection 3.2.3 individual but also as a way to validate the results obtained later on in the thesis.

By taking advantage of the Eq. (3.27), (3.28) and (3.29) a time dependent noise \( \Pi \) can be calculated for \( N \) number of amplitudes, phase shifts and frequencies.

\[
\Pi = \sum_{i=1}^{N} A_i \cos(2\pi f_it + \phi_i)
\]

(3.30)

### 3.3 Validation

The theory necessary for validation of the prediction is presented below.

#### 3.3.1 Relative error

If a measured value \( x \) is compared with the estimated value \( x^* \) the relative error \( \delta \) between these values are

\[
\delta = \frac{|x - x^*|}{x}
\]

(3.31)
This equation is later used to validate the results from the predictions.

### 3.3.2 Confidence interval

A confidence interval can be used to find an interval where the mean value, $\mu$ will occur with a specific certainty, $1 - \alpha$. Eq. (3.32) shows how a confidence interval with known standard deviation $\sigma$ is calculated.

\[
I_\mu = \left[ \mu - \lambda_\alpha \frac{\sigma}{\sqrt{N}}, \mu + \lambda_\alpha \frac{\sigma}{\sqrt{N}} \right],
\]

(3.32)

where $\lambda_\alpha$ is the quantile and $N$ the number of samples. When this statistical tool is used in this thesis, $\alpha = 0.05$ is chosen, hence, $\lambda_\alpha = 1.6449$. 

4

Modeling

This chapter describes the steps in the process to obtain the results. In other words, how the measured data is processed to give an energy estimation.

The chapter begins with a section where the algorithm that is used to create a velocity profile is presented together with an overview of the five driver models. The structure of the transition probability matrix is described in Section 4.2. That is followed by a description of how the TPM obtains its content during the training phase.

How the three methods based on Markov chains use the TPM to predict the velocity is described in Section 4.3. Further on the fourth and fifth model that are based on the ordinary differential equations are explained in Section 4.4.

The training routes are visualized in Section 4.5 followed by Section 4.6 which describes a primitive method that is used to predict when a driver reacts to a new speed category. Next Section 4.7 explains the energy calculations after that a velocity profile has been estimated.

The five models open up possibilities to tune parameters such that they impact the results. The tuning parameters are shown in Table 4.5 in Section 4.8. Section 4.9 presents the validation routes and proposes the four different validation methods that will be used to validate the five driver models. The validation methods are based on velocity, power, change in energy with respect to distance and frequency.

4.1 Velocity profile generation

Five driver models will be investigated in this thesis. All models use the same kind of algorithm to generate a velocity profile. The predicted velocity profiles are to be
Figure 4.1: An example of a velocity profile over 27 km. Black solid line is speed category and the dashed line is measured velocity.

compared to a measured velocity profile. For example the one shown in Figure 4.1.

The algorithm to predict a velocity profile is described in Figure 4.2. The driver models are constructed such that a change in acceleration, $\Delta a$ is generated in every time step. The time between two samples is fixed.

4.1.1 Algorithm

Assume that the velocity profile in Figure 4.1 should be generated. The generation of an estimated velocity profile works as in Figure 4.2, where $d_{AB} = 27 \, km$, $a_0 = 0.55 \, m/s^2$, $v_0 = 62 \, km/h$ and $v_{cat}(d_0^*) = 80 \, km/h$. $v_{cat}$ is a vector with all speed categories during the route. The speed category vector has a corresponding distance vector, such that the speed category at a specific distance can be picked from the position in the speed category vector that corresponds to the position of the closest distance in the distance vector.

The block "Model" in Figure 4.2 is replaced by one of the five driver models.
4.1 Velocity profile generation

\[ d_0^* = 0 \]
\[ a_0^* = a_0 \]
\[ \mathbf{v}_{\text{cat}} \]
\[ \Delta v_0^* = v_0 - \mathbf{v}_{\text{cat}}(d_0^*) \]

\[ \Delta a_k^* \]

\[ a_{k+1}^* = \Delta a_k^* + a_k^* \]
\[ v_{k+1}^* = v_k^* + a_k^* T \]
\[ d_k^* = d_{k-1}^* + v_k^* T \]
\[ \Delta v_{k+1}^* = v_{k+1}^* - \mathbf{v}_{\text{cat}}(d_*) \]

\[ d_k^* = d_{AB}? \]

Stop

Figure 4.2: Schematic view of how a velocity profile is generated.

4.1.2 Driver Models

Three models are developed from Markov models. They use the same transition probability matrix (TPM) in different ways. The TPM is trained and then the models have different solutions for how they should use the TPM.

The first model chooses its next \( \Delta a \) by considering the information in each state as discrete distributions. The second model uses Gaussian mixture model to find latent values and build a mixture of Gaussian distributions in each state from which it then predicts \( \Delta a \). The third model uses the Gaussian mixture distributions and developing them such that it considered both the state the prediction already visited
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and estimates future states it may visit. The distribution from these states are concatenated such that next $\Delta a$ can be predicted.

The other structure is based on the ordinary differential equations in Eq. (3.23) and (3.24). From these equations two driver models are implemented. One model which only uses the ordinary equations to predict $\Delta a$. The second model is trained such that it imitates the drivers frequency when driving at different speed categories. The frequencies are added to the ODE.

4.2 Structure of the transition probability matrix

The following section describes the structure of the TPM and how it is trained. The concept of the TPM is shown in Table 4.1. All parts in the table will be described in the upcoming subsections.

<table>
<thead>
<tr>
<th>State</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1(a_1, \Delta v_1, v_{cat1})$</td>
<td>$O_1$</td>
</tr>
<tr>
<td>$S_2(a_1, \Delta v_1, v_{cat2})$</td>
<td>$O_2$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$S_n(a_x, \Delta v_y, v_{cat_z})$</td>
<td>$O_n$</td>
</tr>
</tbody>
</table>

4.2.1 Choice of state variables

There are many factors taken into account when a driver determines his or her target velocity. As described in Section 2.3, both [Müller et al., 2004] and [Karbowski et al., 2012] write about outer circumstances limiting the velocity. For example physical properties on the road, stop signs, traffic pattern speed and traffic lights are all factors which a driver should take into account. Implementing these variables though, would require access to a tool providing this data. Furthermore, [Torp and Önnegren, 2013] are using velocity and acceleration as variables.

The state variables chosen in this thesis will be influenced from [Torp and Önnegren, 2013], i.e. velocity and acceleration, but also the speed category, which will represent the reference from outer circumstances, will be taken into consideration.

To make a decision of what target speed the driver wants to have, he or she needs to have some inputs. These inputs will be the state variables. In this thesis it is
assumed that the three inputs the driver considers the most when driving a vehicle is: the speed category, current acceleration and current velocity. The input current velocity will be changed to $\Delta v$, which is the difference between current velocity and speed category. This is done to reduce the size of the TPM.

$$\Delta v = v_{act} - v_{cat}$$ \hspace{1cm} (4.1)

To summarize, the state variables chosen are acceleration $a$, speed category $v_{cat}$ and $\Delta v$.

### 4.2.2 Grid

The state variables presented in Subsection 4.2.1 are implemented as arrays and together they will be referred to as the grid. The values that the speed category can adopt are given in kilometers per hour and declared in the vector $v_{cat}$ where $v_{cat} = 0$ is used when there is no speed category registered in the data set. This happens when the vehicle has not registered any speed limit, typically in the beginning of a route.

$$v_{cat} \in [0, 120],$$ \hspace{1cm} (4.2)

where the step between two speed categories is 10 km/h, resulting in 13 possible speed categories that the process can adopt.

The array to keep track of the acceleration is the following.

$$a \in [-3, 3],$$ \hspace{1cm} (4.3)

where the resolution is highest around 0 m/s$^2$. I.e, the difference between two elements next to each other is larger in the beginning and the end of the array, than it is in the center. The chosen array for acceleration means that it is possible to have 47 different accelerations.

For $\Delta v$ the array is

$$\Delta v \in [-102, 64].$$ \hspace{1cm} (4.4)

Also here the step length between two elements varies. The number of possible $\Delta v$ is 54 and the smallest steps between adjacent values is around 6 km/h. Values, during training or prediction, that are not present in the arrays will be rounded to the closest value available in an array.

Regarding the chosen grid some states can never be reached since the velocity can’t be negative. The fact that $\Delta v$ can adopt large negative values, down to -102 km/h, becomes more important the higher the speed category gets. The model needs to find a difference between when driving a bit slower than speed category and much slower than speed category. This because it is assumed there is a very significant difference in how you drive if you follow a truck, normally: $\Delta v = -40 \text{ km/h}$
at $v_{cat} = 120 \, km/h$ or are in a queue due to roadwork, normally: $\Delta v = -100 \, km/h$ at $v_{cat} = 120 \, km/h$.

The sizes of the arrays, $a$, $\Delta v$ and $v_{cat}$, implies that there will be

$$47 \cdot 54 \cdot 13 = 32994$$

different states. If the states which can’t be reached due to only positive velocities are removed, there are 26837 possible states for the process to visit.

### 4.2.3 Training

The TPM obtains its content when the training data is stored into a specific spot with respect to the inputs. As reported earlier, the inputs to enter a specific state is the acceleration, difference between velocity and speed category and speed category.

Compared to [Torp and Önnegren, 2013] who store both the difference in velocity, difference in acceleration and the probability at each spot in the TPM, only the difference in acceleration to the next time step, $\Delta a_k$, and number of observations are stored in this thesis. $\Delta a_k$ is calculated by Eq. (4.6).

$$\Delta a_k = a_{k+1} - a_k$$

Furthermore, Table 4.2 is an example of an observation matrix $O_x$ that was introduced in Table 4.1.

**Table 4.2**: Illustration of the content in a specific state. $\Delta a_1$ and $\Delta a_2$ represents two different $\Delta a$ and $p$ and $q$ is the number of observations of the specific $\Delta a$.

<table>
<thead>
<tr>
<th>$\Delta a$</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta a_1$</td>
<td>$p$</td>
</tr>
<tr>
<td>$\Delta a_2$</td>
<td>$q$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

As mentioned in Subsection 4.2.2, the speed category sometimes was registered as 0 km/h. To store the training data at the correct position in the TPM in this case two assumptions were made. Firstly, for velocities above 60 km/h, the road segment was assumed to be a road with unlimited speed limit. When this occurred, the data was stored in 120 km/h. Secondly, if the velocity was below 60 km/h the data was stored in 0 km/h.

Furthermore, speed category equal to 5 km/h and 15 km/h occurred, but rarely. When it happened the speed category was treated as 10 km/h and 20 km/h respectively.
4.3 Prediction based on the transition probability matrix

By using the TPM a discrete distribution model and a Gaussian mixture model is implemented. The Gaussian mixture model is further developed to a multi-step prediction which could take the historical and future distributions into account. All these three methods take advantage of the TPM to find the change in acceleration, \( \Delta a \), to then calculate the acceleration and velocity.

4.3.1 Discrete distributions

When using the TPM to predict the velocity profile using Markov chains with the discrete distributions, each state in the TPM contains discrete values of \( \Delta a \), see Table 4.2. Further on \( \Delta a \) is selected probability based i.e. with respect to the number of occurrences in the training data. In other words that means that \( \Delta a \), could never adopt a value which has not occurred during the training session. An example of a discrete distribution is shown in Figure 4.3. If a state in the TPM doesn’t contain any \( \Delta a \), the next \( \Delta a \) is calculated by the ordinary differential equations from Eq. (3.23) and (3.24).

With respect to the upcoming discussion about memory and computational requirements it is important to remember that the information in the discrete TPM is stored as described in Table 4.2.

4.3.2 Gaussian mixture model

Another model to find \( \Delta a \) is implemented by a Gaussian mixture model (GMM). The \( \Delta a \) is picked from a three clusters Gaussian mixture distribution. The mixture distributions in each state is generated as in subsections 3.2.2 and 3.2.2.1 from the discrete values in each state in Table 4.2. This means that a new TPM is generated where every state holds a Gaussian mixture distribution instead of a discrete distribution. The number of clusters \( K \), could be changed to optimize the model. \( \Delta a \) is chosen from the probability distribution which is shown in Figure 4.3. It is a three cluster Gaussian mixture distribution created from the discrete distribution in the same figure. As shown in the figure, \( \Delta a \) that have not occurred during training can be picked by this method. The GMM is implemented with three clusters. This model is constructed in the same way as DD such that if a state is empty, the next \( \Delta a \) is calculated by the ordinary differential equations from Eq. (3.23) and (3.24).
The way the information is stored in the TPM for GMM, is in a different way than for DD. Each state holds enough variables to create, for example, the distribution showed in Figure 4.3. Basically expected values and covariance matrices for the distributions.

### 4.3.3 Multi-step prediction

The Gaussian mixture model is further implemented to do a multi-step prediction. This method will question the idea that a driver only acts depending on the present state by making it possible to take both historical states and estimated future states into the equation.

The model is implemented such that states that have been visited before, current state and future states are merged together. The merge of the Gaussian mixture distributions in each state is done by weights such that current state is the most contributing to the new distribution. The future states are estimated by the visited states.

Regarding time and computational requirements for the Multi-step prediction it is a trade-off between, choosing longer time for the prediction to be done and have less information saved, or faster computations and more information in every state. In this thesis faster computations is chosen. That means that the information about the distributions in the states in the TPM for Gaussian mixture model, see Subsection 4.3.2, are replaced by a more memory consuming array. The array is later referred to as $D$ and contains information about the probability to choose a specific $\Delta a$ from a Gaussian mixture distribution.
4.3 Prediction based on the transition probability matrix

The number of backward steps \( n_b \) and forward steps \( n_f \) decides how many states backward and forward this multi-step method should use respectively.

The backward distributions are found by storing \( n_b \) distributions that the simulation has visited as a vector \( D_b = \begin{bmatrix} D_{k-n_b} \\ \vdots \\ D_{k} \end{bmatrix} \), where \( k \) represents the current time.

From this vector every backward state distribution can be found. To find the future step distribution an estimated \( \Delta a^* \) needs to be found. To find \( \Delta a_k^* \) a fused distribution \( D^* \) is calculated, to simplify the code implementation, the vector \( D_b \) is extended with \( n_b \) zero distributions such that

\[
D_b = \begin{bmatrix} D_{k-n_b} \\ \vdots \\ D_{k-1} \\ D_k \\ 0_{k+1} \\ \vdots \\ 0_{k+n_b} \end{bmatrix}
\]

To be able to choose how much each distribution should influence the fused distribution a weight vector \( w \) is implemented. The weights are set such that the current state \( k \) is the most important and then the latest state \( [k-1] \) is the next to most important and so on. To make the weight vector to a parameter that can be varied through different simulations \( w \) is implemented as following:

\[
w = \mathcal{N}(x | \mu, \sigma^2) \tag{4.7}
\]

where \( x = [-n_b : n_b] \). Then \( w \) is normalized as in Eq. 4.8.

\[
\hat{w} = \frac{w}{\sum_{i=0}^{n_b} w_i} \tag{4.8}
\]

This gives a weight vector that is normal distributed around \( \mu \). \( \mu \) is set to 0 which implies that the largest weight is placed on the current state distribution. \( \sigma \) is the standard deviation which can be varied through different simulations. \( \sigma \) decides how much the backward distributions further from the current state can impact the fused distribution. The smaller \( \sigma \) is, the less important are distributions further away in time from the current distribution. The fused distribution is calculated as in Eq. 4.9.

\[
D^* = \sum_{i=-n_b}^{n_b} w_i D_{k+i} \tag{4.9}
\]

From \( D^* \) a \( \Delta a_k^* \) is chosen. With help of \( \Delta a_k^* \) a new velocity \( v_{k+1}^* \), acceleration \( a_{k+1}^* \), and speed category \( v_{\text{cat}_{k+1}}^* \) is found. I.e, a new state is found. From these the estimated distribution \( D(a_{k+1}^*, \Delta v_{k+1}^*, v_{\text{cat}_{k+1}}^*) \) is found in the TPM.
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The same procedure continues \( n_f \) times. To clarify:

Next step, the \( D_b = 
\begin{bmatrix}
D_{k-(n_b-1)} \\
\vdots \\
D_k \\
D(a_{k+1}^*, \Delta v_{k+1}^*, v_{cat_{k+1}}^*) \\
\vdots \\
o_{k+n_{b}+1}
\end{bmatrix} 
\). 

When the procedure has done \( n_f \) iterations a new distribution vector \( D_{tot} \) is built with all the calculated distributions as following.

\[
D_{tot} = 
\begin{bmatrix}
D_{k-n_b} \\
\vdots \\
D_{k-1} \\
D_k \\
D(a_{k+1}^*, \Delta v_{k+1}^*, v_{cat_{k+1}}^*) \\
\vdots \\
D(a_{k+n_f}^*, \Delta v_{k+n_f}^*, v_{cat_{k+n_f}}^*)
\end{bmatrix}
\]

If \( n_b \neq n_f \), \( D_{tot} \) is filled up with zeros as in \( D_b \) to make \([max(n_b, n_f) \times 2 + 1]\) number of rows in \( D_{tot} \), such that the code is simplified.

The weight vector \( \tilde{w} \) is implemented almost in the same way as before: \( \tilde{w} = \mathcal{N}(x|\mu, \sigma^2) \) where \( x = [-max(n_b, n_f) : max(n_b, n_f)] \). \( \tilde{w} \) is normalized with the sum of the weights for the distributions that is not zero. Then \( \Delta a_k \) is found in the same way as before from the fused total distribution Eq. (4.9).

The three parameters that can be changed for this method is the width of the weight vector. i.e. how much the different forward and backward states should impact the choice of the next \( \Delta a \). The second and third parameters are the number of backward and forward steps that should impact the choice of \( \Delta a \). Since this method is built on the Gaussian mixture model the benefits from that method will be utilized in the multi-step method.

### 4.4 Prediction based on ordinary differential equations

Two models use the ordinary differential equations described in Subsection 3.2.3 in different ways to calculate the acceleration. The first model is a simple model that is independent of the historical data. It is implemented such that it only uses the ODE. The second model is further developed to be more personalized by a frequency analysis of the driver.
4.4.1 Acceleration via ordinary differential equations

The fourth method to determine the acceleration uses Eq. (3.23) and (3.24) depending on if the current velocity is below or above the speed category. I.e. the TPM is not used in this case. Neither does it have any connection to training data, except the individual reaction to speed category, making the velocity profile non-individual.

The values used for $e$ and $\delta$ in the equations are shown below.

\[
\begin{align*}
  e &= 1.2 \text{ m/s}^2 \\
  \delta &= 5
\end{align*}
\]

4.4.2 Acceleration via ordinary differential equations with added noise

As a way to make the velocity profile in the section above individual Fourier analysis is used as described in the discrete case in Subsection 3.2.4. The signal in time domain, $x_n$, is in this case the velocity as a function of time at a specific speed category and the output $X_k$, velocity as a function of frequency. Using Eq. (3.27) and (3.28) the amplitude and phase in the frequency interval described by Eq. (3.29) is calculated. The original velocity signal used is a part of the velocity from the training data.

For a specific time $t$ the noise is calculated according to Eq. (3.30) The number of frequencies, $N$, used could be varied but is in this thesis the same as the amount of $X_k$.

Furthermore, in an attempt to make the model even more individualized $v_{cat}$, in Eq. (3.23) and (3.24) is set to the historical mean velocity for the driver at that speed category.

$e$ and $\delta$ for the equations to calculate the new acceleration is the same as in the case for clean ODE. This method will be referred to as ODEwNoise, abbreviation of ordinary differential equation with noise.

4.5 Training routes

Three different drivers, $D_A$, $D_B$ and $D_C$ are used in this thesis. Their training routes were found by taking the first 5000 km they have driven and illustrated in Figure 4.4. This means that the training data for the different drivers may be very different from each other if time traveled on the different speed categories are compared. The thought though, is to investigate if a car needs to put any computer power to filter and store some specific data at different speed categories. If this solution works, the car just needs the memory capacity that is necessary for 5000 km.
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Figure 4.4: The subfigures show the three drivers’ 5000 km training routes as a histogram over the part time spent at each speed category.

Figure 4.5: The subfigures show the three drivers’ 500 km training routes as a histogram over the part time spent at each speed category.

To investigate if it is possible to get good result after training at a small amount of data, training routes at a tenth of the distance of the training routes in Figure 4.5, 500 km are implemented. If the results of these routes are as good as for the longer training routes, the memory capacity in the vehicle can be minimized.

4.6 Individual reaction to changed speed category

To further make the driver models more individualized an algorithm is implemented to find when a driver is reacting to a new reference speed. The distance in meter is saved with respect to both old and new speed category. The individual distances for a driver is located during the training phase of the TPM.

For the algorithm to find the distance when a driver reacts to the new reference speed, a limited search area is defined around the occurrence of the step in speed category. The outer limits of this area are decided with respect to old and new reference speed. For example, a low speed category results in a smaller area for the algorithm to investigate. Then the measured acceleration within this limited area is investigated to find where the reaction occurred. The first time the sign of the acceleration changes within this area a reaction spot is registered. An example of this is shown in Figure 4.6.
Figure 4.6: The figure shows a change in speed category, black solid line, from 70 km/h to 80 km/h. The pink "x-shaped" lines limit the area in which it is possible for the algorithm to find a reaction. The blue dotted line is acceleration. The reaction spot is found when acceleration changes sign for the first time within the specific region bounded by the outer limits, going from left to right. In this case from negative to positive. The reaction spot is marked with the green vertical "o-line". Left y-axis is velocity and right y-axis is acceleration.

4.7 Energy calculations

When the velocity profile generation has finished information regarding velocity, acceleration, road inclination and time is available. Using this information the resulting force, Eq. (3.5) is calculated assuming the following numbers for the road load coefficients.

Table 4.3: Coefficients used for the energy calculations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>9.82</td>
<td>m/s^2</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.2041</td>
<td>kg/m^3</td>
</tr>
<tr>
<td>( c_r )</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>( m )</td>
<td>2042</td>
<td>kg</td>
</tr>
<tr>
<td>( A_f )</td>
<td>2.3</td>
<td>m^2</td>
</tr>
<tr>
<td>( c_d )</td>
<td>0.315</td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.32</td>
<td>m</td>
</tr>
</tbody>
</table>

Following the remaining equations in Section 3.1 the energy used during the route is obtained.
The consequence of fixed coefficients is investigated by taking re-writing Eq. (3.5) and consider it as in Eq. (4.10).

\[ F_{\text{resulting}} = Av^2 + B(g(C\cos\theta + \sin\theta) + a) \quad (4.10) \]

where \( A = \frac{1}{2}A_f c_d \rho \), \( B = m \) and \( C = c_r \). To investigate how different coefficients would impact the final energy consumption \( A, B \) and \( C \) are varied one by one.

Finally, it is in this thesis assumed 100 % regeneration. The efficiencies used are

**Table 4.4: Efficiencies used**

<table>
<thead>
<tr>
<th>Efficiency</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_{\text{battery}} )</td>
<td>0.98</td>
</tr>
<tr>
<td>( \eta_{\text{EM}} )</td>
<td>0.85</td>
</tr>
<tr>
<td>( \eta_{\text{GB}} )</td>
<td>0.95</td>
</tr>
</tbody>
</table>

### 4.8 Tuning parameters

All the models above open up possibilities for a range of parameters that can be tuned to change the performance of the model. Table 4.5 contains a summary of all the different parameters that for each method can be changed. As described in Section 4.2 the TPM also includes parameters that can be varied to change the result of the three methods that uses the TPM.

**Table 4.5: The table shows the parameters that can be changed to impact the result of the model.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DD</th>
<th>GMM</th>
<th>Multi</th>
<th>ODE</th>
<th>ODEwNoise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution on grid</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample in time/distance</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of historical and future states</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weights on historical and future states</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( e ) and ( \delta )</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Number of highest amplitudes</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amount training data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>
4.8.1 Parameters chosen

Regarding sampling in time relative distance, time sampling is chosen in this thesis. The time base, i.e. time between two samples, is 0.2 seconds. Furthermore, the amount training data in the TPMs is 5000 km. The remaining parameters that are presented in Table 4.5 and regarded as constants are declared earlier in the chapter. If a parameter is varied throughout experiments, it is presented in Chapter 5.

4.9 Validation

The validation will be done on three different drivers. Each of the three drivers will be simulated on three different routes ten times each. From each route is four different validation values calculated: Relative error for velocity, $\delta v$, power, $\delta p$, change in energy with respect to distance, $\delta \Phi$, and frequency, $\delta f$.

To investigate the velocity prediction and energy estimations from the modeling methods and to be able to draw conclusions, four different values are produced, examined and discussed. The purpose of the four values are to separately give a measure on how well the driver model imitated the real driver. Three of the four final validation values are calculated by the same method but validates different inputs. The fourth validation values is slightly different. First in this section the calculations made to reach to the final value are presented. This is followed by a description of each validation input separately. The last two subsections contain which routes that are chosen for validation and how the robustness of the driver models are evaluated.

4.9.1 Theory

The four values are all calculated by the following calculation steps where $x$ is the input that is changed depending on which validation value that is of interest. $x^*$ is the estimated value. The relative error for the mean of the estimation $\delta_{\mu_i}$ at each speed category $i$ is calculated.

$$\delta_{\mu_i} = \frac{|x_{\mu_i} - x^*_\mu_i|}{x_{\mu_i}}. \quad (4.11)$$

The $\delta_{\mu_i}$ are concatenated together with respect to the time $t_i$ spent at each speed category. The result is then divided by the total time $T$ to get a mean relative error $\delta_\mu$ for the average value.

$$\delta_{\mu} = \frac{1}{T} \sum_{i=1}^{13} t_i \delta_{\mu_i}, \quad (4.12)$$
The same procedure is done to find the mean relative error for the standard deviation $\delta_\sigma$. These two values are then merged together by
\[ \delta_x = \frac{\delta_\mu}{2} + \frac{\delta_\sigma}{2}. \] (4.13)
The aim is to minimize $\delta_x$.

In three of the four different validation methods $\delta_x$ will be replaced by $\delta_v$, $\delta_P$ and $\delta_\Phi$ respectively as shown in Eq. (4.13). In the fourth case, for $\delta_f$, only the relative error for the average value is considered. That is, Eq. (4.13) is not included in the calculations.

The reason why both the average value and standard deviation are taken into account have originated from that the average value itself does not tell if the method manage to create an individual driver model. Instead a combination of the two values will give a hint if the predicted velocity will result in the same velocity, power and change in energy distribution as the measured data.

The reason why the average value and the mean of the standard deviation for each speed category are used instead of instantaneous values is due to that the aim is not to make an accurate velocity prediction at a specific moment or after a specific distance. An example of this is shown in Figure 4.7.

The figure shows a relatively good velocity prediction. Over the segment the prediction captures the driver behaviour when he or she brakes down to zero two times. If the validation had been done on the instantaneous relative errors the results have been very bad when the driver brakes down to zero. It is shown over the segment
that it is a correct behaviour to predict. But since when it happens not is of interest, the mean velocity and the mean standard deviation over the speed category are instead used for the relative error calculations.

A hypothesis is that the traffic pattern is not as dominant at freeways as in urban environments. The more the traffic pattern is dominant, the harder it is to do a personal driver model. To test this, two easy understandable values will be calculated for each route. The values are the mean value of the relative error for the change in energy $\delta_{\Phi\mu}$ and velocity $\delta_{v\mu}$ for all simulations $n$ as in

$$\delta_{x\mu} = \frac{1}{n} \sum_{i=1}^{n} \delta_{x^i}, \quad (4.14)$$

such that each route gets two values that can be used as comparison.

### 4.9.2 Velocity

To be able to find a value to compare the velocity prediction, the predicted velocity and measured velocity is processed as described in Eq. (4.11), (4.12) and (4.13).

The purpose of investigating the velocity is due to three things. Firstly, to see how well the prediction imitates the measured velocity and since it is an easy interpreted physical quantity. Finally, how much the velocity influences the energy consumption. That is why it is interesting to see if the result from the velocity validation follows the same pattern as the result from the derivative of the energy with respect to time respectively distance.

### 4.9.3 Power

The second value to compare is the relative error of the power used during the route. To do so the same calculations are made as in the case above when the relative error for the velocity was calculated.

The average value of the power can by itself tell if the velocity prediction will give a good energy estimation or not, assuming that the difference between time traveled in the measured and predicted case is not to large. So the purpose of using the standard deviation in this case is for it to indicate if the aim to create an individual driver model is possible.

### 4.9.4 Change in energy with respect to distance

As a third value to examine the result from velocity prediction, this thesis investigate the change in energy $\Phi$, which is the difference in energy between each time step, with respect to the distance traveled during the time step. To clarify, this method gives a measure of how many kilowatt-hours (kWh) that is consumed per kilometer.
This is done for every unique speed category resulting in an average and standard deviation value for the change in energy for every speed category. In the same way as for the velocity and power, a final relative error is then calculated for the energy.

As for the power in the subsection above, the average value for $\Phi$ can tell if a good energy estimation has been performed or not. The standard deviation can be used as a measurement of how well the driver profile is done. The scope is to minimize the standard deviation error $\delta_{\sigma_{\Phi}}$ as that means that the driver model captures the same fluctuations in energy.

### 4.9.5 Frequency

Finally, the fourth value to measure the methods ability to create a personal velocity profile is the average frequency in the power spectrum of the velocity signal. In other words this is a measure of how good the prediction methods manage to imitate the frequency of which the driver changes the velocity with in the training data. Following the procedure for finite discrete signal in Subsection 3.2.4 in the amplitude for $N$ frequencies within a specific range is obtained. An example of a frequency spectrum is shown in Figure 4.8. For every speed category an average frequency is calculated with

$$\tilde{f} = \frac{1}{A_{\text{tot}}} \sum_{i=1}^{N} A_i \cdot f_i \quad [Hz],\quad (4.16)$$

where $A_i$ is the amplitude for the frequency $f_i$.

**Figure 4.8:** The figure shows the frequency spectrum up to 0.1 Hz. For frequencies above 0.1 Hz the intensity is almost non-existant. In this example 0 Hz is the most intense frequency.
4.9 Validation

Following the same procedure as for the three previous values to validate the prediction, aside that no standard deviation is calculated for the frequency, a final value is obtained of how good the frequency prediction is.

The reason to investigate the relative error in mean frequency has its origin in the discussion regarding the results from Figure 2.2 and 2.3. The final value will not indicate anything about the energy estimation. Instead, together with the other three values from the subsections above, it can tell how well the methods manage to create an individual driver model.

### 4.9.6 Validation routes

As mentioned in the beginning of this section, three different drivers are to be used to validate the predictions. The drivers are referred to as $D_A$, $D_B$ and $D_C$. The different validation routes are presented in Figure 4.9. To be able to do a good validation three different mixes of speed categories and distances were found for the three drivers.

Since the drivers have not driven on the same roads the routes can not be exactly the same. The goal was to find three similar routes for driver A, B and C. The routes are chosen as one mix of lower speed categories referred to as Mixed and one mix of higher speed categories referred to as Highway. The length of the routes are around 280 km. Since the drivers have not driven that far during one route, different routes have been concatenated and are referred to as one route of length 280 km. The route referred to as Short is one single route per driver at around 25 km that have a wide range of different speed categories.

![Figure 4.9: The figure shows the three drivers’ validation routes as a histogram over the part of time spent at each speed category.](image)

![Mixed](image)

![Highway](image)

![Short](image)
4.9.7 Robustness of the driver models

To validate the robustness of the driver models, the personalized trained models are validated against another driver’s validation routes. I.e. it is a test if the prediction goes wrong if a friend drives your car. The models are considered robust if the prediction goes wrong when doing this test.

The test will be performed on the three drivers’ three validation routes. This means that a total of 18 simulations or six cross validations will be performed. For each simulation are the confidence intervals for the relative errors calculated and compared with the individual results.

To find out the answer if it is easier to model a driver with increased speed category, the same values as in the section above $\delta_{\phi_{\mu}}$ and $\delta_{v_{\mu}}$ are calculated from Eq. (4.14) where $n = 6$. These values are compared with the individual results.

4.10 Summary modeling

To summarize the chapter there is now five driver models to predict the energy consumption for a vehicle. The models predict the next change in acceleration to generate a velocity profile through the algorithm in Figure 4.2. Three of the driver models are based on a TPM that is trained in the same way for all three models. One of the models stores the values in the TPM as discrete distributions (DD). The second model utilizes Gaussian mixture models (GMM) to find out next the change in acceleration from the TPM. The third model is a development of the GMM and tries to predict the future by taking both the past and the consequences of a future step into account.

The fourth model is based on ordinary differential equations where a personal noise have been found by a frequency analysis (ODEwNoise) and the fifth method uses only ordinary differential equations (ODE) to find next change in acceleration. The input that is needed to predict the velocity is the speed categories and its corresponding distance vector.

The models will be validated with four different validation methods that all calculates the relative errors based on velocity $[v]$, power $[P]$, change in energy based on distance $[\Phi]$ or frequency $[f]$. To test the influence from the traffic pattern a fifth validation method will be used.
5 Results

In this thesis five different models to predict the velocity have been proposed with the purpose to be able to estimate the energy consumption during a known route. Different ways to validate the predictions have also been proposed and in this chapter the results from simulations will be presented when the predictions are compared with measured data as described in Section 4.9.

The first section in this chapter presents the results when the results from the driver models are compared to each other. Secondly, to evaluate robustness and if the aim to create a personal driver model is reached, the driver models are evaluated when drivers are paired with a TPM belonging to another driver. This is followed by the required memory capacity and computation requirements for the driver models. Finally what happens when some of the parameters presented in Table 4.5 are changed is presented.

The three drivers used for validation will be, referred to as $D_A$, $D_B$ and $D_C$.

To be able to look at the exact values for the figures and tables, tables are provided in Appendix A.1. The confidence intervals are created by ten simulations, unless something else is declared, using Eq. (3.32).

5.1 Driver models

In this part of the chapter it is presented how the driver models perform compared to each other. The results in this section are from the training at 5000 km with sample time 0.2 s. In Subsection 5.1.1 the results from comparing DD, GMM, ODEwNoise and ODE are presented. It is followed by a separate investigation done on the Multi-step model due to its higher computational requirements.
5.1.1 Accuracy

Four different driver models are compared in this part of the result. The results for each validation method is visualized in Figure 5.1. Figure 5.1 shows that the Markov based methods are generally generating better results than the ODE based methods when using Velocity, Power and Change in energy with respect to distance as the validation methods. It is hard to draw any conclusion from the validation method Frequency since a majority of the intervals overlap.

To get a clearer view of which model that performs the best energy and velocity prediction, the mean value of $\delta_{\Phi\mu}$ and $\delta_{v\mu}$ for each route is calculated and presented in Table 5.1. The table is then followed by Figure 5.2 to 5.5 which will be helpful in the discussion.

**Table 5.1:** The mean of the relative error for the change in energy per unit distance, $\delta_{\Phi\mu}$ and velocity $\delta_{v\mu}$ concatenated for the three drivers at each route.

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
<th>Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>0.1071</td>
<td>0.1122</td>
<td>0.2278</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1000</td>
<td>0.0913</td>
<td>0.2775</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.2278</td>
<td>0.1929</td>
<td>0.5839</td>
</tr>
<tr>
<td>ODE</td>
<td>0.2962</td>
<td>0.2725</td>
<td>0.2573</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
<th>Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>0.1651</td>
<td>0.2163</td>
<td>0.6675</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1478</td>
<td>0.2066</td>
<td>0.5760</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.4184</td>
<td>0.3584</td>
<td>0.3429</td>
</tr>
<tr>
<td>ODE</td>
<td>0.4960</td>
<td>0.4541</td>
<td>0.4016</td>
</tr>
</tbody>
</table>

Regarding Table 5.1 both the change in energy and velocity validation tell that DD and GMM perform the best prediction if looking at the routes Mixed and Highway. By the two driver models, GMM gives the best prediction according to this table.

**Figure 5.2:** The figure shows the measured velocity for $D_A$ and the predicted velocities by the driver models DD and GMM. The example is a part from the first out of ten simulations for $D_A$ on the validation route Short.
5.1 Driver models

The figures show the confidence interval of the relative error after ten simulations with three drivers on three routes per driver. Each figure is structured as follows: The figure is divided into squares which represents the model that has been used. In each square the drivers are color coded such that green is $D_A$, blue is $D_B$ and red is $D_C$. The colors from left to right is [green green green blue blue blue red red red]. The symbol in the middle represents the routes which are described in Section 4.9: $x$ is Mixed · is Highway and $+$ is Short. The exact values for the confidence intervals are found in Appendix A.1.

**Figure 5.1:** The figures show the confidence interval of the relative error after ten simulations with three drivers on three routes per driver. Each figure is structured as follows: The figure is divided into squares which represents the model that has been used. In each square the drivers are color coded such that green is $D_A$, blue is $D_B$ and red is $D_C$. The colors from left to right is [green green green blue blue blue red red red]. The symbol in the middle represents the routes which are described in Section 4.9: $x$ is Mixed · is Highway and $+$ is Short. The exact values for the confidence intervals are found in Appendix A.1.
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Figure 5.3: The figure shows the measured data and predicted results from DD and ODEwNoise. The upper subfigure shows the velocity profiles and the lower one the energy consumption so far after a specific distance. The example is from the third out of ten simulations on $D_A$ Short.

Figure 5.4: The figure shows the measured data and predicted results from GMM and ODE. The upper subfigure shows the velocity profiles and the lower one the energy consumption so far after a specific distance. The example is from the third out of ten simulations on $D_A$ Short.
5.1 Driver models

Figure 5.5: The figure shows the same road segment for two different simulations. It can be seen that different spots for reaction can happen due to the probability dimension in individual reaction to speed category. In this figure the dashed line marks the reaction spot which entails that the predicted velocity in the upper subfigure reach the target velocity before the lower one. Why there in fact are confidence intervals for ODEwNoise and ODE, for example in Figure 5.1 is explained by different reaction spots.

5.1.2 Investigation of Multi-step prediction

The investigation of the Multi-step model was due to its high computational requirements made separate. It was tested which combination of how many steps forward and backward and weights, that is the best to use. The simulation were done on $D_A$ when the TPM had been trained on 5000 kilometers and the validation route was Highway.

The best number of backward and forward steps are decided by finding the combination that renders the minimum value of

$$\frac{\delta_v}{2} + \frac{\delta_\Phi}{2}. \quad (5.1)$$

Fifteen different combinations of backward, forward and weights were simulated and the five combinations that was best were further simulated five times each. The mean value and its 95 % confidence interval, $I_\delta$, was calculated as $\bar{\delta} = \frac{1}{5} \sum_{i=1}^{5} \left( \frac{\delta_v^i}{2} + \frac{\delta_\Phi^i}{2} \right)$ and by Eq. (3.32). The five best combinations are presented in Table 5.2.
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Table 5.2: Result from the investigation of the Multi-step model.

<table>
<thead>
<tr>
<th>Backward steps</th>
<th>Forward steps</th>
<th>Weight/Std</th>
<th>$\bar{\delta}$</th>
<th>$I_{\bar{\delta}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0.092</td>
<td>[0.087 0.097]</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0.108</td>
<td>[0.102 0.113]</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0.110</td>
<td>[0.103 0.116]</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.111</td>
<td>[0.099 0.128]</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0.116</td>
<td>[0.106 0.126]</td>
</tr>
</tbody>
</table>

These results implies that it is better to use a model were neither the future or backward information are taken into account. Consequently, no further simulations will be done on the Multi-step prediction.

5.2 Robustness of the driver models

This part of the chapter will present what happens when a driver is validated against data collected by another driver. In other words the wrong TPM and wrong frequency analysis will be used on a set of validation routes from another driver. This can be interpreted as if a friend drives your car. The purpose is to further investigate if it is possible with the modeling methods chosen in this thesis to create a personal driver model.

The three drivers have been validated on each other such that total six cross validations. Since it would be difficult to visualize all the results in a figure three validations were chosen. The results in Figure 5.6 shows the result from when $D_A$ has been driven on the validation routes of $D_B$ and $D_C$ and when $D_B$ has been driven on the validation routes of $D_C$. Since the model ODE not is personalized it will not be included in these results.

All the six cross validations are included in Table 5.4 where the result have been calculated in the same way as in Table 5.1. Table 5.4 is appropriate to use as a comparison to Table 5.1.
5.2 Robustness of the driver models

(a) Velocity

(b) Power

(c) Change in energy with respect to distance

(d) Frequency

Figure 5.6: The figures show the confidence interval of the relative error after ten simulations where the TPM and frequency analysis of $D_A$ is driven on the validation routes of $D_B$ (green) and $D_C$ (blue). The red are the trained $D_B$ driven on the validation of $D_C$. Each figure is structured as in Figure 5.1. The symbol in the middle represents the routes: $x$ is Mixed $\cdot$ is Highway and $+$ is Short.
An investigation of the confidence intervals that are attached in Appendix A.2 can be done as in Table 5.3. The table shows if the result from the individual simulation gave a better result than the cross validation [I], if the cross validation gave a better result [C] or if no conclusion can be drawn since to that the confidence interval overlaps [\(-\)]. Table 5.3 is the result of the trained $D_A$ on the validation route of $D_C$ for Mixed and Highway.

**Table 5.3:** Comparison of the confidence intervals of the cross validation of $D_A - D_C$ with the individual validation $D_A - D_A$.

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
<th>Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{\phi}$</td>
<td>$\delta_{v}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>0.1099</td>
<td>0.1702</td>
<td>0.4225</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1153</td>
<td>0.1652</td>
<td>0.4225</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.2695</td>
<td>0.1652</td>
<td>0.4225</td>
</tr>
</tbody>
</table>

**Table 5.4:** The mean of the relative error of the energy, $\delta_{\phi_{\mu}}$ and velocity, $\delta_{v_{\mu}}$ concatenated for the three drivers at each route when simulated on wrong driver, total 18 simulations.

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
<th>Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{\phi_{\mu}}$</td>
<td>$\delta_{v_{\mu}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>0.1099</td>
<td>0.1702</td>
<td>0.4225</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1153</td>
<td>0.1652</td>
<td>0.4225</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.2695</td>
<td>0.1652</td>
<td>0.4225</td>
</tr>
</tbody>
</table>

**5.3 Memory and computation requirements**

When making the prediction of the velocity profile the driver model take a different amount of time to perform the computations. This will be presented as the computational requirements. The models do also demand a different amount of memory space to make the predictions, implying that it takes an individual memory capacity depending on the modeling method.

To compare computation requirements for the different driver models, timing were made during simulation of the velocity profiles. The time for ODE is declared as one time unit and the other ones will be presented in a ratio to the results from ODE.

**Table 5.5:** Result from the computation requirements investigation.

<table>
<thead>
<tr>
<th>Model</th>
<th>DD</th>
<th>GMM</th>
<th>ODEwNoise</th>
<th>ODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time ratio</td>
<td>2.22</td>
<td>8.05</td>
<td>1.10</td>
<td>1</td>
</tr>
</tbody>
</table>

The computation time for driver model Multi-step prediction varies depending on how many steps forward and backwards that is taken into account. In Table 5.6 zero step backwards and zero step forward is taking 1 time unit.
Table 5.6: Ratio for the time it takes to make the velocity prediction depending on how many steps forward and backwards that are used in Multi-step prediction.

<table>
<thead>
<tr>
<th>Backward steps</th>
<th>Forward steps</th>
<th>Time ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.28</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1.76</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2.63</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2.72</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>5.51</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>10.31</td>
</tr>
</tbody>
</table>

Further on, the memory requirements were investigated. ODE is once again used as the method for comparison. The time step used to create the models is 0.2 s. The distributions in the Multi-step prediction is created with arrays of size $[1 \times 2200]$.

Table 5.7: Ratio for the memory required for the different driver models. $DD_{500}$ and $GMM_{500}$ depicts the models with less training data in subsection 5.4.1.

<table>
<thead>
<tr>
<th>Model</th>
<th>DD 500</th>
<th>GMM 500</th>
<th>Multi-step</th>
<th>ODEwNoise</th>
<th>ODE</th>
<th>DD_{500}</th>
<th>GMM_{500}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory ratio</td>
<td>18.14</td>
<td>9.28</td>
<td>553.56</td>
<td>1.23</td>
<td>1</td>
<td>3.73</td>
<td>6.03</td>
</tr>
</tbody>
</table>

5.4 Tuned parameters

This section contains the results from when some of the parameters in Table 4.5 were changed. First is the amount of training data changed. That is followed by results from when different sample times were used. Finally, the result from how different road load coefficients impact the final energy consumption.

5.4.1 Amount training data

The investigation of what happens if the amount of training data is the tenth of the training data in Section 5.1, is presented in Figure 5.7 and Table 5.9. The validation route Short is not included in this test because of that it didn’t give a good result on the large amount of training data. The confidence intervals for all the models can be found in Appendix A.3.

Figure 5.7 shows the confidence intervals for the models that use the TPM and are structured such that it should be easy to compare with the result of the larger amount of training data. ODEwNoise is not included in the figure since it would misfit the figure. The result of ODEwNoise is included in Table 5.8.

Table 5.8 is appropriate to use as a comparison to Table 5.1. The comparison
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shows that the mean relative error value of the energy consumption and velocity is worse when a smaller amount of training data is used.

![Confidence intervals](image)

**Figure 5.7**: The figure shows the confidence intervals of the change in energy with respect to distance. The squares are structured as in Figure 5.1, and as mentioned the route *Short* is not included.

**Table 5.8**: The mean of the relative error for the energy, $\delta_{\Phi}$, and velocity $\delta_{v}$. Where the three drivers results have been concatenated at each route with a small amount of training data.

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{\Phi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>0.1327</td>
<td>0.1503</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1075</td>
<td>0.1048</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.2341</td>
<td>0.2777</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{v}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>0.1786</td>
<td>0.2199</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1655</td>
<td>0.2085</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.4351</td>
<td>0.3901</td>
</tr>
</tbody>
</table>

**5.4.2 Sample time**

The sample time was changed and $D_B$ was simulated 10 times. The remaining parameters remained as in Subsection 5.1. The mean value of $\delta_{v}$ and $\delta_{\Phi}$ was calculated for each route and method. ODE is independent of the sample time so it is not included in Table 5.9.

**Table 5.9**: The table shows the relative error of energy with different sample time at validation routes *Mixed* and *Highway*.

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{\Phi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample time [s]</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>DD</td>
<td>0.064</td>
<td>0.071</td>
</tr>
<tr>
<td>GMM</td>
<td>0.121</td>
<td>0.080</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.185</td>
<td>0.093</td>
</tr>
</tbody>
</table>
Table 5.10: The table shows the relative error of velocity with different sample time at validation routes Mixed and Highway.

<table>
<thead>
<tr>
<th>$\delta_v$</th>
<th>Sample time [s]</th>
<th>Mixed</th>
<th>Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>DD</td>
<td>0.186</td>
<td>0.156</td>
<td>0.131</td>
</tr>
<tr>
<td>GMM</td>
<td>0.153</td>
<td>0.157</td>
<td>0.187</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.389</td>
<td>0.428</td>
<td>0.466</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>DD</td>
<td>0.147</td>
<td>0.135</td>
<td>0.123</td>
</tr>
<tr>
<td>GMM</td>
<td>0.156</td>
<td>0.132</td>
<td>0.118</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.312</td>
<td>0.376</td>
<td>0.391</td>
</tr>
</tbody>
</table>

5.4.3 Road load polynomial

As mentioned earlier in the thesis the coefficients in the road load polynomial are fixed even though they may vary during a route in reality.

To investigate how the fixed coefficients impacts the result of the energy prediction a route at 25 km was simulated. The coefficients $A$, $B$ and $C$ were one by one multiplied with a scale factor $\in [0.5, 1.5]$ and the final energy consumption of the route was calculated. The result is shown in Figure 5.8. To refresh the reader’s memory, $A = \frac{1}{2}Af_{cd}\rho [kg/m]$, $B = m [kg]$ and $C = c_r$.

Figure 5.8: The figure shows the final energy consumption with respect to the scale factor for $A$, $B$ and $C$ respectively. How the final energy consumption varies for different $A$ is shown in the left figure, for different $B$ in the central figure and for different $C$ to the right. The dotted line is the energy for the discrete distribution, "x-shaped" line the result for Gaussian mixture model, "o-shaped" line shows the ordinary differential equations with added noise, "+-shaped" line the energy for the pure ordinary differential equation and finally the measured energy is illustrated with a solid line.
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Discussion

The chapter begins with a discussion about the results from the chosen validation methods and what impact general error sources may have. That is followed by a section about how the different driver models perform and then a discussion if they managed to become personalized.

The chapter continues with some sentences about the memory usage and the computational complexity. Then comes a section with thoughts about how different parameters chosen affect the achieved results.

The final section holds a discussion about ideas and thoughts for future work on this subject.

6.1 Validation methods

In Figure 5.1 the results from the prediction simulations for the drivers individually are illustrated in four different sub-figures. Each figure shows the results from a specific validation method. The following section will hold the discussion with the advantages and disadvantages with the different validation methods. The consequence of the discussion is that the result from the validation methods velocity and change in energy with respect to distance will be in focus for the remaining part of the discussion.

6.1.1 Velocity

In Figure 5.6a, the results on how well the driver models imitate a driver’s actual velocity distribution during a route is shown. A disadvantage that can be seen with this validation method is that a good or bad result doesn’t guarantee a good or bad energy estimation. More about that in Subsection 6.1.2. Even though this weakness exists, the validation method is of interest for the remaining part of the discussion.
From a perspective if it is possible to make a personalized driver model the velocity is the easiest one to check on. The result shows that it is a big difference between different drivers velocities. The velocity is also easy to understand and relate to.

6.1.2 Power

Secondly in Figure 5.6b, the results from the power estimation follows. Interesting here is that the bad velocity prediction by DD for $D_C$ on the Highway doesn’t seem to affect the quality of the power estimation. Even though the velocity prediction is wrong, the mean power during the speed category could still be correct due to accelerations or even road inclination. Let’s say the prediction is at constant velocity above the mean of the measured velocity. Then the relative velocity error is weak. But if the measured velocity is fluctuating at different speeds which cost power due to the accelerations the relative power error can still be good.

Another circumstance that affects the power estimation is the road inclination. If the road inclination increases it gets more dominant in the road load polynomial than the velocity or acceleration. The same discussion can be held around the relatively good velocity prediction by $D_B$ for ODEwNoise at the short route even though it results in a weak power estimation.

Furthermore, a good power estimation doesn’t necessarily mean a correct estimation of the energy consumed. For that to happen, the time traveled would have to be around the same value for both prediction and validation on each speed category. I.e, a good velocity prediction together with a good power estimation would result in a good energy estimation. Another aspect that is worth taking into account is that the power can be seen as it holds the information from both the velocity prediction and change in energy per unit distance. See the following equation where the units for the two validation methods results in power.

$$\frac{kWh}{km} \cdot \frac{km}{h} = kW$$ (6.1)

Investigate Figure 5.1 together with the tables in Appendix A.1. Then it can be seen that the intervals for power and change in energy with respect to distance rank the modeling methods in the same way on Mixed and Highway routes unless, in the few cases, where the intervals overlap and no conclusion can be drawn. This together with that the power itself doesn’t tell if the prediction results in the correct energy estimation leads to that the validation method below, "Change in energy with respect to distance", will be used as the measure of how good the energy estimation is.
6.1.3 Change in energy with respect to distance

In the same way as for the power validation, the results from change in energy with respect to distance, doesn’t always follow the same pattern as the result when the velocity was evaluated. This can be seen in Figure 5.6c. That is why a separate investigation of the results from the velocity and this validation method is interesting. It will give a measure on how individual the velocity profile created is and in the same time how good the energy estimation is.

As mentioned earlier in this thesis the distance to travel is known, implying that an integration of the average value for change in energy with respect to distance will be the total energy consumption. The fact that, in the end, it is the energy consumption that is of the greatest interest, the result from change in energy alone will be discussed in some cases. This is also the reason why this measurement suits best regarding computing distance to empty.

6.1.4 Frequency

Regarding the fourth method used to validate the results from the prediction it is hard to draw any conclusions from the results in Figure 5.6d. For every comparison to point out what modeling method that is the best, the intervals overlap. The only exception is for when $D_B$ drives on the Mixed route. Then ODEwNoise perform best but no ranking can be made among the remaining driver models. Since the validation method doesn’t contribute to be able to rank the driver models, nor estimate the energy consumption, the validation method won’t be regarded in the following discussions.

A comment regarding that ODEwNoise doesn’t perform the best results would be suitable though. Firstly, it can depend on that the differential equations and the noise counteract each other in some time samples. This since the differential equation will calculate an acceleration taking the velocity closer to the drivers average velocity on that specific speed category while the noise is calculated with respect to time and speed category. Secondly, the chosen sequence from the training data may not look similar to the validation data.

6.2 General error sources

Error sources that consider all of the predicted values are measurement and numerical errors. Also the risk that more than one driver has been present in the training and validation data is possible. Since the route Short was chosen only with respect to its distance and speed categories it is possible that it has been driven by a driver that is not responsible for the majority of the training data. This is not the case for the other two validation routes since they are several shorter routes merged together. The consequence from this is that the route Short is more sensitive to this
error source than routes Mixed and Highway.

Considering the overall weak results from the Markov based models on the validation route Short it is likely due to that the distance validated on is too short. The distance traveled on the other two validation routes is ten times longer making it possible for the models to compensate for the weak estimations that happens due to stochastic events.

Regarding measurement errors it shouldn’t affect our results since it should be spread over both the training and validation data. However, it should affect if this was to be implemented in reality. This since the actual energy consumption will differ from the one predicted in the driver model. When it comes to numerical errors they are present. For example are both the distance and power computed using the numerical method Cumulative trapezoidal numerical integration, implying that the value calculated will not be the same as in reality. Neither is the acceleration the same as in reality since it is assumed to be linear between two samples. These numerical errors should be worse, the larger the time base gets.

6.3 Driver models

This section presents separate discussions regarding the five different driver models. The results that are discussed are from Section 5.1.

6.3.1 Discrete distribution

The model based on discrete distribution performs very well at the longer routes. It is almost as good as the GMM and better than the two models based on ODE in all the validations besides frequencies where they are similar. The reason why it performs a bit worse than GMM may be because DD can only adopt a change in acceleration that has been present during the training routes. Since the training routes only are 5000 km some states will not have enough information. This problem could be solved for the GMM since a distribution is created and makes it possible to adopt changes in acceleration that has not occurred during training. For example that may be the reason why the predicted velocity by DD in Figure 5.2 accelerates up to almost 140 km/h in the beginning of the road with speed category 100 km/h.

The distance interval shown in Figure 5.2 catches almost all of the road segment of 100 km/h for this prediction. The behaviour by the predictions for DD and GMM is reflected in their relative mean errors for the velocity, $\delta\mu$. DD has a fault on around 10.4 % and the fault for GMM is around 3.7 %.

Also when comparing the velocity confidence interval for $D_A$ when using DD
compared to ODEwNoise the velocity prediction is weak for the Short route. Even though that is the case, DD performs a better estimation of the change in energy per unit distance. In Figure 5.3 this is shown. In the lower figure of the two, the predicted energy consumption for DD is more parallel with the measured energy consumption. The relative mean error for change in energy is for DD 45.5 % and for ODEwNoise 52.8 %. This may be due to two things. First that DD predicts the acceleration better. Secondly that the velocities and the accelerations occurred at the same road inclination as the velocities and the accelerations did for the measured data which result in a more similar power demand.

6.3.2 Gaussian mixture model

The Gaussian mixture model performs very similar results to the DD. Since both methods are based on the same TPM it is no surprise that the results are similar. Table 5.1 shows that the GMM predicts the energy consumption best during the longer validation routes. But at the short validation route, for $D_A$ regarding change in energy per unit distance, both DD and ODE gets better results. That the ODE would perform better on the short route wasn’t expected but could be explained by the behaviours in Figure 5.4. On speed category 100 km/h, GMM predicts that the velocity would be higher and fluctuate more than the measured velocity does. The higher velocity and accelerations means that more energy will be consumed.

In the same case when $D_A$ drives on the short route, the velocity prediction is worse for GMM than it is for ODE. If comparing the relative mean error for the two driver models, for the ten simulations, it can be seen that they have almost the same expected velocity value. But GMM has a larger standard deviation telling us that ODE on the short route is better at imitating the velocity behaviour from the measured velocity. Since the velocity predicted by the ODE is only following the speed category, except during speed category steps, GMM is probably having too large changes in velocity during the short route. Another obvious option could be that the driver in the chosen short route is not driving as he or she has done during the training routes.

When investigating the change in energy per unit distance for $D_C$ on the short route, GMM gets better results. For the same route the intervals for the velocity prediction overlap but the interval is wider for GMM meaning there is a greater insecurity for GMM. That is obvious since GMM is probability based and ODE has the same pre-conditions for every simulation, see the discussion held in Section 6.1.

Regarding the discussion held in the above Subsection 6.3.1, about that DD accelerates to almost 140 km/h in Figure 5.2, it seems like a good choice to implement a 3-cluster Gaussian mixture distribution instead of discrete distributions in the TPM.
The GMM is the best model to use if the route is long according to the results in Table 5.1. The result shows that it is better both when the route has lower speed categories, typically city driving and when the route has higher speed categories. This indicates that the GMM is a good model to use to predict energy. It can be wrong for a shorter route but in the long run is it the most effective energy prediction method.

### 6.3.3 Multi-step prediction

That the backward step prediction does not make the model better suits well into the hypothesis that every decision is taken from where the driver is right now and that the history doesn’t make any difference for the driver’s next decision. The forward step prediction does not either improve the model. Since it adds a "future thinking" where the driver evaluates the consequences, the choice of acceleration he or she is about to choose the expectations was that the forward step prediction should make the model better. E.g. can the driver see if he or she chooses a high acceleration some samples before the speed category will change down and then instead chose a lower acceleration. But this is not what the results shows. The future steps does a worse performance than the backward steps.

It is not obvious to say why the prediction does not perform better when using the forward prediction. The main reason though may be that every forward step is estimated compared to the backward steps which have occurred earlier in the simulation. The fact is that for every forward step taken, there is one more error source added to the equation. A possible solution to the minimize the error which occurs due to estimations could be to tune the parameters for the future step better.

### 6.3.4 ODE with noise

If the results from the velocity validation is investigated it can be seen that ODEwNoise gets best result on the route called Highway. This is probably due to a reason mentioned earlier in this thesis. I.e., on roads with higher speed category you are more likely to drive the way you desire. Since the method used to implement this driver model makes a frequency analysis of the training data it is likelier, with the argument above, that the frequencies on roads with higher speed category is more periodic recurrent than the ones in urban traffic. Worth noticing also is that ODEwNoise generally is a better method to use to predict the velocity than ODE but worse than DD and GMM. Regarding the change in energy with respect to distance DD and GMM still makes better predictions.

### 6.3.5 ODE

The ordinary differential equation model is performing worst of all models at the longer routes. According to the result in Table 5.1 the mean relative error of the
change in energy over the change in distance, $\delta \Phi$, is for city driving almost three times the relative error for the Markov based models. The GMM is 10.0 % wrong where ODE is 29.6 % wrong. The result on Highway is better but still very bad for the ODE, 27.25 % wrong.

The main reason why ODE performs bad in city driving is that it misses all the stops and starts, that happens very often when driving in city traffic. Starts and stops are, as described earlier, very crucial for the energy consumption. It should be interesting though to see how the ODE perform in a simulation where the location of stop signs and traffic lights is known.

The ODE model is a model that is good to use if the driver often uses the cruise control, i.e. very small accelerations, as long as the driver drives in a velocity close to the speed category. A behaviour similar to this could be seen in Figure 5.4, where the ODE predicts a better energy consumption than GMM: The cruise control is most common to use when there is no other traffic that disturb, typically on freeways. According to the results the ODE is not performing well on the validation route, Highway. But it did very well compared to the other driver models on the validation route Short when investigating the velocity results. The reason for that is likely common to the discussion held in Subsection 6.3.2. In other words, the other driver models has a tendency to fluctuate to much on this chosen validation route where it looks like that the driver has been driving relatively stable.

If investigating the results from ODEwNoise and ODE their confidence intervals is much more narrow than the corresponding ones for DD and GMM. That is because those methods will predict almost the same velocities every time. The only changed condition in the ten simulations is the individual reaction to speed category. An illustration of the difference can be seen in Figure 5.5. This will result in that the velocity in some cases will have reached the target velocity already passing the speed category sign while it in other cases start accelerating in the same moment as driving by the new speed category sign.

6.4 Robustness of the driver models

In Chapter 5 there are results from the cross validation. The cross validation can be explained as there are two different drivers, $D_B$ and $D_C$, driving the car belonging to $D_A$. $D_C$ is also trying out $D_B$’s car. That means that the results from when using the wrong driver should be compared to the results from $D_A$ and $D_B$ in Figure 5.1.

To investigate this carefully, the tables presented in Appendix A.1 and Appendix A.2 that correspond to each other will be compared. For example, the confidence interval created when $D_A$ was evaluated on his or her own Mixed validation route
is compared with when \( D_B \) drove the car belonging to \( D_A \) on the \textit{Mixed} validation route for \( D_B \).

When this is done for when \( D_B \) drove \( D_A \)’s car it is hard to say that a personal driver model is created for \( D_A \). This since, if looking at \textit{Mixed}, \textit{Highway} and \textit{Short} route separately, only the confidence interval for the frequency validation for ODEwNoise performs better when using the correct driver for the three different routes. And according to the discussion held in Section 6.1 regarding frequency validation, those results are not of interest.

If continuing by comparison of the results when \( D_C \) drove the car belonging to \( D_A \) the goal to create an individual driver model seems a bit more realistic. The result of this comparison is shown in Table 5.3.

In this table the intervals for velocity show better results for DD and GMM when driving on both the \textit{Mixed} and \textit{Highway} route with the correct driver. In fact, GMM with the correct driver performs better with all of the four validation methods. But still there are some intervals that overlap each other, implying that no conclusion can be drawn. Even some validation methods indicate that the "wrong" driver suits that driver model better. For example, when using DD and looking at energy per unit distance on both the \textit{Mixed} and \textit{Highway} route.

The third comparison made were when \( D_C \) drove \( D_B \)’s car. If referring to the discussion in Section 6.1 and thereby only looking at the interval for velocity and energy per unit distance the results from \textit{Mixed} and \textit{Highway} indicate that a personalized driver model has been created using DD and GMM. The same conclusion can’t be drawn on the short route since the interval overlap during the same comparison.

The results from the three confidence interval comparisons indicate that it is possible to create a personalized driver model for at least one driver by using the driver models DD and GMM.

To further test the hypothesis that the driver models are more robust on freeways than city driving, the mean value of the relative velocity error for all the six cross validations at both \textit{Mixed} and \textit{Highway} can be compared with the individual corresponding as in Table 6.1.
Table 6.1: Comparison of the velocity error from table 5.1 and table 5.4. [I] is from the individual validation and [C] is the cross validation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>0.1651</td>
<td>0.1702</td>
<td>0.2163</td>
<td>0.3049</td>
</tr>
<tr>
<td>GMM</td>
<td>0.1478</td>
<td>0.1652</td>
<td>0.2066</td>
<td>0.3015</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>0.4184</td>
<td>0.4225</td>
<td>0.3584</td>
<td>0.3608</td>
</tr>
</tbody>
</table>

The comparison shows that both DD and GMM are robust for drives at higher speed categories. On the other hand both models are less robust in city traffic but the relative errors are better. This shows that the traffic pattern is more dominant than the personal drive style in city traffic because the models manage to do pretty good predictions when wrong driver drove in lower velocities. It is logical that the traffic pattern is more dominant in city traffic due to traffic light, stop signs and zebra crossings etc. From this a conclusion can be drawn: It is more important that a personal trained model is used when driving at high speed category than on low speed categories. The model ODEwNoise is not a robust method due to this results.

### 6.5 Memory and computation requirement

In Section 5.3 the results from computation requirements and investigation about the amount of memory that the models need individually are presented. In Table 5.5 it can be seen that GMM takes the longest time to perform the prediction. The reason for that is that the distributions are saved in a few variables, meaning that calculations need to be made to first create a probability function and then choose a change in acceleration, $\Delta a$, probability based. In the case for DD, that is the second slowest, the choice of $\Delta a$ can be made directly. Worth noticing is that ODEwNoise is almost as fast as ODE even though noise calculations are made in every time step.

Regarding the time result from the Multi-step prediction in Table 5.6, it can be seen that the forward step is much more time consuming than the backwards steps. The reason to that is that the distribution backwards already exists and the forward distributions are created in an iterative process for every step forward. As seen, this is time consuming.

In Table 5.7 the ratio between the memory requirements are presented. ODE is the driver model that needs least memory. The only information required is $e$ and $\delta$ from Eq. (3.23) and information where an acceleration should start due to a change in speed limit. The Multi-step function is by far the most memory consuming method. It is due to the large arrays saved in every state. The memory required by GMM is much less than the Multi-step function. This is due to the variables mentioned in Subsection 4.3.2 which are used to save the large arrays for Multi-step in
a smaller format. This could also be applied in the Multi-step prediction if one is ready to sacrifice time. Another option could be to make an optimization about the size required for the array in every state.

Worth mentioning in the discussion is also that the driver models that takes advantage of the TPM are more sensitive, regarding memory requirements, to changed sampling time. At a shorter sampling time it is likelier that more states gets some information implying that the memory requirements will increase. The opposite applies for a larger sampling time.

### 6.6 Tuned parameters

In addition to the main simulations made to find what driver model that is the best and also if they become individual, some tuning parameters were changed. The discussion regarding the results presented in Section 5.4 are presented in the following sections.

#### 6.6.1 Amount training data

An investigation where the amount of training data was decimated by a tenth, i.e. it was trained on 500 km instead of 5000 km was done. The results for the Markov based models where better than expected. The expectations were that the result should go more against the same result as the ODE, i.e. less individual. Recall, if a state in the TPM not has any information, which is more probable if less training is done, the ordinary equations are used.

Figure 5.7 compare DD and GMM on the Mixed and Highway validation routes. The comparison is based on the change in energy per distance. The figure shows that the DD is more sensitive to the amount of training data. The confidence interval indicates that the prediction gets better using the batch with more training data. This is true for all the three drivers at both routes. The GMM is not at all that sensitive, it seems like that model faster finds the correct prediction. Only two of the six confidence intervals show that it is better to use the big amount of training data.

These results are interesting in some different ways. From the earlier discussion it is said that the GMM is the best model to use but the DD is often very close in the results. The result from this investigation points on another maybe more important factor why to choose the GMM. Storage is expensive and if it can be decimated it is very beneficial. The results from the memory investigation in Table 5.7, shows that the size of the GMM is decreased by 35 % when a tenth of the historical data is used. The DD is decreased by a factor of three. DD is not as memory consuming as GMM when the training data is reduced by a tenth. This is because of if a state in the GMM is trained it can not grow larger than the number of parameters that are
needed to make a n-cluster distribution. On the opposite DD grows larger for every unique change in acceleration.

If the vehicle is used by a family such that say five different persons uses the car, the storage is of course more important such that every driver can have its own driver model. If the storage is unlimited it is still a benefit if the GMM can be used since if a lot of persons uses the car it is more likely that some persons don’t drive the car that often and they should also have a well performing driver model.

### 6.6.2 Sample time

The sampling time used is important. This can be explained with the following two extremes. And remember that what is stored in a specific state in the TPM is the change in acceleration, $\Delta a$.

Assume that the sample time is very short. Then will the $\Delta a$ be very small, close to zero, since between the samples no bigger change in acceleration will occur. This could be okay since during simulation, the same short sample time is used. The problem with too small sample times are that disturbances will be very dominant. E.g. if you drive on a patchy road the driver model will catch the small velocity differences that occur. These small velocity differences should be seen as disturbances and filtered by the sample time.

On other hand if the sample time is big, there is one main problem. It is that the training may miss changes in velocity. During one sample it is possible that the vehicle have both decelerated and accelerated. An example, if driving at 30 m/s at time 0 with sample time 2 s. The driver decelerates to 29 m/s during the first second and then accelerates to 30 m/s during the second second. Then due to the sample time, no change in acceleration has occurred when it in reality have both regenerated and generated energy. This behaviour is important to catch in a driver model. It is also important to remember that a larger time base will result in fewer samples in each state, which will deteriorate the results but it consumes less memory.

The results from the investigation of the sample time in Subsection 5.4.2, shows that the best results are found when the sample time is between 0.2 s and 0.5 s. This is reasonable due to the discussion above and since the reaction time for a healthy person is around 0.5 s. It seems like the ODEwNoise is a little bit more sensitive to a higher sample time than the other models according to its energy prediction.

### 6.6.3 Road load polynomial

In the region that is illustrated in the Figure 5.8 it can be seen that for every modeling method it is a linear behaviour and that the lines do not intersect. This is important since that means that even if an estimation of the coefficients would be
wrong, the ranking between the methods would be the same.

Worth noticing in the figure mentioned, is that the interval chosen to scale coefficients $A$, $B$ and $C$ is wide enough. For example for the mass $\pm 50\%$ means that the mass is varied around 1000 kg. For the rolling resistance, $\pm 50\%$ correspond to covering the range from new asphalt to driving on cobblestone.

### 6.7 Further work

During the course of this thesis there are many questions that have appeared and never been answered. A majority of these are presented in the following section.

To begin with it would have been interesting to see if the Multi-step model can be better implemented. One option that we think would be beneficial for the model would be if the distributions were merged together as in our implementation. Then, after the merge a new Gaussian mixture distribution can be found by the EM-algorithm as we did when we found the TPM for the GMM. By this method a probably better distribution can be found than by add the distribution as we did. But with this new model the computer complexity increases which is a disadvantage. If this works though, the TPM had been as memory consuming as the GMM.

Another way to predict the velocity could have been done by using Hidden Markov models. Then the question is how this would have been done and if it would have been a good modeling method. Our thoughts about doing a Hidden Markov Model comes from that it can build up the TPM and the states it needs by itself. We suggest that the states are hidden and that they are built up by time when it is trained with a sequence of acceleration inputs. This needs a lot of more work on but we think it is an interesting thought.

Regarding a discussion about which way to sample, it would have been interesting to compare the results from this thesis with results when measurements were taken after a specific distance. Also a further investigation on how much training data that would be the best could also be of interest for future work.

Another approach to estimate the energy consumption could be to identify what modeling method that gives the best result on a specific speed category. That way, during prediction, a model to predict the velocity could be chosen with respect to the speed category. E.g, if the driver always uses the cruise control when driving on freeway, the ODE at the drivers mean velocity would be a very cheap implementation to do.

If continuing on the reasoning about predicting the velocity, another approach
could have been to use different TPMs depending on if the process is in an acceleration mode around a speed category change or in a "steady state", between two steps in speed category. A final proposal how to predict the velocity using the TPM is that for an arbitrary part of the samples, the ordinary differential equation gets to choose the new acceleration independently of the TPM. This can be seen as a new type of noise for the ODE.

Finally, it is mentioned that the algorithm to predict the reaction to a new signed speed category may be a primitive way to find the reaction spot. The method has its shortcomings since it is for example is not always able to find the spot. The question is if a more advanced algorithm to find were a specific driver react to a new speed category would improve the results.
Conclusion

It is beneficial to use a driver model based on historical data. Generally the driver models based on Markov models: Discrete distributions (DD) and Gaussian mixture model (GMM) and Multi-prediction give the best velocity predictions and energy estimations. A comparison between these three driver models suggest that GMM is the best driver model to implement in the aspect of energy consumption estimation. The downside with DD and GMM is that they demand more memory to store historical data and it takes longer time to create the prediction.

The driver model based on frequency analysis did not give a good result compared to the models based on Markov models.

The Markov based models showed that an individual driver model can be trained such that they do a clearly worse result when they are driven by another driver at higher speed categories. The traffic pattern was showed to be more dominant in city traffic and so it was hard to make a personal driver model in city traffic.
Appendix

A.1 Driver models

Tables that contain the confidence intervals in Figure 5.1.

**Table A.1:** Confidence intervals for the different modeling methods when validating $D_A$ on the *Mixed* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1617, 0.1948]</td>
<td>[0.1951, 0.2450]</td>
<td>[0.1485, 0.1663]</td>
<td>[0.4320, 1.1569]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1477, 0.1695]</td>
<td>[0.1274, 0.1661]</td>
<td>[0.1163, 0.1396]</td>
<td>[0.6159, 1.4687]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4398, 0.4456]</td>
<td>[0.2663, 0.2778]</td>
<td>[0.2719, 0.2841]</td>
<td>[0.7655, 0.5344]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4815, 0.4858]</td>
<td>[0.2775, 0.2823]</td>
<td>[0.3647, 0.3684]</td>
<td>[0.8764, 1.5815]</td>
</tr>
</tbody>
</table>

**Table A.2:** Confidence intervals for the different modeling methods when validating $D_A$ on the *Highway* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1306, 0.1583]</td>
<td>[0.1854, 0.2127]</td>
<td>[0.1379, 0.1598]</td>
<td>[0.3517, 0.4674]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1398, 0.1826]</td>
<td>[0.1169, 0.1301]</td>
<td>[0.0956, 0.1113]</td>
<td>[0.4064, 0.5899]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4164, 0.4216]</td>
<td>[0.2850, 0.3001]</td>
<td>[0.2055, 0.2177]</td>
<td>[0.4637, 0.5477]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4578, 0.4638]</td>
<td>[0.3389, 0.3439]</td>
<td>[0.3248, 0.3274]</td>
<td>[0.4508, 0.5384]</td>
</tr>
</tbody>
</table>

**Table A.3:** Confidence intervals for the different modeling methods when validating $D_A$ on the *Short* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.5230, 0.6778]</td>
<td>[0.3494, 0.5603]</td>
<td>[0.2474, 0.3687]</td>
<td>[0.5158, 0.7109]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.4821, 0.6947]</td>
<td>[0.3889, 0.5334]</td>
<td>[0.3388, 0.4200]</td>
<td>[0.6888, 0.8809]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3616, 0.3842]</td>
<td>[0.8647, 0.9097]</td>
<td>[1.0320, 1.0708]</td>
<td>[0.5370, 0.6001]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.3036, 0.3418]</td>
<td>[0.2393, 0.2594]</td>
<td>[0.2490, 0.2657]</td>
<td>[0.6109, 0.7135]</td>
</tr>
</tbody>
</table>
### A.1 Driver models

**Table A.4:** Confidence intervals for the different modeling methods when validating $D_B$ on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_\Phi}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1396, 0.1717]</td>
<td>[0.1637, 0.2097]</td>
<td>[0.0625, 0.0777]</td>
<td>[0.8890, 1.4261]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1469, 0.1673]</td>
<td>[0.1799, 0.2095]</td>
<td>[0.0642, 0.0824]</td>
<td>[0.8951, 1.2417]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4251, 0.4314]</td>
<td>[0.2937, 0.3135]</td>
<td>[0.0939, 0.1014]</td>
<td>[0.3264, 0.4080]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4940, 0.5016]</td>
<td>[0.3400, 0.3490]</td>
<td>[0.02660, 0.2717]</td>
<td>[1.1798, 1.3314]</td>
</tr>
</tbody>
</table>

**Table A.5:** Confidence intervals for the different modeling methods when validating $D_B$ on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_\Phi}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1147, 0.1557]</td>
<td>[0.1035, 0.1136]</td>
<td>[0.0907, 0.1071]</td>
<td>[0.4300, 0.6607]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1217, 0.1422]</td>
<td>[0.1089, 0.1260]</td>
<td>[0.0597, 0.0816]</td>
<td>[0.5672, 0.7694]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3713, 0.3800]</td>
<td>[0.1366, 0.1483]</td>
<td>[0.1360, 0.1452]</td>
<td>[0.5747, 0.8417]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4589, 0.4665]</td>
<td>[0.3093, 0.3149]</td>
<td>[0.2632, 0.2667]</td>
<td>[0.5109, 0.7785]</td>
</tr>
</tbody>
</table>

**Table A.6:** Confidence intervals for the different modeling methods when validating $D_B$ on the Short route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_\Phi}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.6716, 0.9530]</td>
<td>[0.5123, 0.7157]</td>
<td>[0.1470, 0.2122]</td>
<td>[0.9424, 1.7735]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.5914, 0.8729]</td>
<td>[0.5831, 0.7505]</td>
<td>[0.1940, 0.3182]</td>
<td>[1.4703, 2.0724]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3030, 0.3781]</td>
<td>[0.6236, 0.6786]</td>
<td>[0.3207, 0.3555]</td>
<td>[1.1982, 1.8283]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4136, 0.4705]</td>
<td>[0.5995, 0.6649]</td>
<td>[0.2451, 0.2645]</td>
<td>[1.4311, 1.8859]</td>
</tr>
</tbody>
</table>

**Table A.7:** Confidence intervals for the different modeling methods when validating $D_C$ on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_\Phi}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1497, 0.1733]</td>
<td>[0.0884, 0.1174]</td>
<td>[0.0872, 0.1006]</td>
<td>[0.5229, 0.8404]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1188, 0.1367]</td>
<td>[0.0595, 0.0897]</td>
<td>[0.0907, 0.1066]</td>
<td>[0.6996, 1.0097]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3808, 0.3879]</td>
<td>[0.1853, 0.2025]</td>
<td>[0.3028, 0.3126]</td>
<td>[0.2525, 0.6432]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.5030, 0.5099]</td>
<td>[0.2687, 0.2801]</td>
<td>[0.2522, 0.2544]</td>
<td>[0.6054, 0.7256]</td>
</tr>
</tbody>
</table>

73
Table A.8: Confidence intervals for the different modeling methods when validating $D_C$ on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.2538, 0.4849]</td>
<td>[0.0953, 0.1284]</td>
<td>[0.0795, 0.0981]</td>
<td>[0.7672, 1.3332]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.2801, 0.3734]</td>
<td>[0.1063, 0.1300]</td>
<td>[0.0892, 0.1100]</td>
<td>[0.8272, 1.4496]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.2780, 0.2832]</td>
<td>[0.1781, 0.1904]</td>
<td>[0.2209, 0.2319]</td>
<td>[0.5578, 0.6565]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4327, 0.4448]</td>
<td>[0.2244, 0.2296]</td>
<td>[0.2258, 0.2272]</td>
<td>[0.5022, 0.5893]</td>
</tr>
</tbody>
</table>

Table A.9: Confidence intervals for the different modeling methods when validating $D_C$ on the Short route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.4108, 0.7687]</td>
<td>[0.1961, 0.2756]</td>
<td>[0.1590, 0.2328]</td>
<td>[1.1562, 2.4996]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.3208, 0.4943]</td>
<td>[0.1550, 0.2143]</td>
<td>[0.1636, 0.2301]</td>
<td>[0.8381, 2.2946]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3029, 0.3277]</td>
<td>[0.2575, 0.3618]</td>
<td>[0.3003, 0.4341]</td>
<td>[0.7379, 1.7648]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4212, 0.4591]</td>
<td>[0.3234, 0.3411]</td>
<td>[0.2526, 0.2668]</td>
<td>[0.7841, 1.3200]</td>
</tr>
</tbody>
</table>

A.2 Robustness

The tables provided to support the confidence intervals in Figure 5.6.

Table A.10: Confidence intervals for the different modeling methods when $D_B$ drove $D_A$’s car on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1559, 0.1785]</td>
<td>[0.2053, 0.2505]</td>
<td>[0.0610, 0.0748]</td>
<td>[1.2093, 1.6165]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1484, 0.1647]</td>
<td>[0.1617, 0.2133]</td>
<td>[0.0749, 0.1042]</td>
<td>[0.9557, 1.7116]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4189, 0.4228]</td>
<td>[0.4441, 0.4641]</td>
<td>[0.3368, 0.3520]</td>
<td>[1.3682, 1.4329]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4862, 0.4962]</td>
<td>[0.3325, 0.3556]</td>
<td>[0.2585, 0.2617]</td>
<td>[1.1641, 1.2356]</td>
</tr>
</tbody>
</table>

Table A.11: Confidence intervals for the different modeling methods when $D_B$ drove $D_A$’s car on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_{\Phi}}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1292, 0.1576]</td>
<td>[0.1590, 0.1787]</td>
<td>[0.0881, 0.1131]</td>
<td>[0.4024, 0.6845]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1418, 0.1723]</td>
<td>[0.1650, 0.1794]</td>
<td>[0.0766, 0.0957]</td>
<td>[0.6770, 0.8696]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3560, 0.3603]</td>
<td>[0.2913, 0.3019]</td>
<td>[0.3027, 0.3151]</td>
<td>[0.9189, 0.9857]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4453, 0.4579]</td>
<td>[0.3111, 0.3130]</td>
<td>[0.2593, 0.2614]</td>
<td>[0.8211, 0.9155]</td>
</tr>
</tbody>
</table>
A.2 Robustness

Table A.12: Confidence intervals for the different modeling methods when $D_B$ drove $D_A$’s car on the Short route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.4546, 0.5767]</td>
<td>[0.5320, 0.7113]</td>
<td>[0.1864, 0.2324]</td>
<td>[1.2242, 2.2823]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.5212, 0.7534]</td>
<td>[0.5084, 0.6544]</td>
<td>[0.1934, 0.2974]</td>
<td>[1.3760, 2.4901]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4139, 0.4467]</td>
<td>[0.4613, 0.5519]</td>
<td>[0.1613, 0.2051]</td>
<td>[0.8165, 1.3000]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4997, 0.5205]</td>
<td>[0.6572, 0.7027]</td>
<td>[0.2543, 0.2699]</td>
<td>[0.8640, 1.5610]</td>
</tr>
</tbody>
</table>

Table A.13: Confidence intervals for the different modeling methods when $D_C$ drove $D_A$’s car on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.2194, 0.2492]</td>
<td>[0.2101, 0.2436]</td>
<td>[0.0799, 0.0915]</td>
<td>[0.6151, 0.9137]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1798, 0.2038]</td>
<td>[0.1850, 0.2374]</td>
<td>[0.1133, 0.1372]</td>
<td>[0.6654, 1.0119]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4384, 0.4445]</td>
<td>[0.5403, 0.5569]</td>
<td>[0.3258, 0.3383]</td>
<td>[0.4137, 0.4513]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4997, 0.5019]</td>
<td>[0.2705, 0.2803]</td>
<td>[0.2536, 0.2561]</td>
<td>[0.7020, 0.7897]</td>
</tr>
</tbody>
</table>

Table A.14: Confidence intervals for the different modeling methods when $D_C$ drove $D_A$’s car on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.4914, 0.6134]</td>
<td>[0.1676, 0.1948]</td>
<td>[0.0750, 0.0865]</td>
<td>[0.5704, 0.9755]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.5327, 0.6893]</td>
<td>[0.2008, 0.2511]</td>
<td>[0.1595, 0.1972]</td>
<td>[1.1277, 1.7581]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.2782, 0.2803]</td>
<td>[0.3516, 0.3569]</td>
<td>[0.2388, 0.2447]</td>
<td>[0.6785, 0.7728]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4394, 0.4523]</td>
<td>[0.2293, 0.2352]</td>
<td>[0.2254, 0.2270]</td>
<td>[0.5146, 0.6048]</td>
</tr>
</tbody>
</table>

Table A.15: Confidence intervals for the different modeling methods when $D_C$ drove $D_A$’s car on the Short route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.4159, 0.5917]</td>
<td>[0.2403, 0.3260]</td>
<td>[0.1049, 0.1698]</td>
<td>[1.1021, 2.0193]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.4462, 0.5777]</td>
<td>[0.2913, 0.3876]</td>
<td>[0.2323, 0.2957]</td>
<td>[1.1205, 2.6721]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3111, 0.3558]</td>
<td>[0.4266, 0.4627]</td>
<td>[0.3028, 0.3331]</td>
<td>[0.5597, 1.0564]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4346, 0.4586]</td>
<td>[0.3329, 0.3473]</td>
<td>[0.2555, 0.2680]</td>
<td>[0.3596, 0.9294]</td>
</tr>
</tbody>
</table>
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Table A.16: Confidence intervals for the different modeling methods when $D_C$ drove $D_B$’s car on the *Mixed* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.2234, 0.2572]</td>
<td>[0.2477, 0.2857]</td>
<td>[0.0963, 0.1172]</td>
<td>[0.5037, 0.6974]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.2122, 0.2513]</td>
<td>[0.2586, 0.2993]</td>
<td>[0.1378, 0.1783]</td>
<td>[0.6217, 0.9633]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4179, 0.4545]</td>
<td>[0.5313, 0.5678]</td>
<td>[0.1028, 0.1144]</td>
<td>[0.4995, 0.6891]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4694, 0.5018]</td>
<td>[0.2423, 0.2738]</td>
<td>[0.2513, 0.2559]</td>
<td>[0.6040, 0.7546]</td>
</tr>
</tbody>
</table>

Table A.17: Confidence intervals for the different modeling methods when $D_C$ drove $D_B$’s car on the *Highway* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.5591, 0.6873]</td>
<td>[0.2343, 0.2762]</td>
<td>[0.1114, 0.1279]</td>
<td>[0.4248, 0.5738]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.3837, 0.5659]</td>
<td>[0.2555, 0.2773]</td>
<td>[0.1374, 0.1675]</td>
<td>[0.5568, 0.6296]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3384, 0.3431]</td>
<td>[0.2628, 0.2765]</td>
<td>[0.1596, 0.1735]</td>
<td>[0.8009, 0.8554]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4409, 0.4458]</td>
<td>[0.2285, 0.2316]</td>
<td>[0.2286, 0.2302]</td>
<td>[0.5098, 0.6285]</td>
</tr>
</tbody>
</table>

Table A.18: Confidence intervals for the different modeling methods when $D_C$ drove $D_B$’s car on the *Short* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.5888, 0.9424]</td>
<td>[0.3564, 0.4897]</td>
<td>[0.1708, 0.2796]</td>
<td>[0.8704, 2.4100]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.5639, 0.8020]</td>
<td>[0.3276, 0.4083]</td>
<td>[0.2326, 0.3035]</td>
<td>[0.8625, 2.4742]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3289, 0.3608]</td>
<td>[0.4038, 0.4220]</td>
<td>[0.3116, 0.3423]</td>
<td>[1.2146, 2.0343]</td>
</tr>
<tr>
<td>ODE</td>
<td>[0.4295, 0.4617]</td>
<td>[0.3254, 0.3428]</td>
<td>[0.2513, 0.2694]</td>
<td>[0.8010, 1.3685]</td>
</tr>
</tbody>
</table>

A.3 Less training data

Data from the simulations on training data of 500 km. The tables contains the confidence interval that Figure 5.7 is built on.

Table A.19: Confidence intervals for the different modeling methods when validating $D_A$ on the *Mixed* route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1788, 0.1994]</td>
<td>[0.133, 0.1553]</td>
<td>[0.1896, 0.2113]</td>
<td>[0.7073, 1.9133]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1832, 0.1951]</td>
<td>[0.1089, 0.1206]</td>
<td>[0.1278, 0.1387]</td>
<td>[1.1779, 2.4474]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4663, 0.4689]</td>
<td>[0.2261, 0.2330]</td>
<td>[0.2584, 0.2632]</td>
<td>[0.4011, 0.4302]</td>
</tr>
</tbody>
</table>
### Table A.20: Confidence intervals for the different modeling methods when validating $D_A$ on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1740,0.1917]</td>
<td>[0.1905,0.2036]</td>
<td>[0.1673,0.1814]</td>
<td>[0.3886,0.6013]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1713,0.1816]</td>
<td>[0.1297,0.1475]</td>
<td>[0.1082,0.1154]</td>
<td>[0.4709,0.6328]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4391,0.4416]</td>
<td>[0.2517,0.2557]</td>
<td>[0.2217,0.2239]</td>
<td>[0.5982,0.6550]</td>
</tr>
</tbody>
</table>

### Table A.21: Confidence intervals for the different modeling methods when validating $D_B$ on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1733,0.1901]</td>
<td>[0.1164,0.1445]</td>
<td>[0.0858,0.1031]</td>
<td>[0.9529,1.5116]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1741,0.1940]</td>
<td>[0.1326,0.1599]</td>
<td>[0.0890,0.1047]</td>
<td>[0.9393,1.5692]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.4588,0.4634]</td>
<td>[0.3866,0.4066]</td>
<td>[0.2155,0.2306]</td>
<td>[1.1279,1.1824]</td>
</tr>
</tbody>
</table>

### Table A.22: Confidence intervals for the different modeling methods when validating $D_B$ on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1723,0.1965]</td>
<td>[0.1455,0.1598]</td>
<td>[0.1234,0.1394]</td>
<td>[0.4256,0.7533]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.1442,0.1739]</td>
<td>[0.1112,0.1309]</td>
<td>[0.0632,0.0746]</td>
<td>[0.4412,0.7430]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3853,0.3889]</td>
<td>[0.1661,0.1736]</td>
<td>[0.1335,0.1457]</td>
<td>[0.4917,0.6476]</td>
</tr>
</tbody>
</table>

### Table A.23: Confidence intervals for the different modeling methods when validating $D_C$ on the Mixed route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.1499,0.1801]</td>
<td>[0.1113,0.1311]</td>
<td>[0.0990,0.1071]</td>
<td>[0.5278,0.7182]</td>
</tr>
</tbody>
</table>
| GMM   | [0.1140,0.1327] | [0.0832,0.0971] | [0.0862,0.0983] | [0.5077,0.08827]  
| ODEwNoise | [0.3739,0.3791] | [0.2017,0.2111] | [0.2149,0.2218] | [0.9217,1.0330]|  

### Table A.24: Confidence intervals for the different modeling methods when validating $D_C$ on the Highway route.

<table>
<thead>
<tr>
<th>Model</th>
<th>$I_{\delta_v}$</th>
<th>$I_{\delta_p}$</th>
<th>$I_{\delta_P}$</th>
<th>$I_{\delta_f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>[0.2846,0.3005]</td>
<td>[0.1411,0.1518]</td>
<td>[0.1396,0.1506]</td>
<td>[0.4285,0.5204]</td>
</tr>
<tr>
<td>GMM</td>
<td>[0.2810,0.2987]</td>
<td>[0.1287,0.1395]</td>
<td>[0.1290,0.1384]</td>
<td>[0.5396,0.6526]</td>
</tr>
<tr>
<td>ODEwNoise</td>
<td>[0.3413,0.3443]</td>
<td>[0.4685,0.4813]</td>
<td>[0.4681,0.4731]</td>
<td>[1.1371,1.1935]</td>
</tr>
</tbody>
</table>
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**Title and subtitle**

Driver Modeling, Velocity and Energy Consumption Prediction of Electric Vehicles

**Abstract**

A driver model can be used to predict the vehicle velocity and the energy consumption. It can be modeled such that it benefits from historical data and can be further improved if a navigation system is available. A well implemented driver model is important since the car fleet seems to be more and more electrified. The role of the driver model would then be to increase the accuracy for when the driver needs to take a break to recharge the vehicle, and thereby decrease the driver’s range anxiety.

Historical behaviour of different drivers has been measured and collected by Volvo Car Corporation. The information regarding these drivers has been used in four out of five implemented driver models. Three of the models use Markov chain theory to make the prediction while the fourth takes advantage of frequency analysis. Above the aim to increase the accuracy of the energy consumption prediction it is investigated to what extent a personal driver model can be created.

In addition to the driver models a primitive method to predict when a driver reacts to a new posted reference speed is proposed and four validation methods are suggested.

The results indicate that the driver models based on historical data perform better energy predictions than the one without any historical data. The driver model that uses Gaussian mixture model together with Markov chain theory makes the best energy prediction. The individual differences are especially shown at road segments with higher reference speed. In urban traffic it is more likely that the traffic pattern decides the energy consumption.