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Abstract

In this thesis a Mesos framework is built to enable dynamic scaling of a collection of HTTP application programming interfaces (APIs) in response to a varying request workload. Several scaling algorithms ("policies") that run on top of this Mesos framework are designed and built. Furthermore, a performance evaluation framework is designed and built. The evaluation framework is used to evaluate the scaling algorithms running on top of the Mesos framework. The evaluation is performed by emulating two real world APIs using request data extracted from a real world system’s access logs. Based on this evaluation the positive and negative attributes of the design of the Mesos framework and the policies are discussed.
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Introduction

With the advent of cloud computing platforms that enable rapid scaling of a system’s resources, the importance of building durable and efficient systems that can take advantage of horizontal scaling has increased. By increasing the number of independent machines used in the system (i.e. horizontal scaling) virtually unlimited scaling of resources is possible. The steadily declining cost of using cloud computing platforms such as Digital Ocean [1] and Amazon Web Services [2] (AWS) make them more and more appealing. For example, the price per hour for running one small Amazon Elastic Cloud instance has declined from $0.085 in 2010 to $0.023 in 2017 [3] [4].

The cloud has not only simplified the process for small-scale operators to scale their systems. Large scale web services, such as Netflix [5] and Quora [6], that previously would have had to run their own data centers are now using these cloud computing platforms [7] [8]. By moving from a private data center to the cloud, organizations can simplify their infrastructure and focus their attention on their core product.

The renting of resources on cloud computing platforms is often priced hourly. Many services hosted in the cloud use static allocation, i.e., they use a fixed number of servers. The number of servers used is chosen such that they are able to handle some fixed peak workload. However, this also means that a statically allocated system is often over-provisioned since at most times the workload is not at the possible maximum. To take full advantage of the possible cost reductions that the cloud enables there is a need to reduce the average provisioned resources of a system. As most web services have a varying work-load during different times, a cost optimized system should decrease the provisioned resources it uses during times when there is a small workload and increase the resource usage during higher workloads. The larger the system and the more variance in the workload the larger the impetus is for taking advantage of the dynamic scaling possibilities of the cloud. By utilizing dynamic scaling instead of static allocation, the average resource usage can in many cases be decreased. This would, in turn, lead to decreased operating costs for such a system.
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Even before the advent of cloud computing, there was a need to efficiently use and administer large computational clusters. Demanding computations needed systems that were able to scale horizontally instead of vertically (increasing the computational power of an existing machine) due to the physical limitations of scaling a single machine. Large organizations, such as Google [9], Facebook [10] required a way to efficiently administer and take advantage of the resources of their large data centers. A multitude of distributed applications needed to be able to run concurrently in these clusters to achieve an efficient resource usage. Hence this led to the emergence of cluster managers such as Borg [11], Omega [12] and Mesos [13]. These cluster managers [14] enable developer to build distributed applications on top of them. They have in recent years significantly simplified the process of building distributed frameworks and applications. They abstract the details of the underlying distributed system’s resources and make them available to distributed frameworks and applications via an application programming interface (API). A lot of the issues related to large distributed systems, such as fault tolerance and messaging, are also significantly simplified by using these systems.

Data Ductus [15] is a Swedish IT consulting company. The company has its own data center where it hosts a number of web services on behalf of its customers. Currently the services hosted use a fixed amount of server resources at all times. In this thesis we explore the possible resource reductions that could be realized by either moving to the cloud or by using a cluster manager to share the resources of the data center among multiple such services. Since the request rate to different services vary over time and it is difficult beforehand to determine the correct amount of resources needed for each API, we propose to build a distributed framework to dynamically scale these services as needed based on the workload. This distributed system itself can react to and predict the behavior of the incoming workload to each individual service. Thus the system should be able to adjust the resource allocation to each service dynamically and therefore optimize the resource usage. The framework designed in this thesis aims at alleviating the suspected resource over-provisioning.
1.1 Approach

A rudimentary distributed framework will first be implemented. This framework will be able to deploy instances of services to different machines in the system statically (static allocation). By stress testing this framework, a baseline performance for the developed framework will be acquired.

The basic distributed framework will then be extended with a scheduling system in an attempt to minimize resource usage while still maintaining the service level agreement (SLA). The services will also be implemented with different characteristics in an attempt to emulate the real world services of Data Ductus.

Request data extracted from Data Ductus’ access logs will be used to evaluate, via data replay, the correctness and performance of the framework. Different policies will be developed to try different strategies to minimize resource usage while maintaining the service level agreements.

1.2 Contributions

The project consisted of a few different components. All components were designed by both authors by discussing what parts were necessary. The base distributed framework which was built on top of Mesos was built primarily by David Jaenson with many contributions by Tuan Nguyen. The component which emulates the properties of the Data Ductus services was built primarily by Tuan Nguyen. To be able to send requests to the framework a workload emulation component was necessary. That component was primarily built by Tuan Nguyen. To be able to distribute the incoming requests to all the active service deployments a load balancer configuration was needed. This configuration was made by David Jaenson. The policies which determine how and when service instances should be deployed or torn down were built by both authors.

1.3 Structure of Thesis

- **Introduction** This section presents the thesis context and structure of the thesis. A brief introduction to cloud computing, cluster managers and distributed systems is given.

- **Background** This section presents the relevant background to the different subjects of the thesis. The topics of cloud computing and distributed systems are discussed. The most essential tools and systems used in thesis are introduced and discussed (Mesos and Nginx).

- **Problem definition** This section presents the improvements made possible by using dynamic scaling as opposed to static allocation. A general description of the problem that this thesis aims to investigate is given. Afterwards, a
specific description of the specific problem that this thesis attempts to solve is given.

- **Architecture** This section presents how the framework was built, its architecture and the design trade-offs. A description of what specifically is demanded of a working system is given. It goes into detail which external frameworks and systems were used and why these specific tools and systems were chosen.

- **Results** This section presents the results in a tabular format. These results show the performance of the policies used under different input data sets. A few plots are presented here as well to highlight specific details regarding certain policies.

- **Discussion** This section presents the discussion of the results. The results of each policy under each of the input data sets is discussed in detail. Possible error sources are discussed. Possible improvements that were not implemented due to time constraints are mentioned.
Cloud computing allows sharing and usage of remote resources, such as data, computing power and services on demand via a network connection. It provides users with a network of configurable resources that are scalable with minimal configuration. Cloud computing also allows users to access such resources from a distance [16]. This allows an organization to ignore the gritty details of taking care of computer infrastructure, with less maintenance and more ease of resource management. A visualization of the cloud can be seen in Figure 2.1. The user only needs a network connection to access the resources of the cloud, it is generally device agnostic.

**Figure 2.1** A visualization of the cloud. The cloud allows access to computational resources over a network connection from a wide variety devices.
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2.1 Essential Characteristics

The national institute of standards and technology (NIST) from U.S. Department of Commerce [17] has defined a model of cloud computing. It defines cloud computing [18] via its essential characteristics, service models and deployment models.

- **On-demand self-service:** The end users are able to access and request the resources needed by themselves. The system should be transparent such that users can understand the cost, quality and drawbacks. The user can use the system without the need to confer with the service provider.

- **Broad network access:** Cloud services are accessible using a heterogeneous collection of devices such as computers, tablets and mobile phones. The resources can be accessed from multiple sources and locations.

- **Resource pooling:** Resources such as storage, processing and memory are grouped together and are offered to multiple customers. This increases the resource utilization and increases the available resources to the end customers. The customer’s need will be catered to without apparent limitations on resources and can be changed at will.

- **Rapid elasticity:** Resources appear, to the end user, as unlimited or immediately available. The customer does not see the details of allocations or deallocations of resources and is able to scale the needed resources on demand.

- **Measured service:** Every component in the cloud system is measured in some way that allows transparency. The customer who uses the cloud service can see exactly the cost of any action performed, such as scaling more resources, adding extra services and so on. This provides both the service provider and the end customer with a usage history, and ensures that a change in the system by either party will be recorded.
2.2 Service Models

Cloud computing offers different services such as software-, platform- and infrastructure related services. The computing stack can be divided into three different layers: software-, platform- and infrastructure as a service [19, pp. 12-17, 55-70]. Each layer can be built on top of each other and resemble a pyramid as illustrated in Figure 2.2. The different abstraction layers allow more focus on building the core software while abstracting certain layers to third party providers.

![Cloud Computing Stack Diagram](image)

**Figure 2.2** The cloud computing stack can be categorized as three layers building on top of each other. The infrastructure-as-a-service layer allows access to, for example, virtual machines. The platform-as-a-service layer gives access to a platform that hosts a pre-configured stack of tools, thereby shortening development cycles, for example, by automatically scaling resources. The software-as-a-service model offers access to cloud applications, for example, APIs or software accessed via a web browser.

**Infrastructure-as-a-service** The infrastructure-as-a-service (IaaS) model provides customers direct control over the hardware, or the virtualized hardware. The user can monitor and manage all resources that are offered such as networking, data storage and computational power. Instead of having to manage a physical data center, users can use IaaS instead. Examples include Amazon Web Services [2] (AWS) and Digital Ocean [1].

**Platform-as-a-service** The platform-as-a-service (PaaS) model offers customers a platform and an environment as a service. The model offers, for example, operating systems and pre-installed packages. This makes available to devel-
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operates a platform to build software without needing to manage the hardware that lies below nor the management that come with it. The platform can be very specific such as a web server platform only for a specific frameworks or programming languages. This may result in a shorter development cycle and cost reductions. Applications built to run on a PaaS infrastructure also have the advantage of the cloud characteristic such as broad network access, scalability and much more. Examples of PaaS include Google App Engine [20] and Heroku [21].

Software-as-a-service The software-as-a-service (SaaS) model offers customers cloud applications as a service. The applications are often accessible through a web browser. Examples include Google Docs and Google Maps. This delivery model removes the need of having to download or install software on individual physical machines. It therefore allows for ease of use for the customer but it also allows the service provider to manage the application’s configuration and updates to the software since everything resides on a host that belongs to the vendor.

2.2.1 Deployment Models

The cloud model can be deployed in different ways depending on who the client is [19, pp. 18-22]. For a company that requires great security and more control over the resources, a private cloud deployment model is generally preferable. A public deployment model allows for more resource flexibility but multiple clients will share the same resources. If multiple companies have the same configuration, a community cloud can offer more specific computational power. Sometimes, a hybrid model is better since it can use the advantage of being a mix of different models.

Public cloud The public cloud model is a deployment cloud model where all resources are publicly available. This is the most commonly used model since it offers flexibility and is cost effective. The customer has no direct control over the infrastructure’s specific location. The resources inside the cloud are often shared between between multiple users with a multi-tenant system.

Private cloud The private cloud model is a cloud model in which only a single organization can access the cloud. The model ensures better control and privacy over the resources that are offered. The platform is often deployed in a secure environment behind a firewall and only offers access to authorized personnel. This gives a greater security and control over the data and resources to the user.

Community cloud The community cloud model is a deployment cloud model in which many organizations can share the resources of the cloud. This is often suitable for a set of organizations that have the same type of resource needs.
Hybrid cloud The hybrid cloud model is a model combining different cloud deployment. It allows better security than a public cloud and higher resource availability than a private cloud. Sensitive operations can then be operated in the private cloud service and the less sensitive operations can be performed in the public cloud.

2.3 Quality of Service

Cloud computing offers great flexibility with virtually unlimited resources. Quality of Service (QoS) is a very important term in the context of the cloud. It represents the quality of the provided service. For example, the availability, scalability and reliability of the provider’s resources. However, providing a higher quality service typically leads to higher operational cost for the cloud provider.

2.3.1 Service level agreements

A service level agreement (SLA) [19, pp. 127-135] is an agreement between a servicing party and a client detailing some sort of requirement that the servicing party must maintain for the service supplied to the client. Examples of SLAs for web services include uptime requirements and response time requirements. These requirements are often specified using the nines notation to describe the required reliability of the SLA. For example, a system wherein an SLA uptime is described to be five nines (5N) should guarantee that the system is online 99.999% of the time. An SLA typically includes a clause specifying damages in the event that the servicing party violates the requirements of the SLA. These damages may be quite substantial which incentivizes the service provider to provide the specified Quality of Service defined in the SLA.

2.4 Privacy and Security

The services that are provided by the cloud are many. Services such as Overleaf, Dropbox and Google Docs are used every day and their privacy is an important part of the service quality. Potentially sensitive information is stored in cloud. Information such as authentication details, sensitive files and credit card details may be stored. A database leak from any cloud service could affect millions of individuals.

2.5 Cloud Computing Services

The landscape of cloud computing platforms is varied. The cloud provider can focus on only infrastructure, such as Digital Ocean, but more often, there are multiple services that are provided in one platform, often both infrastructure and platform services. By combining both infrastructure and platform services together, many
providers can efficiently provide the customer all needed resources on a single platform, thereby enabling a simple method for control and cost overview. The platforms often expose an API where the customer can programmatically alter their usage of the platform’s services. This enables simplified upscaling and downscaling.

### 2.5.1 Software-as-a-service

**Google Drive** Google Drive is a software-as-a-service platform that provides users with storage and integrates with a multiple of different services such as Google Doc and others [22]. The services are free of charge and come with 15GB storage for free as of 2017. If users require more storage, it can be purchased for a monthly subscription [23].

**Microsoft Office 365** Microsoft Office 365 [24] is another very popular SaaS platform that provides its users with a complete suite of online productivity tools. The service also offers space to store and backup files. A comparison of the pricing of both Microsoft Office 365 and Google Drive can be seen in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th>Free</th>
<th>Monthly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Drive</td>
<td>Yes 15 GB online space</td>
<td>100 GB - 1.99$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 TB - 9.99$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10 TB - 99.99$</td>
</tr>
<tr>
<td>Microsoft Office 365</td>
<td>No</td>
<td>1 TB - 12.5$</td>
</tr>
</tbody>
</table>

### 2.5.2 Platform-as-a-service

**Google App Engine** Google App Engine [20] can be categorized as a platform-as-a-service. Google App Engine can be used together or separate from Google Compute Engine. It can be used to build scalable applications with built in services and many APIs that can enhance the speed of development of web services by offering logging, databases like CloudSql, memcache and user authentication. Google App Engine can automatically detect the workload of the application running and scale the service in response.

**Heroku** Heroku [21] is another platform-as-a-service platform much like Google App Engine. Heroku’s platform provides developers with an extensive set of APIs that allow developers to focus more on development of their application and less on infrastructure. Heroku has over 140 add-ons available in their ecosystem that enable faster development and a simplified overview of an application.
2.5.3 Infrastructure-as-a-service

Digital Ocean  Digital Ocean is an IaaS provider. It is a cloud service that enables developers and system administrators to use virtual machines by an on-demand pricing model [1]. DigitalOcean calls these virtual machines "droplets". The cost of a droplet on DigitalOcean depends on the number of cores, the amount of RAM and disk space the customer demands. The prices are for hourly usage. As an example, the hourly price of a virtual machine having 2 CPUs, 2 GB RAM and a 40 GB SSD drive is $0.030 as of November 2016 [25]. It is not possible to scale resources individually, that is, droplets can be resized by switching to a higher performance droplet configuration overall (increasing CPU, RAM and disk space) but it is not possible to only increase one of these resources of a droplet.

Amazon Web Services  Amazon Web Services [2] (AWS) is a collection of cloud computing services provided by Amazon. Amazon Elastic Compute Cloud (EC2) provides virtual machines which are rentable by customers. EC2 allows customers to rent virtual machines based on three different time-based renting options. On-demand instances are priced hourly, with the price rounded up for every started hour. Reserved instances are rented for longer periods of time and are priced with a discount as compared to on-demand instances. Amazon also allows customers to rent instances based on spot-prices in which a customer is able to "bid" on renting instances which may be cheaper than on-demand instances. The spot prices are calculated hourly, rounded up.

Google Compute Engine  Google Compute Engine [26] is an IaaS platform where Google offers high performance machines to customers. The machines can be customized according to customer needs. The pricing is minutes based, with the prices rounded to the nearest 10 minutes. Google also offers discounts on long running machines of up to 40% of the full price. The pricing is also based on the machine’s type and the amount of persistent disk storage.
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A distributed system is a system where components are connected and communicate with each other via message passing. The components’ available resources are shared and coordinated in the system. To the user these inter-connected components are hidden and the user communicates with the distributed system through an interface. Examples include multi-core computers and the Word Wide Web. A distributed system can be composed of heterogeneous components, such as stationary computers and laptops. An example of different software components are different operating systems [27].

The components inside a distributed system are heterogeneous and autonomous. A component can have its underlying operating system handle its hardware and resources while the distributed system’s layer lie between the higher layer such as the user interface, and software and the hardware layer to coordinate the system. The distributed system layer usually refers to the middle layer inside the system.

A distributed system can be defined as a system where all coordination and communication of the system is performed via message passing over some network [28, p.2].

3.1 Distributed System Architecture

Distributed systems may physically consist of multiple different computers, where they connect and transfer information through a network. However, from the user’s point of view, the system is regarded as a singular system with the combined resources and computational power of its nodes. There are many different models of distributed systems.

Client-Server The client-server model uses a request/response communication paradigm where clients send requests and awaits responses from server.

Two tier model The simplest system with a server which responds to clients’ requests.
Multi tier model  Separates the logic more so that it is possible to have multiple different layers handling different types of logic.

Manager-Agent  The manager coordinates and assigns work to each agent that is in communication with the manager. Agents usually do not communicate with each other.

Peer-to-Peer  There is no central authority or coordination. All peers are equal participants in the network.

### 3.1.1 Client-Server model

The communication consists of requests and responses where clients send requests to a specific target and the server will process the request, and return an appropriate response, see Figure 3.1 [29]. The world wide web (WWW) can be viewed as a very large distributed system where resources are hosted by different servers. These resources are presented to the user through a web browser. The three components that WWW are based on are:

- HyperText Markup Language (HTML) is a markup language use to describe a website.

![Figure 3.1 Client Server Model](image-url)

Figure 3.1  Client Server Model. A one-to-many model where multiple clients sends requests to a server which the server in turn sends a response to.
• Uniform Resource Locators (URLs) which specify a resource’s location in the network.

• A Client-Server Architectural model where a server provides services to clients who request them.

![Client-Server Architecture Diagram](image)

**Figure 3.2** A request and a response between a client and a server. The client in this example sends a query to the server, which the server later responds to.

Figure 3.2 shows the basic flow of the client-server model. The server has different services that are offered to the clients. One such service may be to perform addition. In this case the request response flow could be as follows: the client sends a request to the server to compute \(1 + 1\) and receives a response \(2\) from the server. Websites on the Internet work like this. Users, by using a web browser (Google Chrome, Firefox), access a specific server located by a uniform resource locator, URL, such as http://www.google.com?search=query.

**Two tier server-client model** Two tier models are the simplest architecture for the server-client model. It consists of a single server that responds to multiple clients. The server is responsible for communication and coordination between clients. This model can also further be categorized into the thin-client or fat-client models, illustrated in 3.3.

**Thin-client model** Most websites are built with this client model, where the client are responsible for the presentation layer. The server is responsible for all other layers, which include, business, data and processing layers. Since the client does not handle too much logic, this will place a larger burden on the server. Most websites work this way. For example Google search has a very lightweight client interface while the logic layer server-side is much more complex.
Fat-client model Massive multiple player games are often built in this way with more resources needed on the client side. The client handles not only the data presentation, but also much of the processing. The server is often responsible for coordination of the communication and keeping track of the global state.

Multi tier server-client model The architecture of the server can be split to multiple tiers to support the workload and enable separation of concerns. Each layer can be running on different hosts. This adds a degree of flexibility for the distributed system. Developers can add more layers to increase the performance. For example, one layer may handle interacting with the client while another layer handles the database and storage. For example, a three tier architecture can separate the server into different layers handling logic and data, as seen in Figure 3.4. In this example, when a request is sent, the logic layer authenticates the client and performs the necessary calculations in order to retrieve the data from the data layer that is to be sent back to the client.

3.2 Manager-Agent model

The manager-agent relationship is a common way to organize a distributed system. In this setup one or more managers distribute workload to a number of agents. These agents next execute their assigned work. Many distributed systems with this architectural model are built for a specific purpose that comes with distinct types of jobs. For example, a long running job that requires high priority and short running jobs that have a low priority. Utilizing information regarding what types of work that the manager will distribute to its agents allows the manager to efficiently distribute
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Figure 3.4 The multi-tier model adds a degree of flexibility and separation of concerns by placing different kinds of logic into different layers. For example, the server-side logic can be subdivided into different layers handling the routing/controller logic while a separate layer handles all the database logic. In the example above a client sends a request to a server (1). The logic layer requests data from the data layer (2) based on the client’s request. The data layer responds with the appropriate data (3). The server responds to the client with data (4).

the workload across agents [29]. Figure 3.5 shows a manager-agent architectural example. The manager has three agents. The manager sends a request to an agent to perform a calculation of $1 + 1$. The agent next performs the work and once the computation is complete responds back to the manager with the result. For a user outside of the system, the interaction layer will be with the manager and the agents that perform the work are hidden.

3.2.1 Peer to Peer

The peer to peer model is a decentralized model where there is no distinction between nodes. Each node is both a consumer and producer in the system. This model allows a great flexibility of being able to add new resources or services as needed and this model allows for large scale systems. The communication often happens through middleware, like a message broker, where services can update and provide new information to each other as needed [29]. A common protocol employing this method is the Bittorrent protocol [30]. Each peer inside the system will both provide and consume resources unlike the previously mentioned models. The specific network layout of a peer-to-peer network can vary as is illustrated in Figure 3.6.

- Ad-hoc networks do not constrain the connection into any particular form. Such systems are scalable, and fully decentralized. But in order to find any
3.3 Scalability

In a distributed system, scalability is one of the most important aspects to consider. If the system is under an increasing workload, such as more users are using it, then the system should be able to accommodate such increases by adding additional resources to the system. The system should be able to perform well under increases of usage or increases of data. There are two primary ways of scaling a system, see Figure 3.7, horizontal and vertical scaling.

Figure 3.5 In the manager-agent model a manager has many agents to which it distributes a workload. Note that the relationship is the opposite compared to the client-server architecture: one manager node requests work to be performed by several agent nodes. When an agent node has completed its work it responds to the manager with the results of the work.

particular resource in the system, a node needs to poll every node which can be very inefficient in systems with a large amount of nodes.

• Structured networks may be arranged in a structure that allows the system to find resources in an efficient way. For example, a tree structure where each node which joins the network connects to its parent node. This may allow nodes to more quickly identifying the location of resources.
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Figure 3.6 The structure of peer-to-peer networks vary. In peer-to-peer networks all nodes are equal participants of the network. They both consume and produce resources as opposed to the consumer-producer relationships of both the client-server and manager-agent models previously mentioned. Resource discovery in ad-hoc peer-to-peer networks may involve polling every single node in the network. Using a structured network, such as a tree structured network, may allow faster resource discovery.

Scaling Vertically Vertical scaling is when resources are added to a single node in the system, for example, more RAM or CPU cores to a single computer. The drawback to this method of scaling is that the costs of adding to a single computer grows exponentially. Upgrades also result in downtime when the node is going through the upgrade, and this results in the data and service temporarily becoming unavailable.

Scaling Horizontally Horizontal scaling is when new nodes are added to the system. In the context of the manager-agent model new agents are added, in a client-server architecture new servers are added and in the peer-to-peer model new nodes are added. This is often the preferred method of scaling since it allows for more flexibility to the system and the hardware costs remain linear.
3.4 Failure Management

By scaling horizontally new nodes are added to the system. By scaling vertically more resources are added to an already existing node.

In order for a distributed system to be scalable, the system should be able to achieve:

- Linear efficiency: If one single resource is enough to support 10 users, upon adding another resource to the system, the system should be able to support 20 users.

- Data efficiency: In order to find data, even in a large data set, the performance loss should be at most logarithmic.

- Software resource scalability: There should be no hard limit for the number of resources that are deployable. An example in violation of this principle is the original IP-protocol since it is currently running out of IPv4 addresses and soon will hit a hard limit and thus will be unable to scale further.

3.4 Failure Management

Fault tolerance in distributed systems is different from fault tolerance in a singular machine where a hardware failure leads to the collapse of the entire system. A distributed system needs to be able to handle unexpected failures of its components without compromising the stability of the system and incurring downtime. Inside a distributed system where multiple components and software services are in cooperation, the probability of failure in the system increases as more nodes are added to the system. The distributed system needs to be able to handle partial failures gracefully. If any component failure is experienced, the system should be able to continue
to operate as if though the component was meant to be removed and thus this should only should affect the linear efficiency.

Redundancy can be used to handle the failure. By always have at least one backup node to execute an action, such as duplicate databases stored in different nodes, the system will provide data access even if one physical host fails. In other words, this prevents the problem of a single point failure.

3.5 Resource sharing

One of the most valuable aspects of distributed systems is that resources can be shared across the network to the user independently of their location. For example, in an office, it is common to share the same printer instead of having one printer for each employee.

Distributed systems consist of numerous separate components. The resources that belong to these components are, ideally, distributed inside the network to optimize the usage. For example, if a large job requires more disk than a computer has to offer, another computer’s disk may be used to store the remainder of the required data.

Resources are shared via a network where components do not need to be physically connected with each other. Access transparency and location transparency are directly related to resource sharing mechanisms in a distributed system. In terms of transparencies, when a printer is shared to the system, the user should be able to access and use the printer without needing to know the physical location of the printer itself.

3.6 Resource Discovery

Node discovery inside the system allows for a dynamic distributed framework. This would provide a way to dynamically increase and decrease the needed resources when necessary.

For distributed systems that follow the manager-agent model, the resource discovery is simple. The manager provides the necessary connection information to the agent. When a new agent connects to the manager with the provided information, its resources will be added to the system.

The peer-to-peer resource discovery requires more effort as there is no central system that can be notified when new nodes are added to the system. When a new node is added to the system this addition needs to be propagated to every node in the entire system for it to be fully visible to every other node.
3.7 Resource allocation

A distributed network can have access to an abundance of resources due to resource sharing. Different jobs inside the system will require different amounts of resources and therefore need to be scheduled correctly to maintain an efficient use of resources. The resource allocation needs to take many dimensions into consideration such as the job priority, when a job starts and the duration of that job. Most often, a distributed system comes with a resource allocation algorithm where these attributes are involved.

3.7.1 Resource scheduling

A scheduling policy is an algorithm that distributes workload to a group of workers, for example, agents in the context of a manager-agent model. The most ubiquitous scheduling policy in the context of load balancers is round robin which simply distributes the workload to workers in circular order. Scheduling policies are also used for distributing workloads in distributed systems. In the context of a manager-agent setup you typically have a manager that distributes workload to a number of agents based on a scheduling policy. The scheduling policy attempts to model how to schedule resources to agents such that an optimized resource utilization is achieved while still allocating enough resources such that the system is not under-provisioned. A good scheduling policy therefore must take into consideration what type of data it is to schedule and how much resources are expected to be required at any one point in time.

Reactive scheduling  Reactive scheduling refers to a scheduling policy that reacts to immediate events. For example, a reactive policy in the context of scheduling is a policy that scales up/down the system in the case of an increase/decrease in the number of requests for resources.

Predictive scheduling  Predictive scheduling refers to a scheduling policy that attempts to predict more long-term trends in the workload. For example, a predictive policy in the context of HTTP might look at the number of requests that arrived during a particular time during the day and assume that the same number of requests will arrive at that same time the next day and therefore preemptively schedule more resources during that time of day.

3.8 Resource isolation

A computer needs to provide its resources to different processes, processes also have different priorities depending on the process. This means that some processes are allowed to utilize more of a certain type of resource. In Linux, control groups can be used to isolate resources. In the same sense, inside a distributed system, one
service may require more resources than another. Each computer has access to a certain amount of resources of which they will provide to the distributed system. Virtualization and containerization [31] are both ways that are used to isolate operations on a physical machine. This allows multiple different virtual systems to be isolated from each other while still operating inside a single physical machine.

### 3.9 Distributed Frameworks

A distributed framework is the framework that is built to accomplish some task in a distributed system. Different distributed framework have different goals, what they have in common is that they use distributed resources to accomplish these goals [29].

#### 3.9.1 Mesos

Mesos is a system for scheduling other distributed frameworks. It can be described as a lightweight distributed kernel or a cluster manager. In Mesos a number of managers elect a running master when a quorum among the managers has been achieved. The elected manager enables the scheduling of the connected agents’ resources via other distributed frameworks which are run on top of Mesos. Mesos agents announce resources to the Mesos manager which then forwards these resource offers to the distributed frameworks. Thereby Mesos acts as an abstraction layer allowing the distributed frameworks to schedule resources to agents without requiring that the distributed frameworks have any detailed knowledge or communication with the agents. Simply put, Mesos acts as the kernel while frameworks, which are similar to processes on a traditional (localized) system, are offered resources such as CPU, disk and memory [13].

#### 3.9.2 Borg

Borg is a cluster management system. Borg was built due to a need for unifying scheduling two different types of jobs: long-running services and batch jobs. [14]. These two job types previously were scheduled by a framework and maintained by two different systems. With Borg, the machines that were previously used by the two systems could be shared and therefore the resource utilization could be increased. By assigning a priority and a quota to tasks, the system could make decisions about either assigning tasks to machines or reject them. The scheduler of Borg used a scheduling algorithm where it used feasibility checking and scoring. Feasibility checking finds machines that can offer the resources that is necessary and scoring is used to find the most appropriate machine [11].

#### 3.9.3 Omega

Omega is a proposal for a cluster management system. The framework uses a different approach to scheduling resources by using a shared state architecture. The
system divides the jobs into two categories. The first category is comprised of many short term running jobs. The second category has much fewer jobs, but these jobs have a longer duration, and this category also has a lot more important jobs that have higher priority. The problem introduced by these two jobs when running together is while it take only a few seconds to schedule long time running jobs, these will block the other short term jobs until a resource allocation decision has been made. This is solved by Omega by using parallelism and a shared state architecture. Omega maintains different schedulers for different jobs where each scheduler maintains an exact copy of the system. Each scheduler makes its own decisions about resource allocations and job scheduling. When the decision has been made, an attempt to change to the desired state will be made [12].
Many distributed applications are typically run in concert in a data center. As the workload for different applications vary there is a need to be able to allow resource sharing among these distributed applications. Mesos [13] is a cluster manager that allows for this sort of resource sharing. It accomplishes this by acting as a distributed systems kernel to the distributed applications that run on top of it. Thus, Mesos acts as an abstraction layer for the distributed network. By offering resources such as CPU and memory to distributed applications Mesos enables distributed applications to always have access to just the necessary amount of resources. The distributed applications which run on Mesos have to be customized as "Mesos frameworks". This is due to the fact that Mesos presents applications with resource offers from which applications can request resources. By using this model of being a scheduler of schedulers Mesos enables rapid creation of efficient distributed applications. The paper which details the principles that Mesos is built upon was first published in 2010. It has since seen adoption by many large organizations such as AirBnB and PayPal [32].

4.1 Manager-Agent model

Mesos uses a manager-agent model as the base architecture. Typically a Mesos cluster will have a couple of manager nodes. Among these manager nodes an active manager is chosen when a quorum has been reached. By having multiple managers (one active and several passive) Mesos enables fault tolerance in case of a manager failure. If a manager fails unexpectedly a new active manager is chosen among the passive ones. The active manager node is the central controller for all actions taken in Mesos. This manager controls multiple worker nodes called agents. These agents, upon start up, send details about themselves to the Mesos manager regarding their available resources. These resources can consist of CPU, memory, disk space and much more. The manager thus can keep track of the available resources in the cluster. Distributed applications in Mesos are customized as so called Mesos frameworks. Multiple such Mesos frameworks can be run concurrently. The man-
4.2 Managers

Manager relays the currently available agent resources to these frameworks in the form of resource offers. The frameworks can then accept or decline these resource offers. If a framework accept such a resource offer or part of it that framework is able to run a job on the agent on which the resources exists. The frameworks can also communicate directly with their running tasks via message passing. Mesos tasks are stateful and allows the frameworks to keep track of their current state. A typical example of Mesos’ scheduling flow is shown in Figure 4.1.

![Figure 4.1 Resource utilization example](image)

**Scheduling example**

1. Agent 1 has 2 CPUs and 2 GPUs available. This resource information is sent to the manager node.
2. The manager uses a fair scheduling policy which determines that all the resources should be offered to framework 1.
3. This framework then decides it only need 1 CPU and 1 GPU to run task 1.
4. The task is deployed in the agent 1. The remaining resource can now be offered to framework 2 since framework 1 does not need any more resources at this time.

4.2 Managers

A cluster run by Mesos requires at least one manager to be able to assign tasks and relay resource offers. By using multiple managers, fault tolerance is increased allowing the system to be more robust since in the event of one manager crashing another manager can take
charge thus handle failures more gracefully. The manager typically handles all the logic while controlling the system and will make decisions regarding the scheduling of the system’s resources. Since multiple Mesos frameworks can be set up in a single cluster system, this also allows different types of allocations to be done depending on the implementation of the manager. This allows Mesos to be very dynamic and configurable.

4.3 Agents

The agents are the workers in the context of Mesos. These workers register their resources at the manager and are assigned work, relayed by the manager, by the frameworks. The work model of the agents consists of "executors" and "tasks". An executor can have many tasks. An analogy to the concept of executors and tasks is a process (executor) and the process’ work queue (tasks). The least complex frameworks assign one task to every executor.

4.4 Frameworks

The distributed applications which run on top of Mesos are called "Mesos frameworks". There are many such distributed applications which have been ported to Mesos. Mesos enables multiple such framework to run concurrently in the Mesos cluster. Frameworks enabling running other cluster managers on top of Mesos exists for Hadoop, Spark and many more. A list of the most popular frameworks is available on Mesos’ website [33].

4.5 Resource offers

Resource offers are sent to the frameworks by the manager. These resource offers can in practice describe any type of resources. By default, however, they typically describe the CPU, memory and disk that an agent has available at the time. A list of such resources is offered to each framework in sequence. When a framework deploys new work based on the resource offer the resources used are subtracted from the resource offer list. Each list index describe the currently available resources of an agent in the Mesos cluster.

4.6 Message passing

Message passing in Mesos enables communication between the frameworks and their assigned agents. The protocol used to encode the messages in Mesos is Google’s protobuf format [34]. The protobuf format makes it possible to encode messages that are, while less general than JSON or XML, smaller in size and faster to decode. This is done by pre-defining templates for each valid message. An example such a protobuf message and its usage in Java is displayed below

```java
message Account {
  required int32 id = 1;
  optional string email = 2;
}
```
4.7 Fault tolerance

In the example above a message template defines the "Account" message type. The format defines templates that define attributes. Each attribute contains modifiers, a type, a name and are numbered. Messages may also contain child messages templates.

```java
Account sampleAccount = Account.newBuilder()
    .setId(1)
    .setEmail("random@example.com")
    .build();
sampleAccount.writeTo(outputStream);
```

Google’s protobufs provides bindings for most common languages. The above example displays how to build a message using a template written using protobuf’s Java bindings.

The default behavior of messaging in Mesos is unreliable, i.e, when sending a message there is no guarantee that the message has been delivered to its intended recipient.

---

4.7 Fault tolerance

Fault tolerance in the case of a failing manager node is handled automatically in Mesos as long as there are a sufficient number of backup managers. Mesos always has one manager node which is the acting manager. This manager is selected when a quorum has been reached by the managers in the Mesos cluster. If a manager becomes unresponsive or crashes a new manager is elected and resumes the responsibilities of being the acting manager. In the case of failure of an agent, an agent’s work detail has to be rescheduled to another agent which can complete the task previously delegated to the failed agent. This agent rescheduling needs to be performed by the Mesos framework.

4.8 Containerization

Executors and tasks run are isolated in Mesos using containers. When an agent is instructed to launch a new executor this executor is placed in an container by a containerizer. Mesos at the time of writing supports three types of containerizers: Composing, Docker and Mesos [35]. Mesos defaults to the Mesos containerizer which forks the original agent process blocking the child’s execution until the child process has been isolated. In the case of Linux the resource usage isolation for the Mesos containerizer process is done using cgroups.
Nginx [36] is a webserver, load balancer and reverse proxy. It was originally designed to be able to handle serving requests for web sites with a large workload. In contrast to other more resource intense web servers, Nginx uses an asynchronous event driven model whereby it has a number worker processes that accepts new connections, see Figure 5.1. Each one of these processes is able to handle multiple concurrent connections. Typically Nginx would use the same number of workers as the number of logical cores on the machine on which it runs. By not launching and tearing down threads or processes constantly Nginx saves a substantial amount of CPU-cycles and does not need a separate thread context for each connection or request. Another result of using this model instead of the traditional one-thread-per-connection model, is that Nginx has a substantially lower memory footprint.

![Figure 5.1](image)  
**Figure 5.1** Nginx’s worker model: each worker process handles multiple connections. By using this model as opposed to the one-thread-per-connection model Nginx is able to achieve a much lower memory footprint.

The more traditional worker model used by, for example Apache by default, uses one process per connection. This model, also known as the MPM worker model results in a separate process context needed for each connection. The overhead can thus be quite substantial. The MPM model is illustrated in Figure 5.2.
5.1 Nginx Load Balancing

Load balancing is a first class member of Nginx. Due to Nginx’s light weight worker model, its proven stability over time and its configurability, Nginx has become of the most ubiquitous load balancers. There are a wide range of protocols for which Nginx supports load balancing. The most common protocol for which Nginx’s load balancing capabilities are typically employed is HTTP. Nginx is also capable of employing health checks on the servers to which it is routing requests. By employing these health checking capabilities, Nginx is able to gracefully handle individual server failures by not routing subsequent requests to the server which failed the health check.

5.2 Nginx configuration

Nginx is highly configurable system. Nginx uses configuration files to enable it to be a versatile system. A configuration file is made up of contexts and directives. Contexts are blocks delimited by { and } and define in which contexts a certain set of directives should be applied. Contexts can be nested. Directives define what should happen in a certain context.

```plaintext
# Autogenerated at: Mon Dec 05 10:29:48 EST 2016
server {
    listen 2020;
    location /api_a/ {
        proxy_pass http://API_A/;
    }
    location /api_b/ {
        proxy_pass http://API_B/;
    }
}
```
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upstream API_A {
    least_conn;
    server server1:31018;
    server server2:31042;
}

upstream API_B {
    round_robin;
    server server3:31018;
    server server4:31042;
}

The above example configuration is an example of an Nginx configuration that would enable load balancing of two APIs. First the server context defines in what context the load balancing should take place. The directive listen sets the port for incoming requests to 2020. Next follows two locations that define what should happen when a request has a URL prefix of either /api_a/ or /api_b/.

The proxy_pass directive in these location contexts forces the server to proxy these requests to API_A or API_B respectively. These two API server locations are defined by the upstream contexts. API_A defines two such back end servers that requests are to be passed on to by a work scheduling algorithm of least_conn. The least_conn scheduling algorithm selects which back end server to reverse proxy the request to by selecting the server with the least number of active connections. The API_B context also defines two back end servers but uses round_robin to vary the server selected to pass the request to. Round robin scheduling selects the next server by way of varying the servers circularly. For example requests would in the above case be passed in the following order: server3, server4, server3, server4 etc.
Cloud computing offers a great way to have access to virtually unlimited resources. This results in great flexibility when it comes to resource usage, allowing the user to decide how much resources are to be used at any given time.

Resources deployed statically must be deployed such that enough resources are always available to handle the peak workload or accept less availability during peak workloads. Due to the importance of not incurring down time and always being online this results in wasted resources that are idle most of the time which in turn leads to higher costs, see Figure 6.1.

![Figure 6.1](image)

**Figure 6.1** An example of a static deployment of resources. The amount of resources deployed are such that the system is capable of handling the peak workload. However, this leads to a lot of resources being unused most of the time which in turn leads to increased costs. Note that the amount of deployed resources is constant.

A better way to use the resources would be to deploy only the resources that are needed at a given time. To achieve this, a system where the resources can be deployed and torn down dynamically is very useful, see Figure 6.2. By using different scheduling algorithms, a system can greatly improve the resource usage.
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Figure 6.2 By dynamically deploying resources a system should be able to lower resource usage while still being capable of handling the peak load. This in turn should lower costs as the average resource usage should be decreased. Note how the amount of resources deployed vary with time.

A scheduling policy that only deploys exactly the amount of resources needed at any time is an optimal scheduling policy, see Figure 6.3. This is the ideal scheduling policy as it keeps resource usage at a minimum while incurring no loss in the quality of service.

Figure 6.3 An optimal dynamic deployment of resources should deploy the exact amount of resources required for handling the load at that point in time. Note how the resources deployed and the resources required are identical at every point in time.

The services that are offered by a company often come with an assurance of a certain quality of service. If the specification of the quality of service is violated, the company usually will have to pay a predefined cost. This in cost in conjunction with the specified quality of service define the service level agreement (SLA) between the provider and the consumer. The resources that are required to avoid violating the SLA by the company represent another type of cost. These two costs together define a cost that can be optimized.
6.1 Concrete System and Services

The system that is examined in this thesis offers many different services through an application programming interface (API) hub where the client can call on an API to use the service that are offered. The API in the context of Data Ductus is served over HTTP via a predefined interface consisting of different URLs, see Figure 6.4.

Data Ductus offers a numbers of services that reside inside a data center. The system is composed of six virtual machines (VM), see Figure 6.5 for a more detailed overview. Each VM has a total of two gigabytes of RAM memory and two CPU cores. Each service is deployed to every VM with a specific resource allocation. This ensures all the services’ ability to respond to the incoming workload. The resource allocation scheme is static and use up all existing resources inside the system no matter the workload. This leads to a very low resource utilization on average. The CPU utilization log from Data Ductus over the course of June 2016 shows that the utilization only averaged 2.7 percent of the total CPU resources that were available.
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Figure 6.5 Data Ductus’ system uses an API hub that routes the API requests and responses to their destinations. There are two APIs hosted by the system. One instance of both API A and B is running in all six virtual machines.

The primary resource bottleneck of the Data Ductus services is CPU resources. Each service has certain minimum resource requirements to be able to function correctly, i.e. the services require a certain amount of preallocated RAM and CPU to run and begin serving requests. The two services that reside in the data center are two APIs served over HTTP. Except for the initial static memory and CPU requirements, the resource requirements scale linearly with the number of active requests. The two APIs differ in their resource requirements. The most important properties of these services are the number of seconds it takes on average to start a new instance of a service, the number of seconds to tear down a service and the resource usage during the life-time of an incoming request to the service. The delay properties will directly affect how fast the system can respond to any change in the request rate.

6.2 Data Ductus’ APIs

The two APIs that run in Data Ductus’ data center are hereafter defined as A and B respectively. API A is an API for which the request rate is quite high on average. Each request typically consumes small amounts of resources and the response time is quite low when the system is not under a heavy work load. It takes a long time to launch a new such service instance due to it relying on certain external services during its upstart. However, after launching it relies very little on external services. In contrast, API B relies on few such services during its upstart while relying on more services during the processing of requests. The incoming request rate to API
B is typically quite low. Each request, however, takes more time to process than for API A. For a detailed comparison of API A and B, see Table 6.1.

<table>
<thead>
<tr>
<th>Property</th>
<th>API A</th>
<th>API B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. static memory</td>
<td>500 MB</td>
<td>300 MB</td>
</tr>
<tr>
<td>Start up time</td>
<td>60 s</td>
<td>20 s</td>
</tr>
<tr>
<td>Tear-down time</td>
<td>10 s</td>
<td>10 s</td>
</tr>
<tr>
<td>Avg. response time</td>
<td>800 ms</td>
<td>1500 ms</td>
</tr>
<tr>
<td>Min. response time</td>
<td>100 ms</td>
<td>500 ms</td>
</tr>
<tr>
<td>Max. response time</td>
<td>2000 ms</td>
<td>5000 ms</td>
</tr>
<tr>
<td>Dependence on third parties</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>SLA violation</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>SLA max response time</td>
<td>5000 ms</td>
<td>8000 ms</td>
</tr>
</tbody>
</table>

The average static memory describes the RAM memory usage that is required to launch the service, i.e. the memory that is used irrespective of any incoming requests. The start up time of services is the time it takes from the service is initially launched until it is ready to process new requests. The tear-down time is the opposite of the start up time, i.e. the time it takes to shut down an active service. The average response time is the time it takes on average to process a request. However, the response times can vary a lot since different API calls may do very different computations. The minimum response time is the lowest recorded response time to that API under the Data Ductus static deployment. The maximum response time is the highest response time under the same. The dependence on third party described whether the API typically makes few or many external calls during its processing of a request. SLA violations describe the percentage of requests which must be within the SLA max response time. The SLA max response time in turn specify the response time that should not be violated.
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Architecture

7.1 Experiment Design

The goal is to build a distributed framework that is able to dynamically utilize the available resources using different policies. With a scoring system that is based on how well the system performs under the same input, we will be able to look into the behavior and different attributes of the policies. To ensure fairness and correct behavior of the system, a service emulator was built to emulate the Data Ductus APIs and the baseline system’s resource allocation. Data Ductus provided an access log of the incoming requests to their current system during 2016-05-31 - 2016-06-19. This log over response times was far too time consuming to replay exactly in real time. In order to use this data, the log data was compressed to exactly 60 times smaller. This meant a emulation via data replay over a period of 24 hours could be performed in 24 minutes. To measure the performance of the system, Data Ductus’ original system (static deployment) was used as a baseline score. The score used was the resource usage inside the distributed system when replaying requests as specified by the access logs received from Data Ductus. The difference in score of the policy versus the baseline score reflects how good a policy is. A constraint on all strategies is that they must satisfy the SLA that was specified by Data Ductus.

7.1.1 System components

The system that was in use at Data Ductus consisted of six virtual machines servicing two HTTP APIs. The APIs’ load was distributed to this system by way of an HTTP load balancer. The system that this project aimed to develop should mimic the original system to the extent possible, while also using dynamic scheduling of the APIs.

Since this thesis aimed to investigate possible resource usage optimization by using dynamic scaling, the scope of the project could be simplified by using a cluster manager already in existence as the core of the system. A cluster manager would help in allowing the scheduling strategies to ignore many of the lower level details of distributed systems, such as message passing and resource discovery.
A load balancer is useful for distributing the incoming HTTP requests since the services were to be deployed to multiple virtual and/or physical machines running the two APIs. Also, since the resource usage correlates with the number of incoming requests, there was a need to measure the number of incoming requests. The information regarding requests is either accessible from the load balancer (since it acts as the central gateway through which every request passes) or from the agents (since every requests is finally serviced by an agent after being routed by the load balancer). Motivated by it being simpler to retrieve this data from a central location, the load balancer was used to be the main point from which to retrieve historic and current request data. Hence, a requirement for the load balancer was that it had to have the current request rate and the response times of requests easily accessible.

### 7.1.2 Rationale in choosing particular system components

In choosing a cluster manager to use as the core on top of which the distributed framework was to be built, a number of key properties of the cluster manager were important. First, as mentioned in the previous section, the cluster manager should handle the low level details of the distributed system such as message passing and resource discovery. Secondly, the cluster manager should have an easily accessible API which the distributed framework would interface with. Thirdly, the cluster manager should preferably be widely used and have a large developer community since that would simplify the search for information about the cluster manager. Mesos [13] fulfilled all these attributes and was used as the cluster manager upon which the distributed framework was built.

The HTTP load balancer that was to be used also had to fulfill certain requirements. The main requirement was that it should allow retrieval of the current request rate and preferably more specific information regarding requests and responses. Two load balancers that are in widespread use are Nginx [36] and HAProxy [37]. Both of these load balancers fulfilled the requirements above. Nginx was used due to the authors’ pre-existing familiarity with that system.

### 7.1.3 System components trade-offs

Mesos is a lightweight cluster manager and enables the creation of highly customizable distributed frameworks that run on top of it. It therefore fits perfectly with purpose of the thesis.

As Nginx was used as the system’s load balancer, the access logs from Nginx [38] were used to retrieve the current request rate and more detailed information regarding individual requests. Nginx allows for disabling buffering of the access logs and immediate flushing. However, since Nginx logs requests when a request has been served with a response this may introduce a lag effect in the system. The current request rate measured by the distributed framework is thus unable to detect incomplete active requests that have not been served with a response.
7.1.4 Motivation for the design of the distributed framework

Mesos enforces that the distributed frameworks that run on top of it follows the manager-agent pattern. Therefore, the distributed framework naturally follows the same pattern. The manager keeps track of all information regarding the state of agents in this pattern and this lead to a "fat" manager scheduler and a quite "slim" agent task executor. The manager acts as the central point of the system and to reduce the complexity of the system, updates to the routing tables in the load balancer are handled solely by the manager.

7.1.5 Evaluation

The framework is working correctly if it can react to the incoming requests to a certain service. This reaction will be decided by the framework’s control policy, different strategies will produce different results. This means that if the framework result is to be evaluated, a consistency of the system’s behavior needs to be achieved. The consistency therefore will depend on the behavior of two external components which is the incoming requests, and the service that responds to these requests.

Data Ductus provided data concerning two services during June 2016, specifically the properties of each service and their corresponding access log. The most important information that was used in emulating the request load via data replay were the timestamp denoting the time at which a request was made to the system as well as the URL that the request targeted.

Two mock services were created to emulate the Data Ductus services. The important aspects of a service include starting time, the resource load and the tear down time. These mock services provided a consistency of output given the same input. The client emulator was created to feed the Data Ductus the workload input, extracted from Data Ductus’ access logs, to the services, by sending requests to the framework.

The requests produced by the client emulator is dependent on the access log which can be produced with different specific patterns to give insight about how the policies and the framework react. An example would be how a policy reacts to a spike in the request rate.

The goal of the framework is to lower the resource usage while still maintaining a certain SLA. Thus, the measurement of success is the average resource usage over time. Since Data Ductus had an original control policy (static deployment), this was used as the baseline policy. The Data Ductus access logs are then used as the baseline input to each policy and the produced result is compared to the result of the Data Ductus policy.

In order to produce enough interesting test results, an automatic testing framework was created. Every test starts a vector of predefined parameters, these parameters define the state of the system which includes the states of the services and the states of the control policy. The test then goes through each data input set and produces the corresponding result. The evaluation data contained in the result of a
test run include the average resource usage over time and the number of times the
response time violated the max response as specified in the SLA. The testing framework also produced plots visualizing the number of requests over time, the response time of each request over time and the resource usage over time.

The access log data from Data Ductus varied widely in the average request rate from day to day. Because of the time constraint, three dates were used as the validation input data, the lightest workload, a day deemed to have an "average" workload and the day with the most request intense workload.

### 7.2 System Design

#### The Framework

The framework was built on top of Mesos APIs. The Mesos framework separates the logic layer and the resource layer. Mesos acts as a resource layer where each agent in the system provides the resources that they can offer to the framework. The framework is built upon this layer to be the logic provider.

Nginx was used to distribute the incoming workload to the Mesos agents, i.e. Nginx was employed as a load balancer in the system.

Java was chosen to be used to implement the client emulator.

#### Services and service instances

A service in the context of the framework is a self-contained HTTP-server which acts as an HTTP API. The service can be configured to emulate different characteristics. For example, a service can be configured to always use a certain amount of RAM for a period of time on every incoming request. This was used to configure the services to emulate the Data Ductus APIs. A service instance is a deployed instance of a service which runs on an agent. There may therefore exists many such service instances of the same service type running concurrently.

#### Test Framework

Python was chosen as the language used to analyze and evaluate the measurement data due to its extensive and ease-of-use libraries for working with data. To simplify the data analysis and the generation of plots, Matplotlib [39] was used.

### 7.3 Assumptions

These are the assumptions that were made to constrain the scope of the thesis.

#### 7.3.1 Services and service instances

- All service instances of the same service type are considered to be identical to each other.
- Different services may use different amounts of resources.
• All requests made to the same service type are considered to have similar resource usage.

• All service instances use HTTP to transmit information.

• All service instances are stateless locally, i.e. they do not use persistent storage locally. However, services are not necessarily stateless, they may store persistent data on remote machines.

• All services must be able to be deployed independently as micro services.

• Minimum resource requirements for a service instance are less than the total resources of any agent.

• Service instance performance is only limited by the supported resource types (CPU, memory, ports).

7.3.2 Resources

• Supported resources are CPU, memory and ports. No disk.

• The framework has access to unlimited resources.

• All resources of the same type have the same performance, i.e. the CPU of one agent is assumed to have the same performance as the CPU of any other agent.

7.4 System Architecture

The system uses a typical manager-agent architecture, see Figure 7.1. One manager controls many agents. The manager deploys as many service instances onto the agents as necessary. The load balancer sits in front of the agents and routes incoming requests to the agents’ service instances. The manager is in charge of configuring the load balancer’s routing table when deploying or canceling a service instance.

7.4.1 Manager

The manager consists of two main components: a controller and a sensor, see Figure 7.2. The controller maintains a central state of the entire system, and makes a decision regarding how to schedule the services to the agents based on a policy. The state of the system is comprised of two parts.

• The external incoming workload, for example, how many requests per second, what kind of request, and to what service. The sensor communicates directly to the load balancer (Nginx) and receives information regarding the response times of the services.
• The internal system, how many instances are online, what resources are available. This information is available through Mesos and the agents.

**Figure 7.1**  System Architecture Overview

1. The manager retrieves profiling information from the load balancer. This profiling information primarily consists of the response times to serve the HTTP requests to the services that is run by the framework.

2. The manager instructs the agents to deploy (or tear down) service instances.

3. After the agents have deployed (or torn down) the service instances they send back the deployment information to the manager.

4. The manager uses the received deployment information to update the load balancer’s routing table.
7.4.2 Agent

An agent, as in Figure 7.3, consists of two components: an executor and task handlers. The executor takes orders from the manages through the Mesos framework to handle starting and terminating service instances. Service instances are wrapped by a task handler. Every time a service instance is started, a corresponding task handler will be created to handle the details of the service instance, which include staging, starting and terminating the service instance. The task handler will also communicate changes of the service instance state to the manager.

Figure 7.2 Manager Overview

1. The sensor retrieves the log of requests from the load balancer.
2. The sensor updates the controller with new information.
3. The controller deploys or removes service instances based on the control policy.
4. Mesos updates the controller about the currently deployed service instances.
5. The controller updates the load balancer’s routing table and configuration.
7.4 System Architecture

Figure 7.3  Agent Overview

**Scheduling new service instances**

1. *Mesos sends information to the executor to deploy new service instances.*
2. *The executor deploys task handlers which run the service instances.*
3. *The task handler starts the service instance.*
5. *The task handler updates deployment information to the executor.*
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7.4.3 Service Descriptors
The service descriptors are configuration files that contain information regarding the service and their corresponding SLAs. The service descriptors contain the following information.

- The service instance’s minimum resource requirements.
- The service’s unique identifier.
- The service’s relative URL path.
- The service’s executable file.
- The command to execute.

7.5 The Test Framework

7.5.1 Client Emulator
Different request patterns will lead to different responses from the system. In order to measure the framework responses with different policies against the same pattern of incoming requests, a client emulator is required. The client emulator is built such that it is able to take input data in the form of a timestamp and a URL denoting that a request should be sent at that time to the specified URL. It next sends one request at the time of each of the timestamps to the specified URL, see Figure 7.4.

7.5.2 Service instance emulator
The service instance emulator emulates a Data Ductus API. The emulator can have different CPU and memory requirements which are listed below.

- Passive memory: The memory resources that service instances use in the absence of requests.
- Active memory: The memory resources that service instances use per active request.
- Active CPU: The amount of CPU that a request uses for every active request.
- Active time: The amount of time it should take for one request to complete given that no other requests are competing for resources.
1. *The client emulator reads the input request log.*

2. *The client emulator creates a new request emulator for each line in the input request log and instructs them to send a request to an URL at the defined time.*

3. *The request emulators send requests to the server at their specified times. The requests complete by either receiving a response or timing out after 60 seconds.*

### 7.6 Policies

To maximize resource utilization and avoid violating the Data Ductus SLA, several different scheduling policies were created. Some of these policies can be added “on top” of any other scheduling policy, these policies are described as generic policies. These generic policies are used to modify the existing scheduling policies by adding a buffer of instance deployments and/or waiting before tearing down service instances.

#### 7.6.1 Baseline Policy

The policies will be used to establish a baseline by which we can measure the performance characteristics for other policies. The policies will be used without any modifications or strategies.

*Static policy*  This is the policy that Data Ductus is currently using. Each service will be deployed at all times in every virtual machine. This policy guarantees SLAs but is also the most resource expensive policy of the framework.
Perfect Policy  This is the policy that we wish to achieve. In theory, a perfect policy will guarantee the SLAs while also using the minimum amount of resources required. This could be achieved if the policy had perfect knowledge of everything in the system and also knew the future and therefore could deploy the exact amount of resources needed and nothing more at any given time.

7.6.2  Generic Policy Improvements

The generic policy improvements are the possible improvements that can be applied to any of the implemented policies. Each of these improvements were intended to solve a specific pattern that can arise in the input data. The reason why these are not deemed standalone policies is that they only change certain attributes of the policy on top of which they run. For example, they may be added on top of another policy thereby modifying it such that a wait-before-tear-down time is introduced.

Policy with Space Buffer  When the input data has many peaks in the requests rate, the time it requires to react to such an increasing request rate will be slow. In order to gain enough time to prepare such increasing demands of resources, the space buffer improvement can be added. This generic policy takes the output scaling deployment from the base policy it is running on top of and multiplies the number of instances to be deployed by a factor $k_{space}$, i.e., extra service instances are added for every new deployment. The number of deployed instances $n_{space}$ given a scheduling policy $p$ that deploy $n_t$ instances with a space buffer $k_{space}$ is equal to:

$$n_{space_t} = n_t + k_{space} \cdot n_t, \text{where } k_{space} \geq 0$$

A policy using a space buffer will thus inevitably use more resources than the underlying policy.

Policy with Time Buffer  In this policy a wait-before-tear-down time is used. Instead of simply looking at the current output value from the underlying scheduling policy, this generic policy looks at the $k_{time}$ previous output values from the scheduling policy and uses the maximum number of deployed instances. This should prevent instances from scaling down to quickly due to a temporary drop in the request rate. The number of deployed instances $n_{time}$ given a scheduling policy $p$ with a time buffer variable $k_{time}$ at time $t$ is in this case defined as follows:

$$n_{time_t} = \max(n_t - k_{time}, n_t - k_{time} + 1, n_t - k_{time} + 2, \ldots, n_t - 1), \text{ where } k_{time} \geq 1$$

A time buffer will, just as the space buffer, also inevitably use more resources than the bare policy. However, a policy with a time buffer added on top is expected to prevent short term oscillations in the number of deployed instances. The scenario which the time buffer is expected to be a solution for is when a service instance is no longer required and a tear down of that instance is requested, however, the decline in the request rate was only temporary and a new service instance needs to be deployed even before the last one has completed its tear down process.


### 7.6.3 Implemented Policies

A bare implemented policy $p$ is one with no generic modifications added on top. That is, the policy is used as is. A policy $p$ at the deployment time $t$ will deploy $n_t$ number of instances as a response to the incoming response time $r_t$. At any given time, the minimum of deploy instances $n_t$ for each service offer inside the system is one.

$$n_t = p(r_t), n_t > 0$$

**Naive Reactive** The naive reactive policy checks if any of the latest incoming requests has violated the max response time constraint as defined in the SLA. In the event of the constraint being violated, the policy will deploy one more service instance in response. The deployment of new services will continue until the constraint is satisfied. On the other hand, if the constraint is satisfied, the policy will tear down a service instead.

The policy $p$ at the time $t$ for a workload that creates response time $r_t$, where the maximum allowed response time is $r_m$ (the maximum response time as defined by the SLA) is formally defined below.

$$n_t = \begin{cases} 
  n_{t-1} + 1, & \text{if } r_t > r_m \\ 
  n_{t-1} - 1, & \text{otherwise} 
\end{cases}$$

**Proportional error policy** Proportional error (PE) policy looks at the difference between the maximum response time and the current response time where the difference is direct proportional to the number of service instances that are to be deployed.

The policy $p$ at the time $t$ for a workload that creates response time $r_t$, where the maximum allowed response time is $r_m$ (the maximum response time as defined by the SLA) is formally defined below.

$$n_t = n_{t-1} + (r_m - r_t) \times k_{pe}, \quad k_{pe} > 0$$

where $k_{pe}$ can be chosen arbitrarily.

**Pre-scheduled** Previous policies react to the response time only when the SLA’s maximum response time has already been violated. This results in that a certain number of responses always will exceed the SLA’s maximum response time. Furthermore, since there is always a delay between the detection of response time violations and the subsequent deployment more responses than the initial one are likely to be in violation. In order to prevent such behavior, an earlier reaction to the workload is preferred. Instead of reacting to the SLA’s maximum response time, a lower limit of response time would likely produce better behavior. In this policy the action of deploying new service instances is performed when the average response time exceeds some percentage of the SLA’s maximum response time.
The policy $p$ at the time $t$ for a workload that produces an average response time of $r_a$ is formally defined below. The maximum response time as defined by the SLA is denoted $r_m$.

$$n_t = \begin{cases} 
  n_{t-1} + 1, & \text{if } r_a > r_m \cdot k_{pre} \\
  n_{t-1} - 1, & \text{otherwise}
\end{cases}$$

where the average response time $r_a$ is calculated as the mean of response time between deployment time $t$ and $t-1$ and $k_{pre}$ is a value between 0 and 1.
8 Lab Implementation

8.1 Cluster setup

The lab implementation was done by trying to emulate the real-world conditions at Data Ductus to the extent possible. A Mesos manager was deployed on a virtual machine. We chose to only run one manager to reduce the costs of doing the testing and since we were not planning on testing the fault tolerance of the Mesos managers. Six agent nodes each running on a virtual machine were also deployed. These six virtual machines should emulate the set up currently existing at Data Ductus as well as possible. All virtual machines had 2 GB RAM and 2 CPU cores, i.e., they had the same properties as those at Data Ductus. The most significant performance difference that likely exists between the cluster setup in this thesis and the original cluster setup at Data Ductus is the performance of the individual CPU-cores. The virtual machines used in the lab setup were droplets from DigitalOcean [1] on the AMS2 data center region (Amsterdam). The operating system used by the virtual machines was Ubuntu 14.04.4 x64 [40]. The version of Mesos running on these virtual machines was 1.0.0. Since the resources of the Mesos manager’s virtual machine exceeded the requirements for running the manager, we decided to run the load balancer (Nginx [36]) in the same virtual machine. By running Nginx in the same virtual machine as the Mesos manager, the fetching of the Nginx access log data from by the Mesos framework was significantly simplified: the Mesos framework only needed to read a local file and parse it.

8.2 Cluster configuration

The Mesos manager and agents were configured such that they were connected to each other, i.e., such that the Mesos manager could deploy tasks running service instances to the agents. Nginx’s output to the access log was configured such that it only logged requests’ destination URL and the response time of the requests in milliseconds, this was the only log data needed by the policies to determine the number of instances that were to be deployed.
8.3 Emulation of Data Ductus APIs and Evaluation of Policies via Data Replay

To simplify multiple runs of the policy tests, all actions, except for the initial cluster configuration described above, were automated via shell scripts. The actions that these scripts took on each test run is described below. All these steps were repeated for each of the different workloads (light, medium, heavy) for each of the policies and APIs.

8.3.1 Starting the Mesos Framework

The initial action taken by the scripts was to restart any currently running Mesos manager or agents. This was done as a way to make sure that there were no concurrently running Mesos frameworks that would degrade the performance of the tests. The access log of Nginx was also cleared so as to make it easier to analyze the response times later. Next, the scripts started the Mesos framework. The Mesos framework was fed a service descriptor, which the deployed services used to emulate a Data Ductus API (either emulating API A or B, described in Table 6.1). Initially, six service instances emulating an API were deployed. The reason for deploying six service instances at startup was that not deploying instances at startup resulted in a high number of SLA violations initially. The reason for these initial SLA violation was that the policy did not have access to any access log data to determine the number of service instances that should be deployed initially. Six service instances (half of the maximum number of service instances) was a reasonable starting point so that there were not a large amount of SLA violations nor too much resource usage before the policy had any data to base its deployment decisions on. Each service instance deployed was allocated 1.5x the average static memory of that API, see Table 6.1, which was sufficient for handling a large number of requests concurrently. Furthermore, each deployed service instance was allocated 1 CPU core.

8.3.2 Replaying Data Ductus’ Access Log

After starting Mesos and the Mesos framework, the scripts started the data replay. The data that was replayed was the data for either API A or B and the corresponding light, medium or heavy workload. The replay was run locally from computers in Lund using the client emulator, see Figure 7.4, sending requests at the times specified in the Data Ductus access logs to the load balancer’s URL. When a response to a sent request was received, its response time as well as the time the request was sent was recorded for later use during the analysis. The Mesos framework automatically scaled the number of deployed instances based on its policy as it received and responded to requests. The Mesos framework would poll the currently running policy every 1 second to determine the number of instances that should be deployed or torn down. Using the output from the policy our Mesos framework would de-
ploy/tear down the specified number of service instances as tasks to the agents, see Figure 7.2. Every time the Mesos framework scheduled service instances to be deployed or torn down it recorded the number currently running service instances as well as the current time in a log.

8.3.3 Parsing, Analysis and Plot Generation

When the data replay scripts finished, the scripts downloaded the log of containing the number services deployed over time. This data was automatically combined with the Data Ductus access log as well as the log of response times of every request sent to produce the figures and tables that were used in the Chapter 9, Results.
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Results

The results were obtained by using different request input data sets representing different workloads. The sets used were a heavy workload, a medium workload and a light workload. These workloads are such that the "heavy workload" emulates via data replay the day with the highest number of incoming requests, the "medium workload" emulates an "average" day and the "light workload" emulates the day with the lowest number of requests. The emulations via data replay were performed for both API A and API B, see Table 9.1 for the specifications of the two APIs. The incoming request rate for API B was very low and as such resulted in a single deployed service node being capable of handling all incoming requests. Several of the policies had variables, e.g. $k_{pe}$ and $k_{time}$, that could be adjusted. Several values for these variables were tested; we selected a few interesting such values for further analysis below.

Table 9.1 Description of Data Ductus APIs, same as Table 6.1. The average/min/-max response times are for the baseline policy, i.e., the static deployment currently in use at Data Ductus.

<table>
<thead>
<tr>
<th>Property</th>
<th>API A</th>
<th>API B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. static memory</td>
<td>500 MB</td>
<td>300 MB</td>
</tr>
<tr>
<td>Start up time</td>
<td>60 s</td>
<td>20 s</td>
</tr>
<tr>
<td>Tear-down time</td>
<td>10 s</td>
<td>10 s</td>
</tr>
<tr>
<td>Avg. response time</td>
<td>800 ms</td>
<td>1500 ms</td>
</tr>
<tr>
<td>Min. response time</td>
<td>100 ms</td>
<td>500 ms</td>
</tr>
<tr>
<td>Max. response time</td>
<td>2000 ms</td>
<td>5000 ms</td>
</tr>
<tr>
<td>Dependence on third parties</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>SLA violation</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>SLA max response time</td>
<td>5000 ms</td>
<td>8000 ms</td>
</tr>
</tbody>
</table>
9.1 Workload Result

The tables below show each policy as a row. The first column is the name of the policy at that row. The second column shows the average resource usage during the emulation via data replay, i.e. the average number of used CPUs during the testing. The third column shows the percentage of requests which had a response within the SLA’s maximum response time. Column two and three are divided into two sub columns. The first of these two sub columns shows the results when the deployment delay (i.e. the time it takes to start a new instance) is 1 second with compressed emulation (API A). The second sub column shows the results for when this delay is increased by 5x for API A (API Ax5). Since the both the medium and light workload yielded the very similar results these are displayed in the same table, see Table 9.2.

<table>
<thead>
<tr>
<th>Medium Workload</th>
<th>Configuration</th>
<th>CPU Usage</th>
<th>Responses in time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service</td>
<td>API A</td>
<td>API Ax5</td>
<td>API A</td>
</tr>
<tr>
<td>Baseline</td>
<td>-</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Naive Reactive</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Naive Reactive</td>
<td>$k_{space} = 1$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>with Space Buffer</td>
<td>$k_{time} = 5$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pre-scheduled</td>
<td>$k_{pre} = 0.3$</td>
<td>3.2</td>
<td>4.4</td>
</tr>
<tr>
<td>with Space Buffer</td>
<td>$k_{space} = 1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pre-scheduled</td>
<td>$k_{pre} = 0.3$</td>
<td>6.5</td>
<td>3.7</td>
</tr>
<tr>
<td>with Time Buffer</td>
<td>$k_{time} = 5$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

9.2 Heavy workload results

Certain interesting test runs are visualized below. The figures for each such interesting test run is subdivided into 3 subplots. All figures below use heavy workload input data set and are for the emulation of API A (without any artificial delay). The heavy workload input data set provides the most interesting results, see Table 9.3. This is due to the request rate in both the medium and the light data sets being very
low and therefore even with the minimum number of service instances, which is one, the framework and all policies were able to handle the workload, as seen in Table 9.2.

**Table 9.3** Resource usage and number of max response time violations when handling a heavy workload

<table>
<thead>
<tr>
<th>Heavy Workload</th>
<th>Configuration</th>
<th>CPU Usage</th>
<th>Responses in time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>API A</td>
<td>API Ax5</td>
</tr>
<tr>
<td>Service</td>
<td>-</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Baseline</td>
<td>-</td>
<td>1.6</td>
<td>1.87</td>
</tr>
<tr>
<td>Naive Reactive</td>
<td></td>
<td>3.78</td>
<td>5.1</td>
</tr>
<tr>
<td>Naive Reactive with Space Buffer</td>
<td>$k_{space} = 1$</td>
<td>2.50</td>
<td>2.96</td>
</tr>
<tr>
<td>Naive Reactive with Time Buffer</td>
<td>$k_{time} = 5$</td>
<td>11.8</td>
<td>11.8</td>
</tr>
<tr>
<td>Pre-scheduled</td>
<td>$k_{pre} = 0.3$</td>
<td>10.8</td>
<td>11.0</td>
</tr>
<tr>
<td>Pre-scheduled with Space Buffer</td>
<td>$k_{pre} = 0.3$, $k_{space} = 1$</td>
<td>4.77</td>
<td>5.78</td>
</tr>
<tr>
<td>Pre-scheduled with Time Buffer</td>
<td>$k_{pre} = 0.3$, $k_{time} = 5$</td>
<td>6.30</td>
<td>7.08</td>
</tr>
<tr>
<td>PE</td>
<td>$k_{pe} = 0.001$, $k_{space} = 1$</td>
<td>4.58</td>
<td>5.09</td>
</tr>
</tbody>
</table>

The first plot (example shown in Figure 9.1) in the figures shows the incoming request rate averaged over 20 emulated data replay seconds to visualize trends over time. This plot is the same for every emulation of the same API and the same workload.

The second plot (an example is shown in Figure 9.2) visualizes the response times of each request over time. The response times on the Y-axis are denoted in milliseconds. The SLA’s max response time is displayed via the yellow line. In some cases there are no displayed responses (see for example the gaps in the plot below between times 14:00-24:00). These gaps are a result of request failures. These request failures occur due to a request timing out if it has not received a response within 60 seconds.

The third plot (an example is shown in Figure 9.3) shows the number of CPU cores used over time. This is the measurement of resource usage over time and shows the scaling pattern of the policy used.
9.2 Heavy workload results

**Figure 9.1** First plot, request rate per second over time.

**Figure 9.2** Second plot, requests’ response times over time.

**Figure 9.3** Third plot, deployed CPU resources over time

### 9.2.1 Naive reactive policy

The naive reactive policy is a slow reacting policy. If a very heavy workload is introduced, then the response of the policy increases the number of service instances one at a time. This means that a large lag effect is present and the workload queue stalls until enough resources have been deployed. This behavior is visible in Figure 9.4.
where multiple spikes in the response times are visible. This is due to the system not expecting such an increase between the workload and therefore creates a large gap between resources in use and the resources actually required. The policy therefore takes a long time to deploy the resources required and scale in response, i.e., it is late in its response. In comparison to the baseline policy, the naive reactive policy

![Graph showing real requests/second, response times, and CPU resources active.](image)

**Figure 9.4** Naive reactive, heavy workload. Note the gaps in the response times plot during 14.00 - 24.00.

still shows an improvement in resource usage, see Table 9.3. However, the naive reactive policy violates the SLA’s max response time half the time due to it being slow in increasing the number of deployed instances. The naive reactive policy with a space buffer barely increases the number of responses that are in time while increasing the resource usage. The reason why the naive policy with a space buffer
performs poorly is due to it having the attributes of the basic naive reactive policy while deploying twice as many service instances, see Figure 9.5. Since it deploys twice as many service instances during each polling interval when a max response time violation has been detected, one might assume that the space buffer naive reactive policy would perform better. However, due to the deployment delay these extra service instances were rarely available until the workload had already decreased. Therefore the CPU load was typically very high for one of the instances while being very low for all of the other deployed of service instances for this policy. During some peak workloads the request rate was such that requests began timing out due to the system not being able to scale fast enough, see the gaps in the response times plot between 14:00 - 24:00 in Figure 9.4.

Figure 9.5 Deployed CPU resources over time of the naive reactive and naive reactive with space buffer policies

9.2.2 Proportional error policy (PE)

The policy that bases its scheduling on the proportional error shows improvements over the purely reactive policy in its ability to maintain the SLA. This is likely due to two factors: faster scaling and higher average resource usage. The policy increases the number of deployed instances faster which enables it to better handle bursts in the request rate. This faster scaling also makes the policy use more resources overall than the naive reactive policy. The best performing version of the PE policy is the one with a time buffer, i.e., it does not immediately tear down services instances once the workload decreases. This results in it better being able to handle the variability in the workload. The version of the PE policy that had the best results was the one that included a delay in the tearing down of service instances, see Figure 9.6. By using this delay factor the constant scaling up and scaling down due to small spikes in the request rate is reduced. Therefore the policy is better able to handle workload increases over longer periods of time that may have high variability in the short term.
9.2.3 Pre-scheduled reactive policy

Both the previous policies (naive reactive and PE) show an improvement in the average resource usage but both violate the SLA. This is due to the naive reactive and proportional error policies deploy new service instances only when the maximum response time has already been violated. The pre-scheduled policy with the parameters chosen prioritizes maintaining SLA over resource usage. Since maintaining SLA in this case has a higher priority than the resource usage, this means that the resource usage increases a lot.
9.2 Heavy workload results

However, the policy is able maintain the SLA when used with a time buffer or space buffer. It uses nearly the same amount of resources as the baseline. As is visible in Figure 9.7, most of the response times are below 2000 milliseconds which is quite a bit below the SLA’s maximum response time. This indicates that even though this policy is the policy with the best results in terms of maintaining the SLA’s maximum response time, there is room for improvement with regards to resource utilization.

As is visible in Figure 9.8 the average resource usage is consistently very high. Furthermore, most of the time when a large number service instances are torn down the response times increases significantly. This is most clearly visible at times 09:30, 12:00 and 15:00 in Figure 9.8. One anomaly in the results in Table 9.3 is the difference in the results for API A (97.7% responses in time) and API Ax5 (99.94% responses in time) for the bare bones pre-scheduled policy under a heavy workload. This is due to API Ax5 not experiencing the spike which is visible in Figure 9.8. When there is a response time violation, more are likely to follow. As is shown in Figure 9.8, most of the time, the number of CPU resources deployed are close to 12. The reason for the Ax5 not experiencing the same spike in the response time is because it still had 12 CPU resources active at the time of the spike at 12:00 at which time the request rate spike is most significant.

**Figure 9.7** Pre-scheduled, heavy workload. The yellow line represents the SLA’s maximum response time. Most of the responses are below the green line which indicates possibilities in lowering the resource usage.
Figure 9.8  Pre-scheduled, heavy workload. Note that the vast majority of response times are below 2000 ms. There is a large amount of SLA max response time violations that occurs at 12:00. This is at the time during which the most significant spike in the request rate occurs. Due to the decline in the request rate preceding this spike, the number of deployed instances is only one when the spike starts which leads to a large number of SLA max response time violations. In contrast, the tests run for the Ax5 API in which a artificial deployment delay has been introduced does not experience the same SLA violations due to instances coming online 5 seconds later, i.e., at the time API A without a deployment delay starts tearing down service instances just before the spike in the request rate occurs.
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Discussion

The system’s performance is measured by the resource utilization. There are three actions that the system use in response to a changing request rate: scaling up, scaling down or keeping the resource usage constant. Note that these three actions and their corresponding effect on the system is different from each other.

The system scaling up is the action that prevents the maximum response time in the SLA from being violated. If the response scales less than is required by the current workload, a queue of work items will be created and the max response time will be continuously violated until enough resources have become active. Policies that deploy too much resources in response to an increasing request rate will not utilize resources optimally and waste resources. The solution is to find a good balance between the number of deployed instances, where the response can be weighted in relation to the user’s need: whether the SLA’s or the resource usage is more important.

The scaling down action is used to prevent resources being used without them performing any work. If the workload is decreasing, unnecessary resources should be deallocated, though depending on the incoming request pattern, scaling down immediately once the workload is decreasing may lead to problems. For example, if the workload is in a temporary decrease but then increases back to the same workload as before. If the deployment time is very long, the system would not be able to respond with enough resources fast enough and this would result in violated max response times.

10.1 About Deployment Time

Service instance deployment time is a very important factor, if not the most important in the system’s behavior. The faster the service instances can be deployed, the faster the system can react to an increasing workload. In a perfect system, where there is no delay, the response to the workload should always be exactly the needed resources. When examining the framework, there are multiple delays in the system: such as the load balancer information, the message passing in the system, etc. But
the deployment time has the longest delay and this makes it a key factor in how well
the system reacts.

Testing the framework with different deployment times is important to see how
well the system behaves under different conditions. We can clearly see that all ex-
cept one policy perform worse with an increased delay. In Table 9.3 we can see that
some policies, such as the naive reactive with space buffer policy performs signifi-
cantly worse where the average resource usage goes from 3.78 under A to 5.1 CPUs
under Ax5 while only slightly increasing the number of responses in time.

10.2 About Workload Differences

The performance of individual policies depends primarily on the type of input data
that is fed to the client emulator. If the request rate in the input data is consistently
very low, all policies handle it well (minimal resource usage, minimal SLA max
response time violations). This is because all policies at minimum schedule at least
one service instance regardless of the request rate. If the request rate can consistently
be handled by one service instance then there will be no need to increase the number
of service instances. Furthermore, if there are many incoming requests that demand
max resources available then there is minimal difference between policies since
each policy will deploy the maximum amount of resources. However, if the request
rate in the input data has a high variance the importance of the policy’s performance
increases significantly.

10.3 About The System Lag

The framework inherently has some lag due to the message passing and start-
ing/killing executors in Mesos. These lag effects are actually quite small in compar-
ison with other lag effects in the system. But for the results that are shown here, this
might play a big role performance wise in the system. The fact that the input data
set is compressed to be able to be sent 60 times faster means that all other time de-
lays (such as the internal message passing in Mesos) should also ideally be reduced
by 60 times as well. If the system’s internal delay for starting a service instance
is 1 second, this would correspond for a 60 second delay for the compressed data.
The same is true for the polling time (the interval of the policy checking whether it
should deploy new service instances). Since the polling time is set to 1 second, this
means that during the emulations the system is using the real-world equivalent of
polling times of 60 seconds.
10.4 Future Work

A sudden burst in the request rate, as is visible in Figure 10.1, typically results in numerous max response time violations. This occurs if a policy only deploys new instances when the max response time has been violated. There is a delay between detecting a response time violation and a new deployed service instance becoming active. Until this new instance is active all incoming requests are queued at the "old" instances. This typically results a large amount of response time violations during this interval while this queue is being processed by an inadequate number of service workers.

Another effect of this behavior can be seen in Figure 10.1. The figure shows some peculiar behavior of resource scaling up without breaking SLAs. In reality, this is due to request failures where API instances are unable to respond to clients within the load balancer’s specified time out limit (60 seconds) and therefore the connection is terminated and simply dropped. Since the framework does regard these request failures as max response time violations no scaling of the number of service instances occurs.

The request density shows that the number of requests is not abnormally high, but is similar to the rest of input data. This behavior actually is the result of a sudden burst in the request rate which overloads the system and the system is unable to react in time.

There are a number of different approaches to solving this issue. One possibility is to, and this is the primary approach which was used in the pre-scheduled policy, begin deploying instances before the max response time is violated. By deploying new instances when the average response time of requests during an interval exceed half of the max response time, as defined by the SLA the impact of the issue is greatly reduced. Another approach would be to have the load balancer maintain a queue/buffer of its own. A service instance could then, through direct communication to the load balancer, ask the load balancer to pause the sending of new requests to that service instance until the service instance has reduced its own internal job queue. This would allow the load balancer to route these requests to the newly deployed service instances as soon as these are online. There are many constraints that have been placed on the current framework, and therefore these constraints should be removed in order for this framework to be usable in a real life application.

The current load balancer was chosen due to the authors’ familiarity with the tool, but since there are many ways to improve the buffer and routing in the system, an even more customizable tool may be preferable.

Currently the evaluation framework is used only to study the performance of the framework and to evaluate different policies based on the input data set. But the evaluation framework can also be incorporated such that the policies implemented can use the information that it provides, for example, to build a learning algorithm. There are also very valuable data that can be obtained through correct profiling of the service instances, this can be done by sending controlled inputs to the system.
Figure 10.1 Naive Reactive. Note the spike in the request rate at 1. The subsequent deployment of new service instances is not quick enough to prevent a subsequent spike in the response times. This also leads to a workload queue which eventually leads to requests being dropped.

By using controlled profiling of the services more exact data regarding stress put on the system by different API calls. This data could be used to better predict how much many new service instances are needed to handle an increase in the workload.

10.5 Conclusion

A Mesos framework has been built such that it is simple to use any kind of policy. It allows for the policy to be studied by utilizing the evaluation framework. After
properly evaluating the policy based on an example input set that policy can then be
customized to enable it to be handle the input load better.

More advanced and more generic policies can be built on top of the framework. The
policies evaluated in this paper should be looked upon as a general start of how
to build a policy to work with the system since the input to different service behaves
very differently. It is important to note that this means that a policy for one input
data set may give significantly different performance in comparison with other data
sets. For example, different patterns in the short term workload may make a policy
that has a longer wait before tear down time more appropriate. In other cases it may
be beneficial to do scheduling based on the expected future workload when this
workload exhibits a consistent time-based behavior. For example, if the workload
always increases during Mondays we can preemptively schedule more resources
during that time. The behavior of the services deployed to handle the incoming
workload are important to take into consideration when designing a policy as well.
The deployment time and tear down time of a service affect what type of scheduling
policy is appropriate for such a system since the deployment and tear down times
introduce lag effects in the system and to the chosen policy.

10.6 Related Works

Here we discuss some of the prior works that are related to the work of this thesis.
We also discuss the similarities and differences of these prior works in relation to
the work of this thesis.

Iqbal, Dailey, and Carrera (2009) [41] design and build a prototype for dynamic
scaling of virtual servers based on service-level agreements defining the maximum
average response time. They show that it is possible that to maintain such an SLA
in experiments emulating a service while feeding the system with a synthetic work-
load. In contrast to a synthetic workload, this thesis uses a workload extracted from
a large real world service. Furthermore, services of our thesis are emulated to mimic
the behavior of the real world services at Data Ductus which are fed a real world
workload. In the context of the SLA our thesis defines the SLA based on an upper
maximum response time as opposed to a maximum average response time.

Kang, Koh, Kim and Hahm (2013) [42] show that dynamic scaling can be used
to minimize SLA violations and costs. They propose a cost-oriented policy as well
as a performance oriented policy. The workload used is based on long-running sci-
entific data analysis jobs that take between 3 hours to several months to execute. In
contrast to our thesis, the experiments by Kang, Koh, Kim and Hahm are simulated.

AutoScale [43] investigates dynamic capacity management policies for scaling.
AutoScale works on a much larger scale than this thesis. While we, in this thesis,
deploy new "tasks" running inside containers inside virtual machines, AutoScale
deploys resources by starting new physical servers. Most of the policies examined
in AutoScale also differs from ours. However, AutoScale proposes a conservative
shutdown policy which is similar to the the wait-before-tear-down generic policy described in this thesis.

Bia, Yuan, Tie and Tan (2013) [44] present an automatic management architecture for dynamic scaling of virtual resources based on SLAs. They examine a multi-tier architecture where each tier can be dynamically scaled. Among the types of SLAs they examine are SLA restrictions based on response times and cost. They perform their experiment using simulation and compares their proposed policy with two other policies.

Beltran and Guzmán (2012) [45] show that by using dynamic scaling of virtual resources IaaS providers can improve the resource efficiency by 50% while still maintaining an acceptable QoS based on response times. They present a design and build an implementation of their framework.

Zhao, Peng, Yu, Zhou, Wang and Du (2013) [46] propose a dynamic scaling approach to virtual machines to lower costs while maintaining an SLA. They experiment with a varying workload while, by using their dynamic scaling scheme, achieve stable response times. They show that by utilizing the granularity in pricing that is becoming more and more common at many cloud computing providers, dynamic scaling solutions are able to adapt to a varying workload more accurately while still being cost effective.
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Automatic Scaling of Web Services using an Adaptive Distributed System

In this thesis a Mesos framework is built to enable dynamic scaling of a collection of HTTP application programming interfaces (APIs) in response to a varying request workload. Several scaling algorithms ("policies") that run on top of this Mesos framework are designed and built. Furthermore, a performance evaluation framework is designed and built. The evaluation framework is used to evaluate the scaling algorithms running on top of the Mesos framework. The evaluation is performed by emulating two real world APIs using request data extracted from a real world system’s access logs. Based on this evaluation the positive and negative attributes of the design of the Mesos framework and the policies are discussed.