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Abstract

This thesis was written at Axis Communications AB, Lund, together with the Department of Computer Science and the Centre of Mathematical Sciences at Lund University, Faculty of Engineering LTH.

Can artificial training data be used for deep learning applications in computer vision? We investigated this by building a framework that uses computer graphics to generate large quantities of images portraying humans. Generative Adversarial Networks (GANs) were used to bridge the gap in appearance between the generated and real images. A dataset’s potential was estimated by first using it to train a person re-identification model, and then evaluating the model on real images. Results showed that datasets that had been put through a GAN had higher potential than those which had not. We were not able to replace real images with artificial ones, but our results showed promise for further work in substituting and complementing real images.
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Chapter 1

Introduction

1.1 Background

The number of deep learning based computer vision applications used in today’s society is growing rapidly. We are able to teach the computer to recognise faces [46], propose fitting captions to images [56], and even how to drive a car [5]. This teaching is based on a lot of examples: we give the computer sample problems of a specific task, and it adjusts its artificial neural networks (networks, for short) so that its performance on a given problem would have been improved if it was given the same problem again. With enough practice, the computer can then do well on new problems within the same task, as it has learnt to handle similar problems.

This approach to learning can be done well under one condition: there has to be enough training data. In general, the more training data we give to our network, given that the data is diverse enough in comparison to its size, the better the network’s performance will become [19]. However, with only a small amount of data available for training, the network will probably fail at its task. Thus, good ways of collecting data in large amounts is essential for a deep learning based model to succeed. Along with a large diversity and size of the dataset, the networks also often require labeled data, meaning that we, for example, have to find ways of marking which faces in our dataset belong to the same person before using the images to train our models, as they must know what the right answer is in order to learn. Together, these properties make it cumbersome to obtain datasets that are sufficient for training functioning networks.

Our thesis aims at generating training data that can complement, or even replace, existing datasets. In particular, we will be investigating the possibility of generating full body images of humans with a graphics engine, and then refining them to be more reminiscent
of real images using image-to-image translation [47]. The artificial images will then be used to train a network to perform person re-identification (re-id, for short): a computer vision task aiming at recognising a person as they move through multiple, non-overlapping camera views [18].

Training a network for re-id requires labeled data in the sense that all images of the same person are bundled together. While our ability to collect large quantities of high quality images increases with more and better cameras, the process of labeling all the collected data is a very time-consuming and tedious task. Meanwhile, more people are becoming concerned with their privacy, and, with the introduction of the General Data Protection Regulation [55], a strict process for collecting and handling images of people is required. However, neither the gathering, the labeling nor the privacy is an issue with artificial data.

Section 1.2 sheds light on related work done in the areas of artificial data generation, image-to-image translation and person re-identification. In Chapter 2, we explain and propose our solution to the problem, which is then evaluated in Chapter 3.

1.2 Related Work

1.2.1 Artificial Training Data

The use of artificial data for training machine learning models has a long history, with early works dating back over 40 years [37]. Using artificial data for deep learning saw some of its first uses in 2015, when it was proposed as a way of augmenting scarce training data for object recognition [38, 66]. After these initial works, however, this way of augmenting training data for artificial neural networks has seen an increase in attention.

With the accessibility of high-quality rendering engines, including open-source ones such as Blender [4], as well as game engines, it has become possible to generate images with realistic lighting conditions and material properties in large scale [15, 41]. This has caught the interest of machine learning researchers, and multiple works have taken advantage of these possibilities for creating images that can replace photographs in computer vision applications [29, 44, 51]. Promising results have been shown with images from very simple scene setups such as scenes enclosed by a cuboid with single textures on its respective faces [53]. A more advanced approach, which has also been successful, is capturing images from a procedurally generated world with larger scene variety [54].

So far, the works mentioned have focused on object recognition, with Virtual KITTI [15] being one of the larger artificial datasets created for training these models. To our knowledge, there are no artificial datasets of similar size and variety with full body images of humans. Closest to it is the SOMAset [1], a dataset including 50 characters and 11 cloth variations. To build the SOMAset, the creators used MakeHuman [9], an open-source 3D human modelling software in which one can model characters by hand and export them to rendering engines that, in turn, can generate images of them. This is a manual process, which could have hindered the creators of the SOMAset from increasing its number
of characters. In our work, we aim at automating this process by scripting the character and image generation, similar to how it has been done for the generation of face images [30].

1.2.2 Image-to-Image Translation

Image-to-image translation is a field with the goal of translating images from one domain to another, with applications ranging from adding colour to a greyscale image [65] and from making a photograph look like The Starry Night by Van Gogh [16], all the way to increasing an image’s resolution [13]. With all its applications, this field has gained a lot of attention, and several methods, including convolutional neural networks [28] and regression [7], have been employed to make image-to-image translation a reality. However, while the aforementioned solutions achieve impressive results, they do not offer what we are looking for. We wish to find a network which can be taught to translate images from one style collection to another. For example, it should be able to learn how to translate photographs to the style of Van Gogh’s collection of paintings, rather than just to the style of The Starry Night. In addition to this, the network must also be taught in an unsupervised manner, i.e. it should be able to learn the translation without seeing any input-output pairs. Following the previous example, it should be able to learn without seeing photographs and their analog Van Gogh paintings, since such pairs do not exist.

In 2014, Ian Goodfellow was asked for a new way of making the computer generate photographs by itself [17]. The solution he presented was the Generative Adversarial Network (GAN, for short) [20]: a structure in which two networks, the generator and the discriminator, act as adversaries of one another, leading to a competition in which both actors improve over time. In this setup, the generator is a forger, attempting to create fake images which the critic (the discriminator) cannot tell from real ones. Thus, as the forger’s work becomes more realistic, the critic’s eye must be sharpened, and vice versa. As the level of both parties’ results increases, the images generated can deceive even the eyes of humans. In the classic GAN, the entire image synthesis is initiated solely by noise variables. However, it is also possible to input images to the GANs, based on the idea of the conditional GANs [36], which opens up the avenue of image-to-image translation based on the GAN framework [27].

One large constraint with the original GAN models for image-to-image translation is that they require supervision, meaning that the training images must come in pairs of e.g. one greyscale, and its analog, colourised, image. This problem has been addressed in multiple papers, where the common denominator is the inclusion of additional loss functions, i.e. new ways of directing the generator, in the GANs. Such a loss function could, for example, enforce that the translated images have similar pixel values to the original ones [47], so that the translation would not change the images’ overall structure, but still be able to affect details. In our work, where we are not necessarily interested in preserving pixel values, but rather the identity of our humans while still making large changes to the style of the images, we will make use of the CycleGAN framework [68]. The CycleGAN includes two generators: one takes images from the first to the second domain (e.g. greyscale to colour), and the other takes images from the second to the first (e.g. colour to greyscale). It also
introduces a cycle consistency loss, enforcing that if we translate an image from the first domain to the second, and then back again, we should obtain the original image. This is the key idea that allows us to teach a model to take generated images of humans and make them look more real.

The CycleGAN is a very general framework, with the ability to do well on multiple domains, depending on its training. It can learn how to translate sketches to photographs, maps to satellite images and summer to winter images \[68\]. Our application is not as general, but focuses on translating humans between different image domains while preserving their identities. For exactly this end, the Person Transfer GAN (PTGAN) \[57\] was proposed. This framework adds one more component to the CycleGAN structure: a loss that focuses on the human in the image before and after the entire image is translated. Compared to the general CycleGAN, the single-purpose PTGAN was shown by its inventors to improve the human translation results considerably \[57\].

### 1.2.3 Person Re-identification

Video surveillance has many applications. The first time a camera was used to remotely monitor an event was in 1942, when the Germans needed it to oversee the launch of V2 rockets. In 1970, cameras were placed in banks as an additional security measure against theft, and in 1992 parents began monitoring their families using so-called "Nanny cams". However, during all this time, the camera feed had to be supervised by humans. It was not until after the attack on the World Trade Center in 2001 that machine learning algorithms found their first use in surveillance, as facial recognition software became a high priority \[11\].

In this work, the surveillance application we are looking at is called person re-identification (re-id). Re-id is when we try to identify which images show the same person, for example as the person moves through the views of a set of cameras. This is a challenging task, as the images' features, such as illumination, environment and character pose, could change drastically between different camera views \[34\]. A working re-id algorithm must achieve two things: first, one needs to detect the person in the image. There is a multitude of methods used for detecting objects such as people in images \[35, 42, 43\], but we will assume that this part of re-id is done for us. Instead, we will focus on the second part, which is to, given images of people, say which images show the same person. The main idea behind the solutions to this problem is representing images of the same person in a way that they are similar, and images of different people in a way that they are dissimilar, even if that is not the case for the original images \[67\].

One of the first approaches to recognising an object present in images taken from different camera views was based on a hand-crafted appearance model \[24\]. This model, used to re-identify cars, explicitly considered attributes such as colour, length and width of the object. Relying on such hand-crafted features is a common approach in machine learning, and person re-identification models based on these have seen some success over the years \[3, 32, 64\]. However, finding features that are invariant to differences in pose or illumination is difficult. For example, a person's garments might look different from the front and
from the back, making it difficult to recognise that the person is the same based on colour alone. Due to the success of deep learning based approaches in image classification [31], re-id moved away from the more classic machine learning techniques. Instead of using hand-crafted feature extractors, re-id began leveraging artificial neural networks, where the model learns what features to look for itself [34, 63].

### 1.3 Contributions

Finding a way of generating full body images of humans, with random skin tones, camera angles, etc., was the first part of this work. We solved this together. During the second part, David explored the possibilities of scaling the generation, while Pontus looked into how we could improve the realism of our images. When we had made progress in those areas, we started working with the re-id part of the project together, while simultaneously making further improvements to the previous parts.

The introduction of this report was written by Pontus, while we cooperated in writing the remaining sections. The different trainings and evaluations we wanted to investigate and include in the report were carried out by David, after we had discussed what we wanted to try out.
Chapter 2

Approach

This chapter describes our approach to generating and using artificial images for person re-identification. Section 2.1 describes how we create our characters, how they are put in a scene, how images are captured and how we scale the process from generating one image to a million images. In Section 2.2, we explain the process we use to make our generated images look more like real ones using Generative Adversarial Networks [20]. The chapter is then closed by Section 2.3, in which we describe how we use our images to train models that can perform re-id, and how those models are tested to, in the end, give us a measurement of our artificial datasets’ potential. Table 2.1 shows our system, with its different phases and the different input and output of each phase.
### Table 2.1: Schematic table of our system, with the input and output of each phase. We begin by generating full body images of humans with randomised attributes (Sec. 2.1). After that, we use those images and real images to train a refiner model, which takes our generated images and make them look more like real ones (Sec. 2.2). The refined (or generated) images are then used to teach a model how to re-identify humans (Sec. 2.3.1). Optionally, this model can be finetuned to perform better when tested on images of real humans (Sec. 2.3.1). The final re-identification model is then tested on real images, yielding a measurement of our artificial dataset’s potential (Sec. 2.3.2).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generation</strong></td>
<td>Random character attributes</td>
<td>Generated images</td>
</tr>
<tr>
<td>(sec. 2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Refiner training</strong></td>
<td>+ Refiner model</td>
<td>Refiner model</td>
</tr>
<tr>
<td>(sec. 2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Refinement</strong></td>
<td>+ Refiner model</td>
<td>Refined images</td>
</tr>
<tr>
<td>(sec. 2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Re-id training</strong></td>
<td>or Re-id model</td>
<td>Re-id model</td>
</tr>
<tr>
<td>(sec. 2.3.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Finetuning</strong></td>
<td>Re-id model +</td>
<td>Finetuned re-id model</td>
</tr>
<tr>
<td>(sec. 2.3.1)</td>
<td>(Finetuned) Re-id model</td>
<td></td>
</tr>
<tr>
<td><strong>Evaluation</strong></td>
<td>+ (Finetuned) Re-id model</td>
<td>Performance measurement</td>
</tr>
<tr>
<td>(sec. 2.3.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.1 Generation

In this section, we describe how we create our characters and the environment they are in (Sec. 2.1.1). We also describe how we set up our camera for each image (Sec. 2.1.2), how we crop the images to have sizes similar to the sizes of images used in our re-id application (Sec. 2.1.3), as well as how we are able to go from generating one image to a million of them (Sec. 2.1.4).

2.1.1 Creating the Scene and its Inhabitants

From an empty space in Blender, the scene is initialised by the insertion of a cuboidal shape, which is used as our background environment. The inside of the cuboid can be seen in Figure 2.1a. In order to increase the background’s realism, we include the possibility to add different textures, so-called cubemaps, downloaded from Humus’ collection [39], to the cuboid. This results in scenes such as the one in Figure 2.1c.

![Figure 2.1](image)

(a) Simple background. (b) Background with simple colours. (c) Background with cubemap texture.

Figure 2.1: Initialisation of our scenes in Blender. From an empty space, we add a cuboidal shape (a). We can then either add some simple colours to the cuboid’s different faces (b), or a cubemap (c); the latter yielding a more realistic looking scene.

The characters we use are created with a Blender plugin called ManuelBastioniLAB [2] which adds functionality to create and modify human characters as seen in Figure 2.2. There are a lot of parameters which can be tuned in order to create a diverse dataset, but we have limited ourselves to changing the character age, mass, tone and skin. The plugin is also able to apply clothes and accessories to the characters (see Figure 2.2b). The clothes and accessories are made or adjusted by hand inside Blender and fitted to a template character supplied by the plugin. These items can then be applied to characters with different body types and sizes, as seen in Figure 2.2c, without any additional, manual adjustments. To get the characters into more natural poses, motion captures of walking people are loaded and applied to each character, allowing us to capture images of when our characters are walking around (see Figure 2.2d). The motion captures were downloaded from the CMU Graphics Lab Motion Capture Database [21].
2. Approach

(a) Basic character.  

(b) Simple clothes.  

(c) Different body types.  

(d) Different pose, colours, accessories and character.

Figure 2.2: The procedure for creating and setting up our human characters. We initialise characters in our scene, put clothes and accessories on them, and let them move around.
### 2.1.2 Positioning the Camera

The generator is able to render images from different viewpoints, which makes it useful for different use cases. For example, the generator can create images taken from above, as in a surveillance view, or images from the front, as from a web camera or a door camera. In order to achieve this, the user of the generator can define the distance from the character to the camera (the radius $R$) and the allowed polar angle interval (between the angles $\theta_1$ and $\theta_2$). This is represented as a *hemisphere segment*, on which the camera can be positioned (cf. Figure 2.3).

![Image of hemisphere segment](image)

**Figure 2.3:** The camera position is sampled within the blue area prior to each image being captured. The blue area is a hemisphere segment defined by the user as they choose the polar angles $\theta_1$ and $\theta_2$, along with the radius $R$.

We position the camera randomly on the defined hemisphere segment. To make sure that the probability of each allowed camera position is the same, we need to sample uniformly on the segment. Choosing a polar angle $\theta \in [\theta_1, \theta_2]$ and an azimuth angle $\phi \in [0, 2\pi)$ uniformly and mapping them to a sphere does not suffice, and will result in samples that are not correctly distributed [48]. Our strategy is shown in Figure 2.4, and goes as follows: we first sample two uniform variables $(\xi_1, \xi_2) \in [0, 1)^2$, and then map that sample to an intermediate point $(x_c, y_c, z_c)$ on the unit-height cylinder. The cylinder sample is then squeezed into a sample $(x_c, y_c, z'_{c})$ inside a height range $[h_2, h_1]$ defined by $\theta_1$ and $\theta_2$. Lastly, we project the cylinder sample onto the unit hemisphere, resulting in the sample $(x_s, y_s, z_s)$. The fact that this projection is area preserving, and thus results in uniform samples on the hemisphere segment, follows from Archimede’s Hat-Box Theorem [58].

The hemisphere is originally placed in the origin, and needs to be translated to the character’s position. After doing so, we translate the sample outwards until the distance to the hemisphere’s centre is $R$, resulting in a uniformly sampled camera position within the user-defined segment, as in Figure 2.3.

### 2.1.3 Cropping the Images

Since we are working with the second part of person re-identification, i.e. being able to tell if two images of people portray the same person, we want to generate images and crop them. For real images, we would use object detection algorithms [42] to detect which part...
2. Approach

\[\begin{align*}
\phi &= 2\pi \xi_1 \\
x_c &= \cos \phi \\
y_c &= \sin \phi \\
z_c &= \xi_2
\end{align*}\]

\[\begin{align*}
h_1 &= \cos \theta_1 \\
h_2 &= \cos \theta_2 \\
z'_c &= (h_1 - h_2)z_c + h_2
\end{align*}\]

\[\begin{align*}
z_s &= z'_c \\
d &= \sqrt{1 - z'_s} \\
x_s &= dx_c \\
y_s &= dy_c
\end{align*}\]

**Figure 2.4:** The strategy used for drawing uniform samples on a hemisphere segment defined by the two polar angles \(\theta_1\) and \(\theta_2\). First, we draw a uniform sample \([\xi_1, \xi_2] \in [0, 1]^2\) and map it to the unit cylinder (first row). The cylinder sample is then squeezed so that its height is in the range \([h_2, h_1]\) (second row), which is computed using the user defined angles \(\theta_1\) and \(\theta_2\). Lastly, the squeezed cylinder sample is projected onto the unit hemisphere (third row), resulting in a uniformly distributed sample on the hemisphere segment.

of the image contains the person, and crop the image based on that. For generated images, we instead leverage our graphics engine.

Graphics engines such as Blender describe their scenes as collections of 3D points and how they are connected to form objects [12]. To reduce the computational complexity of rendering an image, the engines often implement *bounding volumes*, which enclose the 3D objects [40]. Conveniently, the bounding volumes in Blender can be accessed by the user. Along with those, Blender also provides all the information about the cameras that is used. What that means, is that we can use the camera information to project the bounding volume enclosing our character onto our 2D image [10]. When projected onto 2D, this bounding volume, which is a cuboid in our case, forms a 2D polygon with eight corners. We find the largest and smallest \(x\) and \(y\) values of this polygon, respectively, and use those four values to form a rectangle. This rectangle then covers the entire character, and can be used for cropping. In addition to this, Blender allows us to define a *rendering border*, which determines what part of the camera’s view that should be rendered. Setting the rendering border along our rectangle then results in an image that is cropped as it is rendered, and we do not need to crop them as a post-processing step. Figure 2.5 shows a comparison of when we render an image without explicitly setting the rendering border, compared to when we set it based on the character’s projected bounding volume.
2.1 Generation

Figure 2.5: Comparison of when we render an image without explicitly setting the rendering border (red, dashed line) in Blender, and when we set it based on the character’s projected bounding volume (yellow line). Image (a) shows the default rendering border set by Blender, which results in image (b) when we finish rendering. In image (c) we show the projected bounding volume of our character, and how we have fit the rendering border to that projection in such a way that we ensure that no part of the character is outside of it. This operation results in the cropped image, (d).

2.1.4 Scaling the Generation

In order to generate images on a large scale, and be able to reproduce the results, we need a system that is stable, scalable and distributable. Blender and its plugins are written in Python, and are therefore easy to integrate and automate. Using the ManuelBastioniLAB [2] plugin, we were able to automate each of the steps we took in sections 2.1.1-2.1.3. MakeHuman [9], an application with similar features as ManuelBastioniLAB, would be an alternative for creating characters. However, it is a standalone application, and would therefore require first exporting from MakeHuman and then importing into Blender. Such operations could make it hard to automate the character creation process, and would have limited the possibility to vary the character attributes. In order to setup Blender with Python in a repeatable way, we used Docker [26]. This proved to be a crucial step in creating an easily distributed, stable and scalable environment.

When we generate images of a character, we use a lot of information to describe the scene, the character, the clothes and accessories, as well as the camera positions and character poses. Varying this information allows us to generate unique images, but we need to store the information to be able to reproduce them. The information is stored in a database, which is running inside a Docker container. The database also helps in keeping track of which images and characters are completed.

The image generation is done by workers. The workers connect to the database, where
they access the required information for each image (character mass, hair type, camera position sample, etc.) and then execute the Python scripts in order to set up the scene, create the character, position the camera, render each image and upload them to a central location. The workers can be stopped at any time and will only mark images as completed if they were rendered and stored successfully. Each worker fetches a job from a job queue, where the job instructs the worker which character to render. No two jobs hold information of the same character, meaning that no two workers will work on the same character simultaneously. The infrastructure can be seen in Figure 2.6, where the top box is the centralised part and the bottom box are the workers which can be distributed to multiple computers.

**Figure 2.6:** Infrastructure for the distribution of our image generation. The centralised part is handled by one computer which prepares the characters we wish to render, creates the job queue and stores the finished images. Other computers make up the distributed part. Each computer can maintain a number of workers, who fetch jobs from the job queue. During each job, the worker retrieves the required character attributes from the database, renders all images of a character, and uploads them to the storage. The worker then collects a new job from the queue. This process is repeated until the job queue is empty and all images are generated.
2.2 Refinement

This section describes how we attempt to close the gap in appearance between our generated images and images taken with real cameras, using image-to-image translation. We call this process refinement, and the idea is that the refined images will work better than the generated images for training re-id models that are to be used on real images.

2.2.1 Generative Adversarial Networks

The aim of a Generative Adversarial Network (GAN) [20] is to have a generator, $G$, learn to take samples $z$ from a distribution $p_z$ and turn them into samples $G(z)$ that are indistinguishable from samples coming from a data distribution $p_{\text{data}}$. (Henceforth, we will use the notation $x \sim p_x$ to denote that the sample $x$ is drawn from the distribution $p_x$. For example, $x \sim p_{\text{data}}$ is a sample drawn from the distribution $p_{\text{data}}$.) In the common case, the distribution $p_z$ is a noise distribution, with samples $z \sim p_z$ being noise vectors, while $p_{\text{data}}$ is a distribution over photographs. The generation of real images from noise relies on the inclusion of a second component to the setup: a discriminator, $D$, which acts as an adversary to the generator. The discriminator’s task is to take a sample (either a real sample, $x$, from $p_{\text{data}}$, or a fake sample, $G(z)$, created by the generator), and compute the probability that the sample came from the distribution $p_{\text{data}}$. It aims at setting a low probability, $D(G(z))$, for samples coming from the generator, and a high probability, $D(x)$, for samples coming from the data distribution, $p_{\text{data}}$. At the same time, the generator tries to maximise the probability of the discriminator making a mistake, i.e. it tries to maximise $D(G(z))$. The GAN framework is depicted in Figure 2.7.

While the idea of a GAN is general, and could be implemented in multiple ways, our GAN has both the generator and the discriminator implemented as feed-forward neural networks [19]. What this allows for is teaching the generator and the discriminator to perform well using backpropagation algorithms [45], meaning that we can define loss functions that tell the adversaries how well they performed on a given example, and have them both learn by minimising their respective losses. The discriminator, which should be able to distinguish well between fake samples $G(z)$, where $z \sim p_z$, and real samples $x \sim p_{\text{data}}$, has the loss

$$\mathcal{L}_D(D) = \mathbb{E}_{x \sim p_{\text{data}}} [-\log(D(x))] + \mathbb{E}_{z \sim p_z} [-\log(1 - D(G(z)))]$$

(2.1)

where $\mathbb{E}_{x \sim p_x}[f(x)]$ denotes the expected value of the function $f$ over the distribution $p_x$. In practice, we generally cannot find the exact value of $\mathbb{E}_{x \sim p_x}[f(x)]$, and we instead compute an approximation by averaging the function values, $f(x)$, over all available samples, $x \sim p_x$. The discriminator’s loss (2.1) has a larger value when the probability $D(x)$ is low, and a smaller value when the probability $D(G(z))$ is high. Thus, to minimise this loss, the discriminator must minimise the probability that generated images, $G(z)$, are real, while simultaneously maximising the probability that samples $x \sim p_{\text{data}}$ are real. The generator, on the other hand, whose goal is to fool the discriminator, wants the samples $G(z)$ to result in a large probability $D(G(z))$. The loss it tries to minimise is therefore

$$\mathcal{L}_G(G) = \mathbb{E}_{z \sim p_z} [-\log(D(G(z)))]$$

(2.2)
2. Approach

![Figure 2.7: Description of the GAN framework. Given is a noise vector, \( z \), and a photograph, \( x \). The noise vector is put through the generator, \( G \), resulting in a new image \( G(z) \). The discriminator, \( D \), takes this image and computes the probability, \( D(G(z)) \), that it came from the data distribution, \( p_{\text{data}} \). It tries to minimise this probability, while it also tries to maximise the probability, \( D(x) \), that the photograph, \( x \), is drawn from \( p_{\text{data}} \). (Note that the probabilities in the figure are for illustrative purposes only, and that there is no direct connection between the values of \( D(G(z)) \) and \( D(x) \).) Meanwhile, the generator attempts to maximise \( D(G(z)) \), leading to it and the discriminator becoming adversaries.](image)

whose value decreases as the probability \( D(G(z)) \) increases. We can combine the adversaries’ losses and obtain the final objective function of the GAN:

\[
\mathcal{L}_{\text{GAN}}(G, D) = \mathbb{E}_{x \sim p_{\text{data}}} \left[ \log(D(x)) \right] + \mathbb{E}_{z \sim p_z} \left[ \log(1 - D(G(z))) \right],
\]

(2.3)

where we find the optimal generator, \( G^* \), by solving

\[
G^* = \arg \min_G \max_D \mathcal{L}_{\text{GAN}}(G, D).
\]

(2.4)

Theoretically, the game between the generator and the discriminator has a global optimum where the generative distribution, i.e. the distribution that our fake images \( G(z) \) belong to, is equal to the data distribution \( p_{\text{data}} \) [20], at which point the generated samples are indistinguishable from real ones. As they propose the GAN, the authors also propose a training algorithm, based on the aforementioned losses (2.1) and (2.2), which they prove to converge at this optimum. While the feed-forward neural networks have a hard time reaching this theoretical optimum in practice, they are still able to provide us with a generator that can generate images which, in many cases, are hard to distinguish from photographs.
2.2.2 Conditional Generative Adversarial Networks

Shortly after the introduction of GANs, researchers started looking at conditioning the setup on some data \( y \) [36], posing the question whether or not we could steer the generation to a conditioned data distribution \( p_{\text{data}}(x|y) \). For instance, we could let the data distribution \( p_{\text{data}} \) be over the MNIST handwritten digits database [33], and condition on that set’s different labels (i.e. the digits 0 – 9). This would allow the generator to learn how to generate digits of our choice, steered in that direction by the label \( y \) that we condition on.

It turns out that, in practice, what this conditioning comes down to is that the generator takes the data \( y \) as input alongside the original noise sample, \( z \sim p_z \), while the discriminator takes either the pair \((G(z), y)\), or the pair \((x, y)\), where the sample \( x \) was drawn from \( p_{\text{data}}(x|y) \). For example, to generate digits similar to those of the MNIST dataset, the data \( y \) was a vector with a 1 at the index corresponding to the digit we wanted to generate, and 0s filling the other vector slots. The vector \( y \)’s pair was then an image, \( x \), that showed the digit corresponding to the index of the 1 in \( y \) [36]. Now, the idea of conditional GANs (cGANs) can be extended to use entire images as conditional data, allowing for generation of e.g. satellite images based on maps, photos based on sketches and coloured images based on greyscale ones. To achieve this extension, the creators of the pix2pix model [27] (see Figure 2.8) changed the original cGAN structure in two important ways. Firstly, they discarded the noise input \( z \), and only input an image \( y \) to the generator. This was a change made due to the authors discovering that the noise vector they gave the system was largely ignored. However, maintaining a model’s stochasticity during training is crucial as it reduces overfitting [49], i.e. when the model performs well during its training, but makes large errors when presented with new data. Therefore, instead of the noise input, the inventors of pix2pix added dropout [50], which is a way of injecting stochasticity into the network by randomly omitting some of its neurons for each training case. The second change was the addition of another loss function to the generator, namely

\[
L_{\text{sim}}(G) = \mathbb{E}_{(x,y) \sim p_{\text{data}}} \left[ ||x - G(y)||_1 \right], \tag{2.5}
\]

where \( p_{\text{data}} \) now is a distribution from which we draw the image pairs, \((x,y)\). This loss imposes that the generated image, \( G(y) \), should be similar to a ground truth image, \( x \). There are two things to note here. The first one is that, with this loss, we have added the requirement of a ground truth image. Thus, the pix2pix model is supervised, and we need input-output pairs in order to train our model. We also note that the addition of another loss, which helps train our model towards a certain goal, e.g. similarity to the ground truth in the case of the similarity loss (2.5), is easily done to the GAN framework due to its feed-forward neural network and backpropagation foundation. Making the model take a new loss into consideration while training simply requires us to add it to the GAN’s objective function.
Figure 2.8: Description of the pix2pix framework [27]. Given is a pair of images, $x$ and $y$. The generator, $G$, translates $y$ to a new image, $G(y)$. The discriminator, $D$, takes both the input image, $y$, and the generator’s output, $G(y)$, and tries to tell whether or not the two images make a pair. Its prediction is presented as the probability $D(G(y), y)$, which it aims at minimising, since the two images do not make a correct pair. At the same time, it tries to maximise the probability $D(x, y)$, since $x$ and $y$ do make a correct pair. In addition to attempting to maximise the probability $D(G(y), y)$, the generator also aims at minimising the pixel-wise difference between its output, $G(y)$, and $y$’s correct pair, $x$. Notice how this framework requires the pair $x$ and $y$ (in this case a greyscale image, $y$, and the corresponding colour image, $x$). Such pairs cannot be provided in all applications; one example being when we wish to translate images of fake humans to images of real ones. The probabilities in the figure are for illustrative purposes only.
Our goal is to translate images of computer generated humans to images of humans taken with real cameras. One obvious obstacle here is that we do not know how our generated humans would look if they were real and we had taken photographs of them. In other words, we have no input-output pairs. This fact rules out the possibility to use losses such as the similarity loss (2.5) for guiding the generation. Instead, we must find a model that, in an unsupervised manner, allows us to translate images from one domain (generated humans) to another (real humans) and preserve the identities of the characters so that the images portraying them can still be used to train re-id models.

Unsupervised learning for collection style transfer (e.g. Van Gogh paintings \(\leftrightarrow\) photographs) can be achieved with the CycleGAN framework [68]. The CycleGAN has two generators, \(G_A\) and \(G_B\): the first takes images from domain A and translates them to domain B, and vice versa in the second generator’s case. The idea is then to include a loss function that incentivises that the input image, \(a\), from domain A is well reconstructed after passing it through \(G_A\) and then through \(G_B\), i.e. \(a \rightarrow G_A(a) \rightarrow G_B(G_A(a)) \approx a\). Having such a loss should enforce that the generator \(G_A\) preserves the overall structure of the input image, as there must be enough information remaining in the output, \(G_A(a)\), for the second generator to have the possibility of generating an output, \(G_B(G_A(a))\), satisfying that \(G_B(G_A(a)) \approx a\). Similarly, we want an image, \(b\), that comes from domain B, and is passed through generators \(G_B\) and \(G_A\), to be well reconstructed, i.e. \(b \rightarrow G_B(b) \rightarrow G_A(G_B(b)) \approx b\). The cycle consistency loss becomes

\[
\mathcal{L}_{\text{cyc}}(G_A, G_B) = E_{a \sim p_{\text{data}}(A)}[||a - G_B(G_A(a))||_1] + E_{b \sim p_{\text{data}}(B)}[||b - G_A(G_B(b))||_1],
\]

(2.6)

where \(p_{\text{data}}(A)\) denotes the data distribution of images from domain A, while \(p_{\text{data}}(B)\) denotes the data distribution of images from domain B. Furthermore, with the addition of \(G_B\), we also add a second discriminator, \(D_B\), that tries to distinguish between images coming from \(G_B\) and images, \(a\), that originally are from domain A. The full objective function becomes

\[
\mathcal{L}(G_A, G_B, D_A, D_B) = \mathcal{L}_{\text{GAN}}(G_A, D_A) + \mathcal{L}_{\text{GAN}}(G_B, D_B) + \lambda \mathcal{L}_{\text{cyc}}(G_A, G_B),
\]

(2.7)

where \(\lambda\) is a hyperparameter allowing the user to set the relative impact of the adversarial and cycle consistency losses, and we now find the optimal generators by solving

\[
G_A^*, G_B^* = \arg \min_{G_A, G_B} \max_{D_A, D_B} \mathcal{L}(G_A, G_B, D_A, D_B).
\]

(2.8)

In summary, our setup now includes two cGANs in opposite directions, which work in parallel towards, in the end, producing a generator \(G_A\) that can take an image from domain A and make it indistinguishable from images from domain B while preserving the image’s overall structure. The feed-forward neural networks that represent the generators and discriminators are, as mentioned in Section 2.2.1, trained with backpropagation algorithms to solve (2.8). As opposed to the pix2pix framework, the CycleGAN does not require input-output pairs. A schematic view of the CycleGAN can be seen in Figure 2.9.
Figure 2.9: Schematic view of the CycleGAN [68], which achieves collection style transfer after unsupervised training. We input two images: \( a \) from domain A (generated human images) and \( b \) from domain B (real human images). The model contains two generators, \( G_A \) and \( G_B \), which translate images from domain A to domain B, and from domain B to domain A, respectively. There are also two discriminators, \( D_A \) and \( D_B \): the first one tries to distinguish between genuine domain A images (\( a \)) and fake domain A images (\( G_B(b) \)), while the second one aims at distinguishing between genuine domain B images (\( b \)) and fake domain B images (\( G_A(a) \)). The generators are trained to keep image similarities when they are cycled through both generators, i.e. \( a \rightarrow G_A(a) \rightarrow G_B(G_A(a)) \approx a \) and vice versa for domain B image \( b \). As opposed to the pix2pix framework, the given images \( a \) and \( b \) do not need to form pairs. The probabilities in the figure are for illustrative purposes only.
The CycleGAN allows us to translate images between two domains in an unsupervised manner and still preserve the overall image structure. However, it does not necessarily preserve the identity of humans in the images, which is an attribute essential for our application. A framework that teaches its generator exactly this trait is the Person Transfer GAN (PTGAN) [57]. The authors achieve this by extending the CycleGAN objective (2.7) with another loss, which enforces that the human in the image should be similar before and after the entire image is translated. One way to do this is by removing the background in the original and translated images, and then compare them. Removing the background can be done by multiplying the images element-wise with a mask, $M(\cdot)$ (cf. Figure 2.10).

![Figure 2.10: Figure showing the masking operation. The original image $a$ is multiplied, element-wise, with its mask, $M(a)$, to yield an image $a \odot M(a)$ where the character in the image is singled out.](image)

Attaining masks is not a trivial task for the computer, and we do not want to do it by hand. One solution to the problem is deep learning based models that can take an image as input, and generate a corresponding mask. We use the Mask R-CNN [22] model to generate masks for our real human images. In the case of our artificial images, however, we do not need a neural network to extract masks, since we can do it ourselves during the image generation. With the masks, we now have a way of comparing the character in an image before and after it has been translated, and can encourage our generators to keep the character from being heavily altered through the translation, incentivising identity preservation. The loss leading to this, called the *identity loss*, $L_{ID}$, is defined as

$$L_{ID} = \mathbb{E}_{a \sim p_{data}(A)} ||(G_{A}(a) - a) \odot M(a)||_2 + \mathbb{E}_{b \sim p_{data}(B)} ||(G_{B}(b) - b) \odot M(b)||_2,$$  \hspace{1cm} (2.9)

with $\odot$ denoting element-wise multiplication. The $l_2$ norm ($|| \cdot ||_2$) is shown to produce blurrier results than the $l_1$ norm ($|| \cdot ||_1$) [27] and after some preliminary tests we therefore change the norms in the identity loss (2.9) from $l_2$ to $l_1$. 
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2.3 Benchmark

To evaluate the potential of our datasets, we use them to train re-identification models. In this section, we describe how our models are trained, how we evaluate their accuracy, and the tools that we use in the process. All datasets are divided into three parts: a training set, a validation set and a test set. The test set and validation set consists of 100 separate characters each, and the rest are placed in the training set. There is no overlap between the three sets. The training set makes up the examples our model sees during its training, while the validation set is used to validate our model as it is training, allowing us to keep track of potential overfitting [49], and stop training before overfitting occurs. When a model has been trained using the training set, and selected using the validation set, it is evaluated on the previously unseen images in the test set, yielding a performance measurement.

2.3.1 Training

The idea of the training is that our model should learn how to embed images in a feature space, in which images of the same person are close to each other, and images of different people are far apart [67]. Here, embedding an image \( x \) in a feature space means applying a function \( f : \mathbb{R}^{H \times W \times C} \rightarrow \mathbb{R}^N \) to it, which takes it from \( \mathbb{R}^{H \times W \times C} \), where \( H \), \( W \) and \( C \) is the height, width and number of channels in our images, respectively, to a single vector \( f(x) \in \mathbb{R}^N \), with \( N \) being the length of the vector. This function is represented by an artificial neural network, meaning that applying the function to an image is done by passing the image through the network. Our code framework (see Section 2.3.4) allows us to choose the architecture of this network. How close the characters in two images are is then measured by computing the Euclidean distance between the feature embeddings of the two images. This setup is outlined in Figure 2.11.
Figure 2.11: The evaluation setup. Images $x$ and $y$ are run through the feature embedding network, $f$, resulting in feature vectors $f(x)$ and $f(y)$. The architecture of the feature embedding network is determined by an option passed to our code framework (see Section 2.3.4). In this case, where the characters in the two images do not share identity, the two feature vectors should have a large (Euclidean) distance, $\|f(x) - f(y)\|_2$, between each other. When the characters do share identity, the distance should instead be small. The aim of the training is to have the network, $f$, adjust itself so that the features it produces have those properties.
Now the question is how the network is taught to embed our images in a good way. Similar to the networks used in our refiner (cf. Section 2.2), the feature embedding network, $f$, is a feed-forward neural network, and we teach it using backpropagation algorithms. This means that we have to add a loss function to the network, so that we can tell it how well it did for a given example. As was the case with the architecture of our feature embedding network, $f$, our code framework allows us to choose the loss function that we want to use. Our choice of loss function was the softmax loss [61], which is intended to enforce our model to classify each image as one of $M$ classes, where $M$ is the number of identities we allow the network to train on. In other words, it should teach the network to say which person is in an image, when it has $M$ people to choose between. If the network classifies an image as portraying the correct individual, the loss is small, and vice versa. In our setup, the classification part is made up of a smaller network, which applies a function $g : \mathbb{R}^N \to \mathbb{R}^M$ to the feature vector $f(x) \in \mathbb{R}^N$, resulting in a new vector, $g(f(x)) \in \mathbb{R}^M$. The values in $g(f(x))$ are in the range $(0, 1)$ and can be seen as probabilities: a high value $g(f(x))_i$, $i \in \{1, 2, \ldots, M\}$, implies that the network predicts that character $i$ is portrayed in image $x$, while a low value implies the opposite. Moreover, as the values in $g(f(x))$ are probabilities, they satisfy $\sum_{i=1}^{M} g(f(x))_i = 1$. Now, for each example, we obtain a loss based on the vector $g(f(x))$, which is used to train the entire model, i.e. it is used for training both the feature embedding network, $f$, and the classifier, $g$, and both of these are therefore trained as one large model. Figure 2.12 shows this setup.
Figure 2.12: The training setup is based on the softmax loss. An image is run through the feature embedding network, $f$, resulting in a feature vector $f(x)$. The feature vector is then passed through another, smaller network, $g$, which outputs a vector of probabilities, $g(f(x))$. This vector contains one element per character identity in our training set (with $M$ identities), and each element represents the probability that the input image shows the corresponding character. Ideally, and this is what we teach the model to aim for, this vector should contain only 0s except for the element corresponding to the character in the input image, which should be a 1. The architecture of the feature embedding network, $f$, is selected by passing it as an option to our code framework (see Section 2.3.4). The addition of the classifier, $g$, is done when one passes the softmax loss as the choice of loss to the aforementioned framework. With other choices of the loss, the training setup is different.
When the model is trained to correctly classify the images we give it, the idea is that the features we obtain after passing images through the feature embedding network, $f$, should contain enough information to separate characters from each other. Put differently, given two images $x$ and $y$, the trained network should yield features $f(x)$ and $f(y)$ which are far apart, i.e. $\|f(x) - f(y)\|_2$ is large, if the images contain different individuals, and close together, i.e. $\|f(x) - f(y)\|_2$ is small, if the images contain the same character.

Due to the appearance gap between artificial and real human images, a model trained on artificial images might have difficulties performing re-identification on real human images. However, the model is still trained to embed human images of some sort, which could make it a good starting point for training a new model that works better on real human images. Using a model trained on artificial images as the starting point for training a model with real human images is a type of fine-tuning \cite{1, 30}. Finetuning is done by first training a model with an initial dataset, and then re-adjusting parts of the model and continue training with another dataset. In our case, we initially train a model with a dataset of artificial images, and then we continue training the model with real human images. Before we start using the real human images, we lower the rate at which the feature embedding network, $f$, is learning, and we reset the whole classification network, $g$. If there is a difference in the number of identities ($M$) between the datasets, we change the classification network, $g$, to output a vector of the correct length.

### 2.3.2 Evaluation Method

A trained model’s accuracy is measured using the different feature vectors we obtain after passing images through its feature embedding network, $f$ (cf. Figure 2.11). The evaluation is set up as follows:

1. Randomly choose 100 identities from an evaluation set (the validation set during training, and the test set during testing).
2. For each of the 100 identities, randomly pick two images. Put the first image into the query, and the second one into the gallery.
3. Compute and store the feature vector $f(x)$ for each image $x$ in the query and the gallery.
4. For each image $x_i$, $i = 1, 2, \ldots, 100$, in the query:
   (a) Compute the distance between its corresponding feature vector, $f(x_i)$, and all the feature vectors of the gallery.
   (b) Sort the distances in ascending order.
   (c) See if the shortest distance is to the image in the gallery which portrays the same identity as the query image, $x_i$. If so, we have a rank 1 hit. If not, do the same thing for the second shortest distance. If the identities match, we have a rank 2 hit. Continue in the same fashion until the match is found.
   (d) For a rank $k$ hit, store a vector $v_i = [0, 0, \ldots, 0, 1, 1, \ldots, 1]$.
5. Sum all the vectors $v_i$, $i = 1, 2, \ldots, 100$, and divide each element in the resulting vector by 100.
The result of step 5 is a vector called the cumulative matching characteristic (CMC). The CMC shows us the percentage of our identities that resulted in rank \( k, k = 1, 2, \ldots, 100 \), hits, and it is usually presented as a curve (see e.g. Figure 3.1e). Ideally, we would only have rank 1 hits, as that would imply that all our images were matched correctly. This would then result in a horizontal curve at the value 1.

### 2.3.3 Validation

During training, the model is continuously validated to see how well the training is progressing. This is done by evaluating the model on the images in the validation set, following the procedure in Section 2.3.2. We compute a validation score at the end of each epoch, i.e. after a fixed number of training iterations, by summing the elements of the CMC (i.e. computing the area under the curve). This score should be a good measurement of how good our model is, as it is less prone to noise than the rank 1 accuracy, but is still larger the better our model’s ranking accuracy is. By validating our model after each epoch, we can analyse how the score is developing, and see when the model is not getting any better, or starts overfitting to the training data [49]. Our final model is then chosen as the version of our model that achieved the highest validation score during training. We allow the training to run for many iterations, which should imply that we reach a peak, or a plateau, in validation score before the training finishes. Once there, we deem the model to have extracted as much information as it could from its training examples, and it should make a good representation of the dataset’s potential. Therefore, the model should also be comparable to other models trained using the same procedure.

### 2.3.4 Code Framework

Open-ReID [60] is an open-source framework containing implementations of different re-id algorithms [23, 61, 62], and multiple commonly used metrics for evaluation. The framework also includes a data handler, allowing a new type of dataset (one containing artificial images, in our case) to be handled by the framework without us having to make major adjustments to neither the framework nor the dataset. The different algorithms and evaluation metrics can easily be set via the framework’s execution options. The options include possibilities to use different network architectures for the feature embedding network, \( f \), and the loss on which the training is based. Open-ReID includes the features we need to efficiently and repeatably compare the potential of our generated datasets, and was therefore our choice of evaluation framework. Note that, while we aim for optimal accuracy in each training, we focus on comparing our results to each other and not to state-of-the-art results.

We used the Inception [52] architecture for the feature embedding network and the softmax loss function for training. These options are implemented and included in the Open-ReID framework. The choice of the softmax loss function is what introduces the classifier, \( g \), to our model (cf. Figure 2.12). The framework’s data handler expects a set number of cameras for each dataset, but our artificial images did not have any fixed number of cameras.
or camera positions. Therefore, we randomly assigned one of two cameras to each image. All tests were done according to the CUHK-CMC calculations implemented in the Open-ReID framework.

### 2.3.5 Test Data

Our main tests have been done on the CUHK03 [34] dataset, which includes 1467 characters and 28193 images. It is not thoroughly documented, but the dataset includes both manually cropped and automatically cropped images of the same frames. The manual cropping means that the interesting part of the image (the character) has been cut out by hand, while the automatically cropped images have instead been cut out by a detector [34]. We used 100 test characters, defined and included in the dataset, for all our tests. During training we used the remainder of the images. The handling of the dataset is implemented in the Open-ReID framework [60].
Chapter 3

Evaluation

With the following evaluation, we aim at answering the following questions:

• How does changing the attributes of our generated images, i.e. backgrounds, number of accessories, types of garments, etc., affect the re-id model’s accuracy?

• Does training on generated images passed through our refiners improve our model’s accuracy?

• How does a model trained on artificial data compare to a model trained on only real data?

• Can we use real and artificial data jointly to create a model that outperforms the one trained on only real data?

To this end, we use four datasets with different attributes, created using the methods described in Section 2.1. Each of the datasets is given a number I - IV, and we will refer to their images as generated images. The images in dataset I are simple, with characters wearing plain coloured clothes and that do not have hair, shoes or accessories. Furthermore, the room’s colours are the same for each character: the walls are red and the floor is grey. Dataset II adds some simple textures to the clothes, and this dataset has varied wall and floor colours for each character. Datasets III and IV both include more accessories and clothes, while dataset IV is the only dataset where we use a cubemap. Each dataset includes 1500 unique characters and 10 images of each character. Table 3.1 contains a summary of information about each of the four datasets. Samples from the datasets can be found in Appendix B, on pages 64-67.

The datasets are used, along with real images from the CUHK03 dataset, to train one CycleGAN refiner model each. When dataset $D$ has been translated to the domain of CUHK03 images, using its corresponding refiner, we denote it $R-D$, and the images in
R-D are then referred to as refined. For $D = IV$, we also trained a PTGAN refiner. We distinguish between images from that and images from the CycleGAN refiner by denoting the corresponding datasets R-IV (CycleGAN) and R-IV (PTGAN). Samples of the refined images can be seen in Appendix B, on pages 68-72. After that, all our artificial datasets, i.e. datasets I - IV and datasets R-I – R-IV, are used to train one re-id model each, according to the training schemes presented in Section 2.3.1. We will refer to a model trained on dataset $D, D \in \{I, II, III, IV, R-I, R-II, R-III, R-IV (CycleGAN), R-IV (PTGAN)\}$, as model $D$. These models are then all tested on a set of 100, previously unseen, images from the CUHK03 dataset, following the evaluation protocol outlined in Section 2.3.2. In Section 3.1.1 we compare models I - IV, while Section 3.1.2 contains a comparison between models R-I – R-IV.

During all trainings we let the validation score converge to assure that each model’s potential was reached (cf. Section 2.3.3). The validation scores of the models that produced the results included in Section 3.1 can be found in Appendix C, pages 73-79.

Table 3.1: Datasets used for evaluation and analysis, where the size of a dataset is the number of characters times the number of images per character.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1500 × 10</td>
<td>Plain background, only shirts and pants, bright colours on clothes.</td>
</tr>
<tr>
<td>II</td>
<td>1500 × 10</td>
<td>Plain, varied backgrounds, only shirts and pants, textures on clothes.</td>
</tr>
<tr>
<td>III</td>
<td>1500 × 10</td>
<td>Plain, varied backgrounds, shirts, pants, hair, more textures on clothes.</td>
</tr>
<tr>
<td>IV</td>
<td>1500 × 10</td>
<td>Cubemap background, all available clothes and accessories, mixed textures on clothes.</td>
</tr>
</tbody>
</table>
3.1 Results

3.1.1 Training on Generated Images

With this section, we investigate the impact of different attributes in our dataset using datasets I - IV. Sample images from these datasets can be seen in Figure 3.1. The results of testing models I - IV on the CUHK03 dataset can be seen in Figure 3.1e, where the chance curve represents randomly guessing a match for each character in the query.

Figure 3.1e and table 3.2 show that all models perform better than chance, but have low accuracy for higher ranks (e.g. rank 1). The improvement from model I to II is significant, but it is hard to tell which change between the datasets had the most effect on the accuracy. Datasets III and IV both include more accessories and clothes, but the model based on dataset II still performs better than model III. Dataset IV is the first to add cubemaps as backgrounds, making the images look more real to the human eye. While it is the model that performs best, the difference is not as significant as one might believe when considering the difference in realism of dataset IV compared to the other three sets. The results for model IV are comparable to the results of the pre-deep learning approaches trained and tested on CUHK03 [59].

Table 3.2: Cumulative matching characteristics from our evaluations of models I - IV on the CUHK03 test set. Each row shows the corresponding model’s accuracy on different ranks (in percentage). Chance is included for reference.

<table>
<thead>
<tr>
<th></th>
<th>Rank 1</th>
<th>Rank 5</th>
<th>Rank 10</th>
<th>Rank 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance</td>
<td>1.0</td>
<td>5.0</td>
<td>10.0</td>
<td>20.0</td>
</tr>
<tr>
<td>I</td>
<td>2.5</td>
<td>10.2</td>
<td>18.5</td>
<td>31.7</td>
</tr>
<tr>
<td>II</td>
<td>6.5</td>
<td>19.2</td>
<td>29.4</td>
<td>45.6</td>
</tr>
<tr>
<td>III</td>
<td>7.0</td>
<td>18.8</td>
<td>28.7</td>
<td>42.7</td>
</tr>
<tr>
<td>IV</td>
<td>7.0</td>
<td>21.2</td>
<td>31.7</td>
<td>47.0</td>
</tr>
</tbody>
</table>
3. Evaluation

(a) I.  
(b) II.  
(c) III.  
(d) IV.

Figure 3.1: Figures (a)-(d) hold samples from datasets I - IV. Figure (e) shows the results of our evaluations of models I – IV on the CUHK03 test set, where the colours of the frames in figures (a)-(d) correspond to the colours in plot (e). For instance, model I’s result is shown in orange. Figure (e) shows that models II - IV perform similarly, while model I performs slightly worse.
### 3.1.2 Training on Refined Images

In this section, we will look at the refined images in datasets R-I – R-IV, from which sample images can be found in Figure 3.2. Comparing the images in Figure 3.1a-3.1d and Figure 3.2a-3.2d, the effects of the refiner is noticeable. Most of the colours are more dull, the backgrounds are heavily modified, and there are some artefacts around the characters, making some shapes hard to tell apart. Figure 3.2e shows a large overall accuracy improvement for all models, compared to those trained on datasets I - IV, answering the question if training on refined data improved the resulting model’s accuracy. The results of model R-IV (see table 3.3) is comparable to the results of the first deep learning approach used on CUHK03 [34, 59]. Comparing the results of models I - IV to those of models R-I – R-IV, we see that there are larger differences between the models’ accuracy when they are trained on refined data compared to when generated data is used. Furthermore, dataset R-II does not result in a model that performs similar to the ones yielded with datasets R-III and R-IV, which was the case for dataset II compared to datasets III and IV. Model R-III and R-IV still achieve similar accuracy, however. We also see that, in each case, a model trained on refined data achieves a higher accuracy than a model trained on generated data (cf. tables 3.2 and 3.3).

Figure 3.3 shows samples and a CMC plot yielded by models that were trained on datasets IV, R-IV (CycleGAN), R-IV (PTGAN), and also the CUHK03 dataset itself (but on a set of images separate from the test set). In Figure 3.3e we see the accuracy improvements that our refiner lead to, but we also see how the model that is trained on the CUHK03 dataset outperforms even model R-IV by a large margin.

**Table 3.3**: Cumulative matching characteristics from our evaluations of models R-I – R-IV on the CUHK03 test set. Each row shows the corresponding model’s accuracy on different ranks (in percentage). The table also includes the evaluation result of the model that we trained on images from the CUHK03 set.

<table>
<thead>
<tr>
<th></th>
<th>Rank 1</th>
<th>Rank 5</th>
<th>Rank 10</th>
<th>Rank 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-I</td>
<td>8.1</td>
<td>23.9</td>
<td>35.8</td>
<td>51.7</td>
</tr>
<tr>
<td>R-II</td>
<td>13.1</td>
<td>32.9</td>
<td>46.0</td>
<td>62.5</td>
</tr>
<tr>
<td>R-III</td>
<td>19.2</td>
<td>43.9</td>
<td>57.6</td>
<td>73.6</td>
</tr>
<tr>
<td>R-IV</td>
<td>22.2</td>
<td>48.2</td>
<td>62.0</td>
<td>76.8</td>
</tr>
<tr>
<td>CUHK03</td>
<td>74.1</td>
<td>94.7</td>
<td>97.7</td>
<td>99.0</td>
</tr>
</tbody>
</table>
Figure 3.2: Figures (a)-(d) hold samples from datasets R-I – R-IV. Figure (e) shows the results of our evaluations of models R-I – R-IV on the CUHK03 test set, where the colours of the frames in figures (a)-(d) correspond to the colours in plot (e). We see that models R-III and R-IV show the best accuracy, while model R-II is slightly worse, and model R-I yields the worst accuracy.
3.1 Results

(a) Generated (IV).
(b) CycleGAN (R-IV).
(c) PTGAN (R-IV).
(d) CUHK03.

Figure 3.3: Figures (a)-(d) hold samples from datasets IV, R-IV (CycleGAN), R-IV (PTGAN) and CUHK03. Figure (e) shows the results of our evaluations of models IV, R-IV (CycleGAN), R-IV (PTGAN) and a model that we trained on CUHK03 images, where the colours of the frames in figures (a)-(d) correspond to the colours in plot (e). The evaluation was done on the CUHK03 test set. We can see that the model trained on CUHK03 images outperforms the other three, and that model R-IV (CycleGAN) performs better than models IV and R-IV (PTGAN).
3. Evaluation

3.1.3 Training on Artificial and Real Images

To answer the question if artificial and real data can be combined to train a model, we used initial trainings as in the previous section and finetuned them with real data (cf. Section 2.3.1). Figure 3.4 and table 3.4 show the accuracy of models that were initially trained on datasets IV, R-IV (CycleGAN) and R-IV (PTGAN), respectively, before being finetuned on the CUHK03 set. Using generated data for the initial training reduces the accuracy on CUHK03, and so does using the data that was refined with the PTGAN. The model that was initially trained on dataset R-IV (CycleGAN) produced a CMC that was similar to the one produced by the model trained on images from the CUHK03 set.
3.1 Results

Table 3.4: Cumulative matching characteristics from evaluation of finetuned models, along with the model we trained on only CUHK03 images. The models were tested on the CUHK03 test set. Each row shows the corresponding model’s accuracy on different ranks (in percentage).

<table>
<thead>
<tr>
<th>M</th>
<th>Rank 1</th>
<th>Rank 5</th>
<th>Rank 10</th>
<th>Rank 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV + CUHK03</td>
<td>67.6</td>
<td>90.5</td>
<td>95.7</td>
<td>98.3</td>
</tr>
<tr>
<td>R-IV (CycleGAN) + CUHK03</td>
<td>72.9</td>
<td>93.0</td>
<td>96.4</td>
<td>98.3</td>
</tr>
<tr>
<td>R-IV (PTGAN) + CUHK03</td>
<td>66.5</td>
<td>88.6</td>
<td>94.4</td>
<td>97.5</td>
</tr>
<tr>
<td>CUHK03</td>
<td>74.1</td>
<td>94.7</td>
<td>97.7</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Figure 3.4: CMC yielded by models initially trained on artificial images and finetuned on CUHK03 images. The models were tested on the CUHK03 test set. Including artificial images in the training reduces the models’ final results in each of the cases, compared to only using CUHK03 images.
3. Evaluation

3.2 Discussion

3.2.1 Analysis

Looking at Figure 3.1, we see that all four models have rather low accuracy. Models II - IV show similar accuracy, while model I performs worse. In order to see if the models did not train properly or if they could not handle the appearance difference between training images and real human images, we tested models I - IV on their corresponding test sets. The results can be seen in Figure A.1 in Appendix A, page 60. They show high accuracy for all models, implying that the problem lies in the appearance differences compared to real human images. We believe that, with the vibrant colours of our generated datasets, the re-id models trained on them become closer to colour re-identifiers than person re-identifiers, as the colour variations in the datasets make the characters identifiable based on their cloth colours alone. The real human images pose a larger difficulty, as the people within them cannot be re-identified based only on their cloth colours, which might be why our models do not achieve high accuracy when tested on such. The reason, then, that models II - IV perform better than model I could be that the cloth colours in the corresponding datasets are less saturated, making them look more like the colours in the CUHK03 set. Moreover, the fact that the backgrounds are more varied in the latter three sets could suggest that the re-id models have to learn how to reduce the background’s impact on its predictions, helping them to perform well despite being faced with new backgrounds. In the case of the first dataset, the model might instead learn to look for, and neglect, a certain background. When that background is then changed in the test case, the model cannot recognise it, and could begin using the background to identify the character in the image, making the identification more difficult.

The results in Figure 3.1 and 3.2 give us some information about how the attributes of a dataset impact the model’s accuracy. We see that with a dataset containing more cloth types, cloth textures, hair styles, and accessories, the resulting model’s accuracy increases. The improvement is negligibly small between datasets II - IV, but, when the datasets are put through the refiners, we see that the added attributes between dataset II and datasets III – IV, seem to have had a greater impact, as model R-II performs significantly worse than models R-III and R-IV. We believe that this is caused by the refiners: when a refiner is trained on a dataset that covers a larger space, i.e. has more attributes, it will have more information to work with when it tries to translate images to fool the discriminator. This could then mean that it is able keep more of the information in the original image, thus preserving the character’s identity better, while still achieving a high probability of being real. In turn, this could imply that the re-id model we train with these refined images becomes better, as the appearance of a character is more consistent between images.

Our model’s accuracy is improved greatly when we train on refined images, compared to when we train on generated ones (cf. Figure 3.3e). This could follow from the discussion in the first paragraph of this section, where we saw that the similarity in colours between the training images and test images seemed to have a large impact on the trained model’s accuracy. Thus, as the refiner translates our images to be more similar to the ones in the dataset from which the test set is taken, it seems reasonable to believe that the refined im-
3.2 Discussion

Images would lead to a better model than the generated ones. Note that we write *more similar to the test set*, rather than *more realistic*. The refined images of dataset R-IV (CycleGAN) do not necessarily look more realistic than the generated images of dataset IV, but they are more similar to images from the CUHK03 set, which is probably why they lead to a better model. Therefore, creating artificial images similar to the images that the model will be faced with during its test phase should be prioritised over achieving realistic looking ones. Comparing the results of model R-IV (CycleGAN) with those yielded by the model trained on CUHK03 images, however, we see that there seems to still be a large difference between the artificial and real images, as model R-IV (CycleGAN) has significantly worse accuracy. In order to examine the importance of our dataset’s similarity to the test set versus its realism, we tested model IV, R-IV (CycleGAN), R-IV (PTGAN) and the model trained on images from the CUHK03 set on a new, real test set, not originating from CUHK03 (see results in Figure A.2, Appendix A, page 61). This test showed us that the realism of the CUHK03 images did lead to a better model than the others, but the improvement was not as significant as when we tested the models on CUHK03 images.

Images from the R-IV (PTGAN) dataset portray characters that seem to have been preserved better during translation than the characters in the R-IV (CycleGAN) images, implying that the PTGAN did fulfil its purpose. The reason its refined images did not lead to a better model than the ones refined by the CycleGAN could be that the improved identity preservation made the refined images keep the colour of the humans from the original ones. This could have lead to the re-id model becoming a colour re-identifier again, resulting in a worse model.

Combining artificial and real data is an interesting idea, as it could be a way of producing better results than what could be achieved using only real data. However, the accuracy of our finetuned models, seen in Figure 3.4 and table 3.4, do not imply this. Prior works have used similar finetuning procedures from which they obtain models that were improved over the model trained with only real data [1, 30]. We believe that our artificial data, re-id infrastructure, and training procedure could be adapted to optimise for this use case, and, with that, result in models that do perform better than the one trained on real data alone.
3. Evaluation

3.2.2 Future Work

There are multiple interesting continuations to our work. For the generation, it would be interesting to add more cloth types, accessories, face and body variations, as well as using more realistic colour choices for the character’s garments and accessories. We have not examined different sampling schemes for these different character attributes, but doing so could be beneficial when one wants to use a large set of artificial images to train a re-id model, since a good data distribution can have significant impact when training and using computer vision models [30]. We also see exciting possibilities with more advanced camera models that make the generated images look more like they were taken by real cameras [6]. Furthermore, it would be interesting to examine the effect of multiple characters in the same scene, along with other distractors such as objects occluding parts of our characters [53].

Our refiner models are trained with a loss function that is based on the pixel-wise difference between different images (see equations (2.6) and (2.9) on page 25). However, there have been improvements in the quality of image-to-image translation results when the models instead consider differences between images after they have been passed through parts of another network, specialised in object classification [14, 28]. It might also be worthwhile to investigate the refinement results when other datasets than CUHK03 are used during the refiner training, as this could lead to a refiner which produces images that later result in a more general re-id model. On that same topic, another intriguing continuation would be to have a single refiner that can be told to translate our generated images to look like images that could have come from one of multiple different, real datasets, and not just from one, which was the case for our refiner models [25].

Another possibility would be to do site-specific generation and refinement. That is, if one aspires to set up a re-id system at a specific location, e.g. a store, they could capture a cubemap at the location and use that as background during image generation. This would lead to images that look like they were captured at the site where the re-id system was to be set up. Additionally, one could capture a small set of real images at the site and use those to train a refiner that in turn can make the generated images be even more similar to the images that the re-id model will face when it is in use. If this process was streamlined, a site-specific model could be deployed at a site without having to do any manual annotation, and it could possibly perform well as it was trained for exactly that site.

The training setup we used for our re-id models was not adapted to artificial data, but was the same as the training setup used for training re-id models with real data. Adapting the setup for artificial data would presumably improve our models’ accuracy. For example, different architectures of the feature embedding network, \( f \) (see Figure 2.12), could be explored to make it more apt to artificial images and finetuning [1]. The feature embedding network could also be a network that was already thoroughly trained to perform another, related task (e.g. object detection), before we used it as our feature embedder. Such a network could, with its prior training in image processing, make a good starting point as a feature embedding network for re-id. Furthermore, the loss function could be replaced with a function which directly separates the feature vectors from the feature embedding network [23], instead of separating them indirectly via the classifier, \( g \) (see Figure 2.12).
In addition to this, it would be interesting to see if the training setup could be adapted to use both real and artificial images simultaneously. One way to do this would be to alternate which data is used between training iterations and change the hyperparameters based on which data is in use and how the training is progressing. The difference compared to the finetuning we performed (see Section 2.3.1) is that we would alternate datasets during training, as opposed to first using only artificial images and then only real images.

Our framework for generating images could be extended for other tasks. It could, for example, be interesting to replace our characters with other objects and use the images to train models for object detection [53] and tracking [15]. A more direct use of our framework would be to use our full body human images to train models that can perform e.g. pose estimation [8], as it is easy to extract the character’s pose during image creation, and the user can decide what poses should be possible for a character.

### 3.2.3 Ethical Aspects

Using artificial data allows for training deep learning models without a lot of real images, and therefore rely less on personal data. However, using artificial data adds another crafted step where bias from the developers can be introduced, possibly resulting in worse model accuracy. Person re-identification does not require recognising a person as a specific individual, but rather just comparing if two images hold the same person, which does not necessitate knowing the person’s identity. This might not be intrusive on a person’s privacy in itself, but if it is combined with a step where the person’s identity is known, this privacy is lost. Even if the use of artificial training data helps with personal integrity in some ways, the trained computer vision model could be used for a lot of purposes that work in the opposite direction.
3. Evaluation
In this project we have generated images of humans with different backgrounds, clothes, hair styles and accessories. Our main contribution is a framework that allows for generating varied characters and images in large scale. We show that the image datasets can be used as training data for deep learning applications by training re-identification models with them. In order to bridge the gap in appearance between generated and real images, we have used refiners based on Generative Adversarial Networks, which were shown to improve our datasets’ potential.

Our models trained on artificial data did not achieve accuracy as high as models trained on only real data. The generation, as well as the training setup for our re-identification models, could be further investigated and improved upon to increase this accuracy. Combining artificial and real data should help in reaching higher accuracy than when real data is used alone. We did not achieve this in our tests, but we believe it could be done with further investigations of our procedures.
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Appendices
Appendix A

Complementary Results

In this appendix we include results that were not presented in Section 3.1.

Figure A.1 shows how models I - IV perform when they are evaluated on the test sets of their corresponding datasets.

Figure A.2 shows how model IV, model R-IV (CycleGAN), model R-IV (PTGAN) and the model trained on CUHK03 perform on another, real dataset. We call this dataset CHICA103. CHICA103 is a dataset collected at a Swedish supermarket.
Figure A.1: Models I - IV each tested on the test set of the dataset it was trained on.
Figure A.2: Figures (a)-(d) hold samples from datasets IV, R-IV (CycleGAN), R-IV (PTGAN) and CUHK03. Figure (e) shows samples from CHICA103. Figure (f) shows evaluation results yielded by models trained on the aforementioned datasets, where the colours of the frames in figures (a)-(d) correspond to the colours in plot (f). We can see that the model trained on CUHK03 images outperforms the other three, and that model R-IV (CycleGAN) performs better than models IV and R-IV(PTGAN).
A. COMPLEMENTARY RESULTS
Appendix B

Images from Our Datasets

Figures B.1-B.4 show samples of images from datasets I - IV.

Figures B.5-B.9 show samples of images from datasets R-I – R-IV (CycleGAN and PTGAN).
Figure B.1: Dataset I. Description: Plain background, only shirts and pants, bright colours on clothes.
Figure B.2: Dataset II. Description: Plain, varied backgrounds, only shirts and pants, textures on clothes.
Figure B.3: Dataset III. Description: Plain, varied backgrounds, shirts, pants, hair, more textures on clothes.
Figure B.4: Dataset IV. Description: Cubemap background, all available clothes and accessories, mixed textures on clothes.
Figure B.5: Dataset R-I. Refined version of dataset I with the CycleGAN refiner.
Figure B.6: Dataset R-II. Refined version of dataset II with the CycleGAN refiner.
Figure B.7: Dataset R-III. Refined version of dataset III with the CycleGAN refiner.
Figure B.8: Dataset R-IV (CycleGAN). Refined version of dataset IV with the CycleGAN refiner.
B. Images from Our Datasets

Figure B.9: Dataset R-IV (PTGAN). Refiner version of dataset IV with the PTGAN refiner.
Appendix C

Training Scores

Figure C.1: Validation scores for model I.
C. Training Scores

Figure C.2: Validation scores for model II.

Figure C.3: Validation scores for model III.
Figure C.4: Validation scores for model IV.

Figure C.5: Validation scores for model R-I.
C. Training Scores

Figure C.6: Validation scores for model R-II.

Figure C.7: Validation scores for model R-III.
Figure C.8: Validation scores for model R-IV (CycleGAN).

Figure C.9: Validation scores for model R-IV (PTGAN).
Figure C.10: Validation scores for model trained on CUHK03.

Figure C.11: Validation scores for finetuning on CUHK03, with initial training on dataset IV.
Figure C.12: Validation scores for finetuning on CUHK03, with initial training on dataset R-IV (CycleGAN).

Figure C.13: Validation scores for finetuning on CUHK03, with initial training on dataset R-IV (PTGAN).