
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Classification of Electrocardiographic P-wave Morphology

Carlson, Jonas; Johansson, Rolf; Olsson, Bertil

Published in:
IEEE Transactions on Biomedical Engineering

DOI:
10.1109/10.915704

2001

Link to publication

Citation for published version (APA):
Carlson, J., Johansson, R., & Olsson, B. (2001). Classification of Electrocardiographic P-wave Morphology.
IEEE Transactions on Biomedical Engineering, 48(4), 401-405. https://doi.org/10.1109/10.915704

Total number of authors:
3

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

https://doi.org/10.1109/10.915704
https://portal.research.lu.se/en/publications/7e1ec5b3-1d26-4345-a6c7-ec2c49964ab5
https://doi.org/10.1109/10.915704


IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 48, NO. 4, APRIL 2001 401

Classification of Electrocardiographic P-Wave
Morphology

Jonas Carlson*, Rolf Johansson, and S. Bertil Olsson

Abstract—The atrial activity of the human heart is normally
visible in the electrocardiogram as a P-wave. In patients with in-
termittent atrial fibrillation, a different P-wave morphology can
sometimes be seen, indicating atrial conduction defects. The pur-
pose of this study was to develop a method to discriminate between
such P-waves and normal ones. 20 recordings of each type were
used in a classification which, based on impulse response analysis
of the P-wave and linear discrimination between various param-
eters, produced a correct classification in 37 of the 40 recordings
(sensitivity 95%, specificity 90%).

Index Terms—Classification, ECG, morphology, P-wave, signal
average, system identification.

I. INTRODUCTION

T HE normal cardiac rhythm is initiated from the sinus
node, a structure with inborn electrical automaticity,

situated close to the entrance of the superior caval vein into
the right atrium. From there, the electrical impulse propagates
along the entire atrial myocardium, thereby creating the elec-
trocardiographic evidence of normal sinus rhythm, a P-wave.
When the conduction within an atrium or between the two atria
is different from the normal situation, the morphology of the
P-wave changes. Recently, we observed that patients prone to
attacks of atrial fibrillation, a global atrial re-excitation dys-
rhythmia, often had evidence of delayed impulse conduction
between the right and the left atrium. This was evidenced during
direct impulse conduction studies, using cardiac catheters and
electrical stimulation technique [1] but also appeared as a
distinct change of morphology of the P-wave during sinus
rhythm, as compared with those recorded in patients without
attacks of atrial fibrillation [2].

The standard electrocardiogram (ECG) is an inexpensive
and simple investigation that, with high-resolution acquisition
in combination with signal-averaging, can provide a lot of
information. This was first applied to analysis of the ventricular
activity, the QRS-complex, but is now also applied in inves-
tigations of the atrial activity, the P-wave. Whereas standard
approaches deal with an analysis of the duration of the P-wave,
there is an increasing interest for the P-wave morphology [2],
[3]. Differences in morphology are believed to reflect different
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activation patterns in the atria. Conduction defects could then
be identified by differences in morphology between different
patient recordings.

The purpose of the study was to investigate the possibility of
using system identification as a tool to classify P-waves as being
either normal or showing a different appearance indicating some
kind of conduction defect within the atria.

II. M ATERIALS AND METHODS

A. Acquisition of P-Waves

ECG was recorded using modified Frank leads [4], a tech-
nique that produces three orthogonal leads, and , where

is positive from right to left, from up to down, and from
front to back. Sampling was performed at 1 kHz with 0.625-V
resolution (equipment from Siemens-Elema, Sweden).

The QRS-complexes in the ECG recordings were identified
and a 400 ms long “window” before the onset of the QRS was
extracted, believed to hold the P-wave. In each recording, 200
P-waves were used in an averaging in order to reduce noise. A
template matching with the criterion of correlation0.9 was
used to include P-waves in the averaging. The onset and end of
the P-wave were defined manually (Fig. 1).

B. ECG Data

Fifty-two P-wave recordings were used in the analysis, all
from different individuals. Each recording was inspected by a
physician and defined as “normal” (type 1) or “different” (type
2) according to morphology differences observed in an earlier
study [2]. Fig. 1 shows a normal P-wave with two leads (and

) being positive, with only one dominant peak, and one
being negative. P-waves of type 2 differed mostly in leads
and , with lead having two peaks, one being negative and
the other positive. This P-wave morphology has been shown to
be common in patients with paroxysmal atrial fibrillation [2].
An example of a P-wave of type 2 is also seen in Fig. 1.

Twenty-seven of the recordings were considered to be of
type 1, and 25 of type 2. The first 20 recordings of each type
were used as a “training set” to optimize the performance of
the classifier, and the remaining 12 were used as a test set to
evaluate the performance of the classifier.

C. System Identification

MATLAB (The MathWorks, Inc. Natick, MA) for Linux, run-
ning on a standard PC, was used as a modeling- and classifica-
tion tool.

0018–9294/01$10.00 © 2001 IEEE
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Fig. 1. An example of the three orthogonal leads of P-wave recordings of
type 1 and type 2 with onset and end marked. The deflection at the end is the
beginning of the QRS-complex.

The system to be identified, the transfer of electrical impulses
fromtheheart to theoutsideof thebodymeasured in threeorthog-
onal leads, is a system with three outputs but without a measur-
able input. Ithasrecentlybeenshownthatatrialactivitymeasured
during sinus rhythm can be very well modeled when treated as an
impulse response [5], therefore, we chose a similar model for our
study, the three leads of the P-wave recording being the impulse
response. A discrete-time system of orderwould then be

(1)

where
denotes the states;
the impulse input;

output three orthogonal leads of a P-wave recording.
For the identification, the state-space model identification al-

gorithm proposed by Juang and Pappa [6] and Ho and Kalman
[7] was used. The Hankel matrices from the three-outputs, im-
pulse response system were constructed as

...
...

...

Fig. 2. Example of singular values of the Hankel matrixH .

where and are chosen equal, is the length of the P-wave
recording and

i.e., the Markov parameters for the two Hankel matrices are the
sample values of the P-wave data sequences. Of the 400 ms
window, only the part containing the actual P-wave was used
in the modeling. To assure stable model dynamics, the interval
20 ms after the defined end of the P-wave was included in the
identification data. The baseline was defined as being 0 at the
onset of the P-wave in all three leads.

An appropriate model order was determined by computing
the singular value decomposition of the Hankel
matrix and its singular values (Fig. 2).

The Juang–Pappa algorithm was then used to determine the
-, -, - and -matrices in the state-space model [see (1)]

from the Hankel matrices, the singular values and the chosen
model order [6]. The algorithm for a system withinputs and

outputs is

diag

matrix of first columns of

matrix of first columns of

From the state-space model of (1), the discrete impulse re-
sponses for the three outputs were simulated and plotted to-
gether with the measured impulse responses for manual com-
parison (Fig. 3).

The residuals between the modeled and the measured impulse
responses were also plotted (Fig. 4) to verify that there were no
visible definable components left (e.g., sinusoid-like behavior)
indicating that not all system dynamics were accounted for in
the model.
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Fig. 3. Example of the result of identification with model order nine. Solid
lines are original data, dashed are the results of the simulation.

Fig. 4. Residuals of the simulation in Fig. 3.

D. Classification

Three independent methods to classify data were studied:
the Fisher linear discriminant [8], the spectrum of the discrete
Fourier transform (DFT) [8] and the duration of the P-wave.

To use the Fisher linear-discriminant method, a suitable pa-
rameter set, , must be chosen. In this study, three different
choices of parameter sets were evaluated.

• The absolute value of the eigenvalues of the-matrix
• The coefficients of the denominator polynomial of the

transfer function evaluated from the state-space model
• The coefficients of the numerator polynomial of the

-lead transfer function
The last choice was motivated from earlier manual classifica-
tion of the same data material showing the biggest difference
between the two different types of P-waves in thelead [2].

The Fisher linear discriminant classifies a parameter estimate,
, as belonging to one of two classesor , in this case P-waves

of type 1 or type 2. After computing the meanand covariance
as

where or

and the average variance

the Fisher linear discriminant,, is calculated as

(2)

A parameter vector can then be classified by calculating

and performing the classification test

if
if

for some threshold , in this study chosen as

(3)

under assumption of normal distribution of .
Classification was performed with parameters from models of

either the best model order as indicated by the singular values
or order five. The latter was chosen in an attempt to reduce un-
necessary information and only look at the major differences in
appearance. For the same reason, decimation of the data series
by a factor of five was also evaluated in combination with the
higher model order. All three parameter sets were tested with
the different model orders. To justify the use of the discriminant
in (3), the parameter estimateswere investigated by means of
a Kolmogorov–Smirnov test [9] to verify they had normal dis-
tribution.

As an alternative method, DFT was used to evaluate if the
two types of P-waves had differences at any point in the fre-
quency domain. To analyze the spectral data, three plots were
made, one for each of the three leads, , and . In each plot,
the spectra of all recordings were plotted together to evaluate
visually if at any point (i.e., frequency), in any plot, the groups
differed. A more formal analysis was performed as well, using
the Fisher discriminant described above. The parameter esti-
mates, , were chosen as a vector of all points of the DFT of
the separate leads

A test of normal distribution of the parameter estimates,,
was made by means of a Kolmogorov–Smirnov test.

Two different spectral resolutions were used: 32-point and
64-point. Since most P-waves have different amplitudes, an at-
tempt to standardize the DFTs was made by normalizing the
area under each individual curve to one before calculating. For
all DFT-analyses, sensitivity (the probability of correctly clas-
sifying a P-wave of type 2) and specificity (the probability of
correctly classifying a P-wave of type 1) of the Fisher discrimi-
nant classification were calculated.

To compare the results with the standard approach of P-wave
discrimination, duration was measured in all recordings, defined
manually as the time between the earliest onset and latest end in
any of the three leads. Statistical analysis was made to evaluate
if there was any difference in P-wave duration between the two
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TABLE I
RESULT OF FISHER DISCRIMINANT CLASSIFICATION WITH VARIOUS

CHOICES OFPARAMETERS

TABLE II
RESULT OF FISHER DISCRIMINANT CLASSIFICATION WITH VARIOUS

CHOICES OFDFT PARAMETERS

groups. To see if there was any value of P-wave duration that
produced an acceptable discrimination, sensitivity and speci-
ficity were calculated for all values.

III. RESULTS

For model orders below nine, increasing model order showed
increasing accuracy in the prediction of the three P-wave leads.
Model orders above nine did not give any further improvement
which is in agreement with the information seen in the singular-
value plot (Fig. 2).

The Kolmogorov–Smirnov test showed that the null hypoth-
esis, i.e., variables being normally distributed, could not be re-
jected for any of the chosen parameter estimates at the signifi-
cance level 0.05.

Table I shows the results of the various combinations of pa-
rameter sets and model orders. The best result was achieved with
a ninth-order model without decimation where 92.5% (37 of 40)
of the recordings were classified correctly. Based on this mate-
rial, the sensitivity and specificity of the method was 95% and
90% respectively.

The DFT approach did not yield any useful results. No ob-
vious patterns could be seen by visual evaluation of the three
leads’ spectra in any of the analyses. The Kolmogorov-Smirnov
test showed that the null hypothesis, parameter estimates being
normally distributed, could not be rejected at the significance
level 0.05. The Fisher analysis showed that the DFT param-
eters failed to produce an acceptable classification, see Table II.

Also P-wave duration failed to discriminate the two groups.
The duration was (mean SD) ms and
ms respectively. The difference is not significant ( 0.19,
Mann–Whitney U-test). No single value of P-wave duration pro-
duced a discrimination comparable to that of the Fisher linear
discriminant. Using the mean of the duration of the two groups
(120.5 ms) produced both sensitivity and specificity of 55%. A
plot of sensitivity and specificity versus P-wave duration can be
seen in Fig. 5.

Fig. 5. Sensitivity and specificity plotted as functions of the P-wave duration.

IV. DISCUSSION

The idea of using the signal-averaged P-wave to discrimi-
nate between patients with different diseases is not new. For
more than a decade, different groups have tried to find easily
definable characteristics that can be used [10]. The one most
often used is the duration of the P-wave, or its vector magni-
tude, [11]. It has, for example, been used in
attempts to predict atrial fibrillation after cardiac surgery [12]
or recurrence of atrial fibrillation after electrical cardioversion
[13]. Another approach is to compute the P-wave duration in
each lead, and calculate a “P-wave dispersion index,” defined
as (SD of duration/mean duration). This has, in combina-
tion with standard P-wave duration measurements, been shown
to produce better results than using the duration alone [14]. An-
other characteristic is the root mean squared (rms) amplitude
of the last part of the bandpass-filtered (40–250 Hz) P-wave, a
value denoted as rms, where nn denotes the nn last millisec-
onds of the P-wave [13]. There has also been attempts to analyze
the frequency content of the P-wave [15].

In our study, both P-wave duration and frequency content
analysis failed to discriminate the two types of P-waves while
the system identification was successful in 92.5% of the cases.
This shows that a more advanced analysis can identify differ-
ences which are not easily defined in intuitive and visible char-
acteristics such as amplitude or duration.

Due to the small material used, most recordings were used in
the calculation of the Fisher linear discriminant and a prospec-
tive study is needed for purposes of validation. No results are
shown on the analyses of the remaining recordings since
the result of one individual analysis changes the overall result
too much. In general, however, the results were above 80% for
the -lead denominator polynomial analyses.

The two types of P-waves had the most visible morphology
differences in the lead. This is also shown in the result
as the best discrimination being found in parameters only
incorporating information from this lead. These different
forms of P-waves represent the presence or absence of an
underlying pathophysiological condition in patients prone to
attacks of atrial fibrillation. Interestingly, only few individuals
without this arrhythmia have P-waves of type 2, indicating that
improper impulse conduction between the atria may be a basic
prerequisite for the disease in some patients [2]. An interesting
application of a tool capable to discriminate between the two
types of P-waves would, therefore, be a prospective study to
investigate the difference in occurrence of atrial conduction
defects in patients with paroxysmal atrial fibrillation compared
to normal subjects.
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