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Abstract—In this paper we evaluate the use of parallel 

interleavers for user separation in coded IDMA systems. The 

parallel interleavers have previously been evaluated for uncoded 

systems, and we here present extended results for the coded case. 

The new results are important for real systems, as they will most 

likely use performance enhancing channel coding. The parallel 

interleavers are designed to remove the risk of memory access 

collision during interleaving. These problems may occur when 

the interleaving process is being parallelized in order to support 

parallel processing at the decoder. The results show that the 

degree of parallelization in the interleaver design has an 

insignificant effect on the considered coded system performance. 

Furthermore, our results also show that the use of parallel 

interleavers gives a performance that is similar to that obtained 

when using random interleavers.  

Keywords- IDMA; parallel interleavers; system performance  

I. INTRODUCTION  

A new multiple access technique was recently proposed, 
where the users are separated through their unique interleaving 
patterns. The technique, referred to as interleave-division 
multiple-access (IDMA), has been shown to mitigate multiple 
access interference (MAI) and inter-symbol interference (ISI), 
simultaneously, to achieve high spectral efficiency [1]-[3]. 
IDMA shares many properties with CDMA, where user 
separation is obtained through user-specific spreading codes, 
and has shown similar performance but with a reduced receiver 
complexity. The IDMA receiver performs iterative chip-by-
chip multi-user detection (MUD), where inter user interference 
is cancelled using extrinsic information from a channel 
decoding unit [1].  

Since user separations in IDMA can be obtained through 
user specific interleavers, the design of these are important, and 
has been covered in several publications. In [1]-[2], an IDMA 
system using randomly and independently generated 
interleavers was presented, demanding large memories for 
storage. More practical interleavers were proposed in [3]-[5], 
reducing memory requirements, at the cost of an increased 
computational complexity.  

One limiting factor in the interleavers proposed in [1]-[5] is 
that they can only support sequential processing, without 
facing the risk of memory addressing collisions. This issue is 
resolved in [6], where a parallel interleaver design is proposed. 
The design allows the interleaving process to be parallelized by 
M processors without any risk of memory collision. The 

proposed interleaver scheme allow for reduced processing 
latency, obtained through the parallelization, at the same time 
as the computational complexity and memory requirements of 
the interleaver can be kept low.   

The choice of interleaver design will inevitably have an 
impact on the IDMA system performance, as observed in e.g. 
[4]. In [6], system performance for an uncoded system was 
presented, when using the parallel interleaver design. In this 
paper, we extend and verify these results by considering two 
different coded systems. Since any practical system 
implementation would use channel coding, in order to improve 
system performance, such evaluation is important. Furthermore, 
we also investigate if the degree of parallelization, in the 
interleaver design, has any significant affect on the system 
performance.   

The rest of this paper is organized as follows. In Section II, 
the IDMA system model is first presented before giving a short 
description of the parallel interleaver design method. Our 
system simulation results are shown in Section III, and our 
conclusions are presented in Section IV 

II. SYSTEM DESCRIPTION 

A. The IDMA system model 

In this paper a coded IDMA system is considered, 

composed of K users transmitting synchronously over an 

AWGN channel. A simplified view of the system model is 

shown in Figure 1. 

For user k , the information sequence is first encoded 

using a forward error correction code (FEC), followed by 

spreading and user specific interleaving. For the FEC, both a 

convolutional code and a turbo code are considered. The user 

specific interleavers 
( )k

π are either generated randomly or 

using the parallel design approach in [6], and will for the rest 

of the paper be referred to as random and parallel interleavers, 

respectively.  

At the receiver, a per chip parallel interference canceling 

elementary signal estimator (ESE) is implemented, using the 

following per chip, real valued, baseband model for the 

received signal  

 ,k k i i

i k

r h x h x n
≠

= + +¦  (1) 

where hj , xj and n is the channel coefficient, transmitted 

symbol and noise, respectively. Note that the signal 
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component for user k has been taken out from the summation 

to indicate that the received signal can be seen as composed of 

user signal, interference and noise.  The noise is distributed 

according to
2~ (0, )nn σ` . The ESE assumes that the 

interference plus noise can be regarded as coming from a 

Gaussian process, and produce log-likelihood outputs based 

on mean and variance estimates. The estimates are obtained 

using extrinsic information on the transmitted symbols 

acquired through the channel decoders (see [1] for more 

details). After the ESE, the separated user streams are de-

interleaved, de-spread and decoded. The extrinsic information 

output of soft-input soft-output (SISO) decoders is then re-

spread and re-interleaved before feed back to the ESE.    
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Figure 1.  A scehmatic description of the considered IDMA system, 

consisting of k users, transmitting simultaneously to a receiver over an 

AWGN channel. 

B. Parallel interleavers 

Parallel processing of iterative multi-user detection is of 
great importance for high-speed detectors/decoders, demanding 
low latency. For an IDMA system with many users, and many 
receiver iterations, the decoding process may be a time 
consuming task, thus parallelization may be required to avoid 
performance limiting process delays.  

One important aspect to be addressed in parallel processing 
in iterative receivers is the interleaving and de-interleaving of 
soft information. During the de-interleaving a memory access 
conflict may occur. This means that two or more processors try 
to access the data in the same memory unit simultaneously, 
which may have a severe impact on the receiver performance. 
For IDMA, this problem can be removed if using appropriately 
designed interleavers, e.g. using the parallel interleavers 
proposed in [6]. Below, the main design principles of the 
parallel interleavers will be presented.  

For ease of later use, let us define the following parameters:  

N  number of chips in a frame 

D  number of information bits per frame per user 

M  degree of parallel processing 

W  number of chips to be processed in each processor 

 Here, N DS MW= =  and W  are constrained. For 

example, with linear block codes, W  is an integer multiple of 

the coding length, and with repetition codes, W  is an integer 

multiple of the spreading length S .  

The algorithm for the parallel interleaver design, can be 
divided into five stages, which are given as 

• Stage 1: Assign the initial matrices with M  rows and 
W  columns. 

• Stage 2: Put the coded bits into matrices by rows. 

• Stage 3: Perform column-wise interleaving for each 
column. 

• Stage 4: Perform row-wise interleaving for each row. 

• Stage 5: Read out the bits by rows. 

Detailed descriptions of Stage 3 and 4 are given as follows 

Stage 3: column permutation 

• Different random seeds are allocated to different users. 

• For user k , independent random sequences with length 

M  are generated by its own random seed.  

Stage 4: row permutation 

• Let 
ini

π be the initial interleaver with length W . 

• 
k

π , the interleaver of the first row of user k , is 

generated by cyclically shifting the initial interleaver
 

by Lk  steps, where int( / )L W K= , and int( )x  returns 

the greatest integer that is no larger than x . 

• For user k , the interleaving patterns of the following 

row are generated by cyclically shifting the previous 
row’s interleaver one step. 

At the receiver, the received bits have to be de-interleaved, 
which is just a process of memory addressing. In Figure 2, a 
schematic view of the address generation and memory access 
procedure is shown for one of the users. The process is briefly 
explained below.  

The address generation may be seen as composed of three 
steps, all performed for each of the W chips. First, the row 

indices ,R m
I are generated, then the corresponding column index 

,C w
I is found, and finally the two indices are mapped to a 

physical memory address. The address generation is performed 
for all M rows in parallel. One column, of the available W , is 

handled per clock cycle.   
When a system clock pulse arrives, the random number 

generator generates the w:th column interleaver of length M , 
using the same seed as in the transmitter. Using the obtained 
column index the m:th column address generator generate the 
corresponding column index. Once the row and column indices 
have been obtained, they are sent to the address generator 



which provides the physical address ,m w
A  of the chip in the 

memory. Finally, the data is written to the parallel decoders 
(DEC). Note that in this paper, parallel processing of the 
decoder is not implemented. 

 

 

Figure 2.  De-interleaving structure of the parallel interleavers for one user. 

The picture describe how the memory address is generated and how data is 

then written from the memory to the parallel decoders.  

III. SIMULATION RESULTS 

Monte Carlo simulations have been carried out in order to 
evaluate the performance of the parallel interleavers in a coded 
IDMA system, as well as for investigating any performance 
impact of the degree of parallelization of the parallel 
interleavers. A system overview of the IDMA system was 
given in section II, and a more detailed description follows.  

Two different FEC’s were considered for the coded IDMA 
system, one recursive systematic convolutional code and one 
turbo code. The convolutional code was implemented with 

generator polynomials 
8

(7,5) , thus generating output code bits 

at a rate of 1/2. The second code considered was a parallel 
concatenated convolutional code (PCCC). The two parallel 

codes both use the same generator polynomials,
8

(13,15) , and 

are both forced to the zero state using two tail bits. Together 
with the systematic bits, the two output streams create a rate 
1/3 turbo code. The inner interleaver of the turbo code was the 
same as the one specified for WCDMA [7]. For both of the 
considered decoders, MAP decoding was used to obtain the 
needed extrinsic information outputs [8]-[ 9].  

Unless otherwise stated, the users transmit BPSK 
modulated symbols using a spreading sequence of 
length 16S = , and a degree of parallelization for the parallel 

interleaver of 8M = . For the AWGN channel, the variance of 

the noise was set to
2

0
/ 2

n
Nσ = and the channel 

coefficients 1
k

h = , for all k. 

A. Convolutional coded system performance 

To start with, the case with convolutional coding is 
considered. The simulation results are shown in Figure 3, 
where the results for K=1, 8, 16, and 32 users are shown. For 
all cases, the number of iterations in the iterative receiver was 
set to 10. For the case of 32 users, the system is transmitting 
data at a rate of 1 bit/chip, with a data block size of 512 bits.  
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Figure 3.  BER performance for a convolutional code with generators (7,5)8 

for different number of users, when using both parallel and random 

interleavers. The number of receiver iterations were set to 10, and the degree 

parallelization for the parallel interleaver was set to M=8.   

As can be observed, the performance difference when using 
random interleavers, compared to when using parallel 
interleavers, is negligible. Only minor differences may be seen 
at high SNR, but this is most likely to do with the lack of 
statistics, and cannot be the base for any further conclusions. 
Furthermore, we also see that close to single user performance 
can be obtained for a system load of at least 32 users, above an 

b 0
E /N of 5dB.     

B. Turbo coded system performance 

Next, we will look at the simulation results for a turbo 
coded system.  For every receiver iteration, where interference 
cancellation is performed, 3 iterations of the turbo code were 
carried out. The number of receiver iterations was set to 10, 
and the resulting BER performance can be seen in Figure 4.  

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

E
b
/N

0
 (dB)

B
it
 E

rr
o
r 

R
a
te

 

 

single user, random interleaver

8 users, random interleaver

16 users, random interleaver

single user, parallel interleaver

8 users, parallel interleaver

16 users, parallel interleaver

 

Figure 4.  BER performance for a turbo code (PCCC) with generators 

(13,15)8 for different number of users, when using both parallel and random 

interleavers. The number of receiver iterations were set to 10, and the degree 

parallelization for the parallel interleaver was set to M=8. 



The figure shows the results for K=1, 8 and 16 users. Longer 
blocks are common when using turbo codes and therefore the 
block length was increased, compared to the convolutionally 
coded case, and yield 4096 information bits.  

If we compare the performance obtained when using the 
parallel interleavers, with that of the random interleavers, we 
can see that the difference, just as for the convolutionally coded 
case, is negligible. We can thus conclude that the somewhat 
correlated inter-user interference, introduced by the parallel 
interleavers, does not seem to have any significant impact on 
the decoding of the turbo code. To further ensure that 
interleaver correlation does not degrade performance, 
simulations have been performed with shorter block lengths 
and no significant degradation has been observed down to 256 
bits per block. 

For the considered system, the BER converges to single 
user performance for system loads of up to 16 users, at an 

b 0
E /N of about 1.3 dB.  

C. Impact of parallel processing on performance 

In order to investigate how the degree of parallel processing 
affects the performance, simulations were performed with a 
fixed set of parameters, apart from the degree of parallel 
processing, M. The considered system is the same as described 
in Section III A. In Figure 5, the bit error rate (BER) 
performance is shown for the case of K=32 users, for different 
degree of parallel processing, after 5 iterations in the receiver.  

As can be seen, the degree of parallelization has a 
negligible impact of the BER performance for the considered 
system settings. For the hardware implementation, with an 
increase in the degree of parallelization, the processing latency 
could be reduced and the processing throughput increased. We 
can conclude from the results that the parallel interleavers 
preserve a good performance, even for a system with a high 
degree of parallelization. 
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Figure 5.  Comparing the BER performance for different parallelization 

factors used in the parallel interleaver generation. The considered system has 
32 users, employing a convolutional code with generators (7,5)8, and perform 

5 receiver iterations. 

In [4] a correlation metric for interleavers was presented. 
The metric was used to define a good set of interleavers for 

user separation in IDMA. As observed in [6], even sets of 
interleavers with a poor correlation performance can show 
good performance, indicating that the correlation metric may 
not be the best metric. Furthermore, in [6] it is seen that 
different degree of parallelization gives different correlation 
properties. In Figure 5, it is seen that the performance of the 
coded IDMA systems is insensitive to the degree of 
parallelization, which also indicates that the system is 
insensitive to the correlation properties of the interleavers.  

IV. CONCLUSION 

In this paper we have evaluated the system performance of 
a coded IDMA system, when using parallel interleavers for 
user separation. The interleaver design has previously been 
presented and evaluated for an uncoded system, and with this 
contribution we extended the results to a coded system. Both a 
convolutional code, as well as a turbo code is being 
considered. Since coding is most likely to be used in a real 
system, the obtained results are important for future system 
design. The performance is compared to that obtained when 
using random interleavers. 

In our results we observe that there is a negligible 
difference in performance when using either of the two 
interleavers, for both of the considered codes. This has been 
observed in a previous publication for an uncoded system, and 
we can now conclude that these results are also valid for a 
coded system. 

Moreover, simulations also show that the degree of 
parallelization in the interleaver design has a minimal impact 
on system performance. This means that extensive 
parallelization of the interleaving and decoding can be 
performed without any significant loss in performance due to 
the user specific interleavers.   
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