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Abstract—This paper describes a novel approach to a Matched Pursuit
LTE Channel Estimator. It is shown that the total complexity of the
estimator can be reduced by, perhaps counter-intuitively, increasing the
resolution of the estimator, since for certain choices of resolution a
number of multiplication factors will be zero. An architecture is presented
that implements the novel algorithm. By increasing the resolution from
2048 to 2400 points it is shown that the number of multiplications in the
core unit is reduced by ~40 % and the total complexity of the estimator
by more than 10 %. The RAM memory needed increase by ~17 % since
more values need to be stored, but the lookup table is reduced by ~71 %.

[. INTRODUCTION

The 3GPP Long Term Evolution (LTE) mobile phone system is
currently being deployed world wide [1]. This 4G system allows
for much higher data rates than its predecessors. The target rate is
100 MBits/s or above in good conditions. Future updates, called LTE
advanced, allows for even higher data rates, up to 1 GBit/s. In order
to reach these high data rates, the system must be optimized and
used efficiently. One of the requirements is to minimize the decoding
errors by having a good channel estimate in the receiver.

Due to movement of the mobile unit and in the surroundings,
the channel changes over time and must therefore be frequently re-
estimated. Different systems have been proposed for increasing the
reliability of the channel estimate by using the correlation between
the different subchannels. Many methods are based on the Minimum
Mean Square Estimator as described in [2]. However due to the high
complexity different simplifications are needed. Among them are the
Singular Value [3] and Fourier [2] Decompositions.

Recently there has been much interest in using compressed sensing
techniques to perform the channel estimation [4]. This is well suited
for channel estimation, especially when the cyclic prefix (CP) is long,
compared to the symbol length, when the subchannel coefficients are
constructed from a sparse channel impulse response [5].

In LTE, there is a long cyclic prefix mode in which the CP is 1,/4™
of the length of the rest of the symbol [1]. In this mode, matching
pursuit, which is a way of performing compressed sensing iteratively,
is particularly beneficial [6]. However, the computational complexity
using this technique is high.

The theory behind matched pursuit and compressed sensing have
been discussed in different papers, e.g. in [4], [7]. It has been used
in CDMA systems before [8]. A silicon implementation for LTE has
been presented [6], which shows the feasibility of using this approach.

This paper presents novel ideas on how to reduce the complex-
ity compared to what has been previously presented in [6]. The
methods presented reduce the number of calculations and simplifies
the hardware architecture. The total complexity of the estimator is
reduced by, perhaps counter-intuitively, increasing the time resolution
of the estimator by a bandwidth expansion. The performance of the
estimator is also improved at low SNRs, by applying a dynamic
stopping criterion.

The rest of the paper is organized as follows. In Section II the
theory of the approach is described, together with the proposed

improvements. Thereafter, in Section III follows an architecture
description of the estimator. Improvement results are presented in
Section IV, where after the paper is concluded in Section V.

II. IMPROVED MATCHED PURSUIT

In matching pursuit, the channel impulse response is found iter-
atively with a greedy algorithm that gradually finds the strongest
channel taps. These taps build the total channel impulse response and
thereby they give a full description of the channel. A more thorough
description of the process is found in [6].

The steps are also described in Algorithm 1 below. Here x is the
channel estimate in the delay domain, @ is a discrete unitary Fourier
transform (DFT) operation with its input limited to the length of
the CP, (-)" is the Hermitian transpose and ®* thus describes an
inverse discrete unitary Fourier transform (IDFT). £, is a vector
describing the information leakage from channel impulses between
taps in the the Fourier transform, and is read from a lookup table and
then multiplied by the strongest peak found, cg. The final result of
the algorithm is the channel estimate, h, in the frequency domain.

A. Resolution Optimization

Ideally each tap in the channel impulse response corresponds to
one channel path with a given delay. However, since the channel path
delays are in the continuous time domain, the limited sampling speed
of the receiver spreads the channel taps in the time domain. Therefore,
the quality of the estimate depends on the resolution of the system. A
higher resolution leads to less leakage and therefore a better estimate,
but at the same time the complexity generally increases.

This paper focuses on an LTE system that operates in a 20 MHz
bandwidth, working in long cyclic prefix mode, just as in [6]. That
system has 1200 subcarriers, and the sample frequency is such that
there are 2048 samples per OFDM symbol, not counting the CP [1].
Therefore the long CP will be 2048/4 = 512 samples long.

The resolution of the estimator in the system can be controlled by
the size of the estimator DFT/IDFT operations. By increasing their
sizes, more samples within the cyclic prefix will be available, inde-
pendent of the initial sampling and the FFT used for demodulation
in the system. Thus even if the initial FFT uses 2048 points, other
sizes of @ will yield other resolutions. Also the lookup table (£ or

Algorithm 1 MATCHING PURSUIT

x4+ 0
c+ Py (y non-zero in every third subchannel)
while stopping criterion not met do

g + argmax|ci|l3

Tg 4 Tg+Cy

C 4+ C—cgly
end while
h + ®x
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(Keeping h for used subchannels only)
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Fig. 1. LUT wvalues for different resolutions

LUT) will be affected by the choice of resolution. The values in the
L are found as

Ly=®" P, (1)

as shown in [6]. The total number of needed coefficients is twice that
of the size of the cyclic prefix, since the leakage covers all of the
cyclic prefix and the energy tap can be found anywhere within the
CP, including the corners. However, there are symmetries in the set
that enables reductions in the number of stored samples.

In [6] the chosen estimator resolution is 2048 points, in accordance
with the initial FFT size. Since the cyclic prefix is 1/4™ of the length,
each iteration require 511 complex multiplications and additions. The
strongest peak has to be multiplied by the 511 values read from the
lookup table (LUT). The final 512" value is unity, and will therefore
not require any multiplication.

In Fig. 1 the real and imaginary part of the LUT vector are seen.
The LUT values for a resolution of 1200, 2048, and 2400 points are
shown on top of a continuous curve. Looking at these values it is
clear that from a complexity point of view, 1200 points would be a
preferred resolution. With this choice no multiplications or additions
at all are needed, since all the LUT values are 0. The only non-
zero value is the center value which is unity. This resolution is the
minimum possible, to not under-sample the system, since there are
1200 active subchannels in the system. As shown later, however, 1200
points will result in too large an error floor at high SNRs.

[f the resolution instead is chosen to be 2400 points, half of the
values will be the same as in the case of a resolution of 1200 points,
that is, zero. That means that even though the resolution is increased
from 2048 in [6] to 2400 points the number of multiplications per
iteration can be reduced from 511 to 300. It is because of this that

we have the decreased complexity with increased resolution and also
the main effect to utilize in a reduced complexity implementation.

B. Simplified Norm Calculation

The original algorithm requires the calculation of the absolute
energy of each tap, in order to find tap to be used in the subsequent

operation. This operation requires squaring of both the real and
imaginary part of each tap. A simpler selection criterion can be used,
based on the 1-norm instead of the energy (the squared 2-norm). That
means that line 4 of algorithm 1 changes to

4: g < argmax,||ci||:

C. Stopping Criterion

If no explicit stopping criterion is used, the estimator core will
run the maximum number of iterations allowed. At low SNRs this is
will yield suboptimal performance. Each iteration finds the strongest
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Fig. 2. Hardware Architecture

remaining tap and add that to the channel impulse response. When
the signal is noisy, eventually the strongest remaining peaks will not
come from the true impulse response but will be noise. When this
is the case, further iterations will only reduce the accuracy of the
estimate. Thus a stopping criterion is needed, that will ensure the
best possible performance.

The stopping criterion can be found as

B2
SNR (2)
where ¢, is the energy of the strongest remaining tap in the channel,
Cstop, is the stopping criterion, and (2 is constant that is chosen
to balance the loss of useful energy and the introduction of noise
energy.

With the changed norm calculation, the energy is not available.
In that case, a modified stopping criterion is needed. The 1-norm is
increasing linearly with the signal strength, as opposed to energy that
increases quadratically. Therefore the modified stopping criterion will
be according to
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where ¢, is the strongest remaining tap, with the new metric.

Cg < Cstopy =

3)

C_g- {: cgtgpl =

[II. HARDWARE ARCHITECTURE

In order to utilize the proposed ideas in hardware, a well adapted
architecture is needed. Fig. 2 shows an architecture that can take
advantage of the proposed Matching Pursuit algorithm. To maximize
the gains, the hardware has to be tuned for a certain resolution. The
chosen resolution is the 2400 point DFT, i.e., with the ¢ and the x
vectors from Algorithm 1, spanning 600 complex values each.

A. Block Description

In some blocks certain simplifications can improve the overall
performance or reduce the complexity. Each block is therefore
described in some detail.

1) DFT and IDFT Units: These units are not investigated in detail.
They implement reduced DFT (®) and IDFT ('I'H ) operations and
can therefore be implemented using the Fast Fourier Transforms
(FFT). However, since the number of of points is not of a power
of 2, special FFT units, with radixes of 2, 3, and 5, are needed.

2) Stopping Criterion Unit: This unit is preferably implemented
as a lookup table. Otherwise square root and a division operations
are required, for finding the actual stopping criterion. However, since
SNR can be assumed to change slowly, it is still possible to implement
the unit directly as an arithmetic operation.

3) Comparator Unit: The Comparator Unit is responsible for
calculating the 1-norm of the c¢ vector and finding the largest
remaining tap. It also compares this value with the value provided by
the Stopping Criterion Unit. If the stopping criterion is not met, the
Comparator Unit notifies the LUT unit and updates the x vector as



well as the feeding new values into the ¢ vector memory. The reason
for passing all the calculated ¢ values through the unit, is to calculate
the norms needed.

4) Memory x Vector: The x vector memory is a straight forward
RAM, containing 600 complex values. Each iteration updates one of
the elements of the x vector.

5) Memory c Vector: The c vector memory needs a bit more
description. It also contains 600 complex values, but partitioned
into two sets. One set contain all the odd element and the other
set contains all the even elements. The Comparator Unit will then
select the ¢ value with the greatest norm from one of the sets. That
value will be fed to the multiplier in the Arithmetic Unit and the
memory position will be nulled. All the values in the other set will
continuously be fed to adder in the Arithmetic Unit.

6) Arithmetic Units: An Arithmetic Unit consists of one multiplier
and one adder. In this part of the design throughput can be traded for
area, since the main complexity of the estimator core lies here. By
increasing the number of Arithmetic Units the throughput increases.
The increased throughput also put some constrain on the Comparator
Unit, but the main area overhead will be here. The multiplier is feed
with one data value from the ¢ vector memory and several data from
the LUT Unit. The adder is subtracting data from the other set of the
c vector memory from the output of the multiplier.

7) LUT Unit: The lookup table needs to provide 300 values in
each estimator iteration. To cover all CP positions the total number
of values needed is 600. However, as shown in [6], there is much
symmetry in the values and therefore only half of them needs to be
stored. The other half is found as conjugate of the ones stored.

B. Reduced LUT and Simplified Multiplication

Looking at the value stored in the LUT, it is found that with the
chosen resolution (2400 points), the real part of all the stored values
will be equal. They will all be 1/400 which allows for simplifications.
The real part of the number needs not to be stored in the LUT and
the real part of the multiplier in the Arithmetic Units can be made
into a constant multiplier unit saving both area and power.

C. Reduced Search

In order not to recalculate the norms of the ¢ vector over and over,
the Comparator Unit needs to store the previously calculated values.
In each iteration it has to update the values that change and find
the new remaining channel tap to remove in the next iteration. This
operation would be greatly reduced if every second value was forced
to come from the even set and every other second value from the odd
set. If this was the only the largest calculated norm in each iteration
would be needed to be stored, since that would be the one to use in
the next iteration.

Unfortunately this may impact too heavily on the error performance
of the estimator, since very often the true largest value would not
be picked, because it belonged to the wrong set. A possible trade-
off is to instead save a limited number of maximum values in each
set. By choosing the size of the limited number large enough, the
likelihood of missing the true largest number will decrease along
with the detrimental effect on the error performance. The hardware
complexity could still be greatly reduced.

IV. RESULTS

Both the error performance and the complexity of the proposed
architecture needs to be evaluated. To test the system a simple channel
model has been assumed in which 20 channel taps are randomly
distributed within the cyclic prefix. First the effect on the Mean
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Fig. 4. MSE for different reduced search values and 100 iterations maximum

Square Error (MSE) for the different cases is shown. Thereafter
complexity comparisons are presented.

A. Resolution

Fig. 3 shows the effect of the resolution for the different use cases.
The total number of iterations is limited to 80 as in [6] and no other
stopping criterion is applied. It is clear from the figure that a DFT
of 1200 points does not give a sufficient resolution. It can also be
noted that at high SNRs also the other two MSE curves flatten out.
This is due to the limited number of iterations. It is seen that a
resolution of 2400 points is a reasonable choice and therefore used
in the subsequent comparisons.

B. Norm Simplification

Simulations show that the error performance difference between
the two methods of finding the next remaining tap, either the 2-norm
or 1-norm, is negligible.

C. Stopping Criterion

To find the stopping constants Gz and 3; in (2) and (3) different
values have been tested in simulations. It is seen that 82 = 15 and
31 = 5 provide good trade offs between useful energy and noise.
With these choices the MSE is approximately halved at low SNRs.

D. Reduced Search

In Fig. 4 both the norm simplification and the stopping criterion
is used. In addition three different search reduction parameters are
tested. Looking at the curves it can be noted that the MSE at low
SNRs is better, as expected, due to the stopping criterion. Also, at
high SNR the MSE is improved, due to the increased number of
iterations. This increase can be allowed if the complexity of each
iteration is reduced. At high SNRs a slight difference can be seen
between the three curves. The error performance is degraded when
the reduction parameter is small. However already at 2, i.e., when
maximally two remaining peaks in a row can be chosen from the
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TABLE I
MULTIPLICATIONS IN DIFFERENT STAGES
Design One Iteration IDFT/DFT IFFT/FFT Full Estimate
Original 512 ~614K ~225K ~96K
Proposed 300 720K ~27K ~84K

same set, the difference is small. This justifies using this parameter
to reduce the search space and memory in the Comparator Unit.

E. Word Lengths

In this work it is assumed that the input to the estimator core
(after the IFFT Unit) has a word length of 14 valid bits, for the real
and imaginary parts respectively. Of these 14 bits, 7 are used for
describing the integer part and the other 7 are used for fractions.
Internally the bit width is increased to 16 bits, still keeping 7 integer
bits. For the LUT values 1 integer bit is sufficient and an additional
10 fractional bits are added, making a total word length of 11 bits.

In Fig. 5 the MSE as well as the BER performance is shown
for the proposed implementation. It is compared with floating point
simulations for a robust SVD implementation [3] and the floating
point implementation of the design in [6], called "Original” in the
figure. It can be seen that at high SNRs the proposed fixed point so-
lution is performing worse than both the robust SVD and the original
design. This is partially due to the search complexity reduction and
partially due to the fixed point settings. A closer resemblance of the
original design and the proposed implementation could be achieved
with longer word lengths but that would lead to higher complexity.
The proposed values are chosen to simultaneously give a reasonable
error performance while still limiting the complexity.

F. Calculations Comparison

The most costly operation in the estimation is the multiplication.
Therefore, to compare two different implementations, their number
of required multiplications is a good measure of their relative
complexity. In this work focus is on the estimator core. the initial
IDFT/DFT transforms must still be taken into consideration to get a
fair comparison.

In Table I the number of complex multiplications are compared for
the original implementation in [6] and the proposed implementation.
If the DFT/IDFT operations are implemented directly as matrix
multiplications, these operations will dominate the complexity and
therefore the original design will have lower complexity. If the
operations are implemented using an FFT approach, it is shown that

TABLE I
MEMORY NEEDS IN WORDS (W) OR COMPLEX WORDS (CW)

Design C memory X memory LUT
Original 512 cw 512 cw 511 cw
Proposed 600 cw 600 cw 300 w = 150 cw

it may be beneficial to use the proposed implementation. The number
of calculations used in the FFT/IFFT are approximated to rlog, (r)
where r is the resolution. This is an upper limit of the complexity
since not all values will be needed. The Full Estimate figure in the
table is found as

"Full Estimate” = 2 x "IFFT/FFT” 4 100 x "One Iteraiton”

and describe the worst case, since this is what the hardware needs to
be dimensioned for. The stopping criterion will give fewer multiplica-
tions at lower SNRs. The numbers show that with this approach, the
core multiplications will dominate the behavior of the Full Estimate.

G. Memory Comparison

As can be seen in Table II the proposed implementation require
~17 % larger RAM memories. This may be compensated with the
smaller LUT, that is reduced by ~71 %.

V. CONCLUSION

In this paper a reduced complexity architecture of the matching
pursuit LTE channel estimator has been presented. It is shown that
the total complexity of the estimator can be reduced by increasing
the resolution of the estimator. This is due to the fact that for certain
choices of resolution leads to a number of multiplication factors that
are zero. By increasing the resolution from 2048 to 2400 points it
is possible to reduce the number of multiplications in the core unit
by ~40 % and the total complexity by more than 10 %. The RAM
memory will increase by ~17 % since more values need to be stored,
but the LUT will have to store fewer values and is reduced by ~71 %.
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