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Populärvetenskaplig sammanfattning på svenska 1

Populärvetenskaplig
sammanfattning på svenska

¨
A

ven om vi inte ser molekyler dagligdags har vi sedan länge vant oss vid att
sakerna kring oss innehåller något. När vi satt ett glas över ett brinnande
ljus och det slocknat så är det något som tagit slut. Kemi rör beskrivningen

av dessa sällan direkt synliga förlopp där molekyler omlagras och ger upphov till de
strukturer vi finner världen uppbyggd av: gaser, vätskor och solida material. Dessa
processer kan försiggå inne på laboratorier, men även i vår närhet finns gott om
tillsynes enkla skeenden, till exempel en sockerbits upplösning på botten av en kaf-
fekopp, som innehåller en fantastisk massa kemi. Då kemi är ett brett ämne kan
det vara värt att nämna att denna avhandling speglar proteinlösningars egenskaper
betraktat genom den fysikaliska kemins ögon. Fokus ligger därför främst på struk-
turen i proteinlösningar: hur fördelar proteiner sig i lösningen, bildar proteinerna
aggregat och under vilka betingelser fasseparerar lösningarna? För att kunna beskriva
dessa system måste vi konstruera modeller av proteinerna och det övriga innehållet
i lösningarna. Sedan utnyttjar vi oss av statistisk mekanik, en teori som möjliggör
beräkningar av jämviktsegenskaper och därmed kan utvärdera modellbeskrivningar.
Beräkningar görs med Metropolis Monte Carlo-metod, en simuleringsteknik som
är anpassad till den statistisk mekaniska problemställningen. Huvuddelen av denna
avhandling handlar om växelverkan mellan proteiner. Arbetet undersöker modeller
av proteinlösningar för att studera hur proteiners oregelbundna strukturer påverkar
deras beteende i vattenlösning. Proteinerna som ingår i studierna är sådana som vi
bland annat finner i mjölk och ägg. Avhandlingen visar att det kan finnas en kraftig
förstärkning av växelverkan mellan proteiner. Det framgår att de så kallade elektro-
statiska och van der Waals bidragen kan ge upphov till en ömsesidigt ökad attraktion.
I avhandlingen påvisas det även att laddningsfördelningen på proteiner kan spela en
avgörande roll för proteinlösningarnas fasbeteende. Resultaten pekar på att det sam-
spel som noteras mellan distributionen av laddningar över proteiner och proteiners
form har ett stort inflytande på såväl huruvida proteiner bildar aggregat som aggre-
gatens egenskaper.





Brief summary 3

Brief summary

• Paper I: Here we present a programming framework and suggest an object
oriented design of Metropolis Monte Carlo packages. All code used in the
thesis is developed in Faunus and is publicly available.

• Paper II: In this paper we evaluate the interaction of Lysozyme with the
antigen HyHEL5 and its constituents. We introduce orientational concepts
like alignment and use them to quantify anisotropicity.

• Paper III: The study focuses on the dimer formation between Lysozyme and
αLactalbumin. The latter exists in two forms, one with bound calcium and
one apo-form. The result shows good qualitative agreement with experiments
and suggests that the aggregate is highly ordered.

• Paper IV: Lactoferrin is shown to form stereospecific dimers. This is sup-
ported with experimental observations. We show that an intricate charge
matching across the binding surface is responsible for the attraction at short
separations.

• Paper V: The concept of using diblock copolymer particles as drug delivery
vessels is examined experimentally. It is found that although the adsorption
of small proteins may be decreased with a thick polymer brush, it can not
be eliminated. Even though adsorption can not be completely prevented, the
results show that immune reaction is significantly decreased.

• Paper VI: The structure of the Lysozyme-αLactalbumin dimer is deter-
mined experimentally and compared with simulation results. An excellent
agreement between calculations and experiments is obtained.

• Paper VII: We continue the work in Paper III to study the phase behavior
of Lysozyme-αLactalbumin. The results agree well with the experimental ob-
servations and discriminate between the apo and holo form accordingly. They
show that the charge distribution is crucial for the aggregation and hence nec-
essary to include in modeling.

• Paper VIII: It is shown how one can obtain reliable models of titrating
macromolecules. We are here able to compare calculations of an optical pH -
meter with experimental results. The agreement is good and it is also shown
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how the model can be extended to study adsorption at zwitterionic mem-
branes.

• Paper IX: The attraction between Lactoferrin molecules is dissected and
shown to be due to a mutual amplification of electrostatic and van der Waals
forces. We show that a similar attraction exists between four different sources
of Lactoferrin. It is found that the aggregation of Lactoferrin increases as the
salt concentration increases, in accordance with experimental observations.
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Chapter 1

Introduction

I
n many respects proteins are rather unique structures and a signature of liv-
ing organisms. They form a large part of ourselves and the living entities
we have around us. Many proteins are absolutely necessary for our bod-

ies to function[1], while some are disastrous for our life-sustaining inner machinery
[2]. A protein is defined by its particular amino acid sequence. However, this is not
the single determinant of their structure and properties. The folding of proteins is
a very complex subject and their shape is highly dependent upon solution condi-
tions such as solvent, pH , temperature, electrolyte type and concentration as well
as presence of other proteins and solutes [1]. This variation is also true for their
interactions. Proteins display a very rich palette of properties: catalyse chemical re-
actions, transmit signals and self assemble into a variety of structures. This promotes
them as favorite templates from which we may gain understanding of very complex
interactions and studies of proteins and protein solutions are therefore relevant for
the entire scope of science and technology: from obtaining understanding about the
chemical processes of cells and organisms, gain knowledge to construct new mate-
rials, to obtain intricate theoretical insight into macromolecular and colloidal prob-
lems. The work presented here will focus on the latter. What are the implications
of the various sources of forces between proteins and how do these forces interfere
with each other? Although proteins are very complicated structures they are often
modeled as rather simple objects like sticky hard spheres[3], augmented with a ho-
mogeneous surface charge density[4] or regularly spaced attractive patches[5]. Other
models are much more detailed with an atomistic description of the proteins[6] or

[1] T. Creighton, Proteins - Structures and Molecular Properties (1993).
[2] M. Moayeri and S. H. Leppla, Molecular Aspects of Medicine 30, 439 (2009).
[3] P. R. ten Wolde and D. Frenkel, Science 277, 1975 (1997).
[4] T. Gibaud, F. Cardinaux, J. Bergenholtz, A. Stradner, and P. Schurteberger, Soft Matter 7, 857

(2011).
[5] N. Kern and D. Frenkel, J Chem Phys 118, 9882 (2003).
[6] A. H. Elcock, D. Sept, and J. A. McCammon, J. Phys. Chem. B 105, 1504 (2001).
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even the entire solution[7]. The former approach has often led to a general and qual-
itative understanding of phase behavior while the latter brought insight to specific
protein system, but at a high computational cost which limits studies of phase behav-
ior. Much of the work in this thesis is devoted to evaluating a structurally detailed
model, that is computationally tractable in order to obtain explicit understanding
of particular protein solutions based on experimental protein structures in a well
converged manner[8]. How is the interaction between two proteins affected by its
shape? Proteins are often found to regulate processes and display recognition in
terms of well defined aggregates. Which forces, if any particular, may be ascribed to
this and how can we understand these to then possibly template the design? It is in
this light I will present the following work and attempt to broaden and clarify the
understanding of the mutual interactions between proteins. In this thesis I will in
general be brief and make reference to more extensive work regarding the general
understanding of the subject and methods I have used, unless the discussion is of
more explicit nature. The results and detailed descriptions of methods of calculation
will be appended in terms of papers and manuscripts.

[7] K. Kubiak-Ossowska and P. A. Mulheran, J. Phys. Chem. B 115, 8891 (2011).
[8] M. Lund and B. Jönsson, Biophys J 85, 2940 (2003).
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Chapter 2

Statistical Mechanics and
Thermodynamics

F
or the entire part of modern science thermodynamics and statistical mechan-
ics have been a corner stone in our understanding of transfer of matter and
energy, from the principles behind the conversion of thermal and mechan-

ical work to the structure of fluids and solids. Even though much of the foundation
of thermodynamics dates back to 19th century[9,10] it is still an indispensable tool.
The drawback is that it lacks the ability to address questions on a molecular level.
Why does water freeze at 273 K and argon at 84 K? What properties account for
this difference between the substances? To answer such questions one has to resort
to statistical thermodynamics. The following chapter will give a brief overview of
some of the fundamentals of statistical mechanics and thermodynamics. For many
of the details I refer the reader to references[11,12,13].

2.1 Statistical Thermodynamics
It is common to start the derivation with the assumption of ergodicity, i.e. that the
observable long time average of propertyM is the same as the ensemble average[13].
That is, one assumes that any trajectory will visit all parts of phase space. In an
isolated system where the energy (U ), the volume (V ) and number of particles (N )
are conserved the entropy, (S), is defined as,

S = kB lnWU ,V ,N . (2.1)

[9] J. W. Gibbs, The Scientific Papers of J Willard Gibbs (Dover Publications Inc., 1961).
[10] J. R. Partington, A short history of chemistry (Dover Publications Inc., 1989), 3rd edn.
[11] H. B. Callen, Thermodynamics and an Introduction to Thermostatistics (Wiley, 1985), 2nd edn.
[12] D. A. McQuarrie, Statistical Mechanics (Harper Row, 1973).
[13] T. L. Hill, An Introduction to Statistical Thermodynamics (Dover Publications Inc., 1986).
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W is all possible enumerations that satisfiy the thermodynamic constraints of the
system and kB is Boltzmann’s constant. We assume that there is no reason to prefer
any state, of the same energy, over another, equal a priori probability. Adopting this
postulate, we may write the entropy as

S =−kB

∑

i
ρi lnρi , (2.2)

where ρ is the probability associated with a state. In fact, this result is true regardless
of the constraints to the system[14]. W is often referred to as the micro canonical
partition function. The different ensembles in statistical mechanics have different
partition functions, each accounting for the particular constraints that are imposed.
The more common are the canonical

Q(N ,V ,T ) =
∑

i
Wi e−βUi , (2.3)

grand canonical
Ξ(µ,V ,T ) =

∑

N
Q(N ,V ,T )eβµN (2.4)

and the isobaric partition function

∆(N , P,T ) =
∑

V
Q(N ,V ,T )e−βPV . (2.5)

T denotes the temperature, P the pressure, µ the chemical potential and β is the
inverse thermal energy, (kBT )−1. From the partition function we can easily obtain
the distribution of states {ρi},

ρi =
e−βUi

Q(N ,V ,T )
, (2.6)

and define thermal averages of any observableM ,

〈M〉=
∑

i
Miρi =

∑

iMi e−βUi

Q(N ,V ,T )
, (2.7)

here exemplified with the canonical ensemble. Note that the summation in 2.7 is
over all states, rather than energy levels as in 2.3. According to the first postulate
this average corresponds to experimentally measured quantities. In statistical me-
chanics one often work with quite arbitrary distributions: of energy levels, energy
states, particle separations etc. These distributions are directly related to free energy
differences,

β(Φi −Φ j ) = ln
ρ j

ρi
, (2.8)

[14] E. T. Jaynes, The Physical Review 106, 620 (1957).
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where Φ is an arbitrary potential. The probability distributions of any ensemble
may actually be obtained in a general manner without reference to the postulates
above if Equation 2.2 is regarded as a unique measure of uncertainty [14]. To pass
over to a continuum description one proceeds by replacing the sum of states with
an integral over all particles degrees of freedom, momenta and spatial coordinates
(phase space). Since the kinetic contribution to the energy is a quadratic function of
their momenta and, classically, independent of the interactions and momenta of the
other particles, one may solve the kinetic contribution independently. For example,
the canonical partition function of a monatomic fluid will then become

Q(N ,V ,T ) =
1

N !Λ3N

∫

V
e−βU (Γ)dΓ (2.9)

where Λ is the de Broglie length, U now refers to the spatially dependent interaction
energy only and Γ is a convenient notation for the spatial coordinates of all particles.
The factor of N ! takes into account that the molecules are indistinguishable. Some
times it is conventional to distinguish the full partition function from the spatially
dependent factor in Equation 2.9, often denoted as the configuration integral[13]. To
avoid double notation I will refrain from this since the present work only considers
situations where the kinetic contribution does not affect the distributions. I leave it
to the reader to keep this and any possible factor of Λ−3N in mind.

2.2 Thermodynamics
The theory of thermodynamics is built on a few sets of laws that where derived over
some hundred years of studies of energy and mass transfer at equilibrium or between
states at equilibrium[11]. For this reason it is a phenomenological theory. However,
most of these laws appear very reasonable, e.g. that there exists no perpetum mo-
bili. Thermodynamics, in the energy representation, prescribes that there exists a
potential which is minimum for any type of constraint. The energy, U , is such a
potential,

U (S,V ,N ) = T S − PV +µN , (2.10)

with independent variables S, V and N . T , P and µ are linear response functions
of U . Due to the properties of Equation 2.10 it follows that one may change the
independent variables by a Legendre transformation[11]. Helmholtz free energy, A,
serves as a good example where T plays the role of independent variable rather than
S

A(T ,V ,N ) =U −
∂ U
∂ S

S =U −T S. (2.11)

In this manner the theory may be adapted to the desired experimental conditions.
These potentials are referred to as fundamental equations while response functions
like µ(S,V ,N ) are called equations of states. Knowledge of the fundamental equa-
tions completes the thermodynamic description of any system in difference to the
response functions which only contain partial information.
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When one discusses phase coexistence in thermodynamics it is important to distin-
guish between field- and density variables[15]. If two fluids coexist there are some
properties that differ between them, density variables, while some must be invariant
due to equilibrium, field variables. Examples of the former are the molar Helmholtz
free energy and the density and the latter are chemical potential and temperature.
The choice of parameters effects how the phase diagram is depicted: as coexistence
lines or miscibility regions and how tie lines are drawn. If one can compute the
molar Helmholtz free energy as function of molar volume, for a fixed amount and
temperature, it is straightforward to identify the densities at coexistence. Since the
pressure,

P =−
∂ A
∂ V

, (2.12)

is a field variable the coexisting points must have the same derivative. Further, since
they must also have identical chemical potential it follows from Equation 2.10, where
Euler’s theorem has been used, that this is only achieved if the points also have a
common tangent.

2.2.1 Adsorption
In many instances it is desirable to study the adsorption of molecules to interfaces.
One of the most well used and long lived isotherms is that derived by Langmuir,

s =
cχ

1+ cχ
. (2.13)

Here s is the coverage of the surface or interface, c is the concentration of the ad-
sorbent in bulk and χ is a parameter that describes the affinity to the surface. The
reason for its long survival is that it is simple while capturing the single most dis-
tinct properties of adsorption, namely saturation. However, one should also bare in
mind that the assumptions underneath are rather severe. The isotherm is the result
of an adsorption where all regions of the surface have the same affinity and the adsor-
bents are treated independently of each other, except that they exclude volume at the
surface[13,16]. Other isotherms exist which allow for consideration of multilayers and
interactions between adsorbents like the BET isotherm and Bragg-Williams theory
[13].

2.2.2 Equilibrium Constants and Titration
In thermodynamics one is often interested in finding equilibrium constants. The
equilibrium constant of a reversible process

nA+mB 
 iC (2.14)

[15] R. B. Griffiths and J. C. Wheeler, Phys. Rev. A 2, 1047 (1970).
[16] D. Evans and H. Wennerström, The Colloidal Domain (Wiley-Vch, 1999), 2nd edn.
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is given as

K =
a i

C

an
Aam

B

=
γ i

C

γ n
Aγ

m
B

c i
C

c n
A c m

B

, (2.15)

where a refers to activities, γ to activity coefficients and c to concentrations. The
equilibrium constant is truly a constant, which only depends on the temperature.
Often, one only has experimental access to concentrations. This in turn can give
rise to a stochiometric, concentration dependent, equilibrium constant due to the
left factor on right hand side of Equation 2.15. At low concentrations this does not
pose any problem since the activity coefficients tend to unity and one can determine
thermodynamic equilibrium constants that may be exploited in simulations. Con-
sider a small monoprotic carboxylic acid. These typically have pKa values of 4.8 at
low concentration and in pure water[17], p stands for − log and Ka is the dissociation
constant of the acid. Since the acid is neutral while the dissociation pair is composed
of one carboxyl ion and one hydrogen ion, their activity coefficients will change dif-
ferently with salt concentration, due to electrostatic screening. Figure 2.1 displays

4.5 4.6 4.7 4.8
pH

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

p[
α/

(1
−α

)]
 

1mM 
5mM 
25mM 
100mM 
200mM 

Figure 2.1: Fitted lines give effective pKa of 4.77 (1 mM), 4.74 (5 mM), 4.67 (25 mM),
4.59 (100 mM) and 4.53 (200 mM).

the result of simulations of one titrating amino acid with a pKa value of 4.8 at differ-
ent salt concentrations of a 1:1 electrolyte for different pH -values ( pH is − logaH+ ).
Here α is the degree of dissociation which is sampled from a simulation, performed

[17] M. Smith, Critical Stability Constants, vol. 3 (Plenum Press, 1977).
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with the primitive model in an identical fashion to Papers II and III. Effective pKa
values are read off where the fitted lines go through zero. 100 mM of monovalent salt
gives rise to downshift of -0.2 pK units. This is in very good agreement with experi-
mental observations of salt effects on monoprotic caboxylic acids which show a shift
of -0.2 regardless of pKa -value in pure water[17]. The example demonstrates how one
may use thermodynamic equilibrium constants to include free energy differences
that arise from bond breakages and solvation effects that are often complicated and
expensive to include explicitly.



13

Chapter 3

Intermolecular Interactions

T
he interaction of two molecules in any given configuration is governed by
their instantaneous mutual and internal orientations and separations. It
is in principle possible to write down a formal solution for the energy.

The task would then be to solve the Schrödinger equation[18]. However, it is for
practical reasons not possible to address this quantum mechanical problem, even
with approximate methods, if one wishes to obtain answers to questions with respect
to the structure of protein solutions at thermal equilibrium. Special areas do exist
where this is feasible[19], but hardly for the problems in scope of the present work. In
order to take a step forward, it is possible to characterize the interactions of atoms
and molecules into different contributions. These contributions may individually
be estimated and taken in account for in modeling. Usually these contributions
are divided into electrostatic, exchange repulsion and dispersion interactions. The
latter is often augmented with thermally averaged dipole-dipole and dipole-induced
dipole interactions, although they are of electrostatic nature. The reason for this
joint treatment is that they have the same distance dependence. This joint term is
then referred to as a van der Waals interaction. One commonly ignores that some
of these contributions are responses to the total electrostatic field, hence are not pair
wise additive. In general it is a popular strategy to assume pair wise additivity and see
how far it holds. Despite this strongly pragmatic and apparently ignorant treatment,
these simplifications of the matter do not pose any greater limitations to obtain
reasonable descriptions of molecules nor to explain the structure of fluids[20,16]. Also,
work to further develop these simpler descriptions is an active field in the scientific
community [21].

[18] B. H. Bransden and C. J. Joachain, Physics of Atoms and Molecuels (Prentice Hall, 2003).
[19] A. Öhrn, Development and Application of a First Principle Molecular Model for Solvent Effects, Ph.D.

thesis, Lund University (2007).
[20] J. Israelachvili, Intermolecular and Surface Forces (1992).
[21] A. Holt, Modelling of polarization by molecular force fields: Further development of the NEMO poten-

tial, Ph.D. thesis, Lund University (2009).
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3.1 Coulombic Interactions
Charged molecules interact over large distances because of the very long ranged elec-
tric field they emit [20]. The interaction between two charges, separated by a distance
ri j is

u(r ) =
qi q j

4πε0 ri j
. (3.1)

q are their charges and ε0 is the dielectric permitivity of vacuum. The coulomb inter-
action has been verified over huge length scales, from 10−17 to 107 meters [22]. As will
be formalized in the latter part of the chapter, the effective interaction between two
molecules is often strongly influenced by the surrounding. The interaction between
two charges in a polar solvent is screened by the surrounding solvent molecules since
they preferentially will align their dipoles such that the total emitted field is damp-
ened. The strength of this screening is determined by the dipolar density of the
solution. The dampening gives rise to a modified interaction between two charges,

u(r ) =
qi q j

4πε0εr ri j
. (3.2)

εr is the dielectric constant of the solvent. The effect of the solvent simply scales
the coulomb interaction with ε−1

r . The most common dipolar fluid, and relevant for
this work, is water with a dielectric constant of about 80 at room temperature. The
dielectric constant varies with temperature, which underlines that Equation 3.2 is a
free energy. Even though the interaction is dampened it still retains the long ranged
character. The decay of the interaction between two charges changes dramatically if
one considers a solution of ions in a dipolar solvent. The interaction then goes over
to Equation 3.3,

u(r ) =
qi q j

4πε0εr ri j
e−κri j , (3.3)

where

κ2 =
1

ε0εr kBT

∑

i
ci q2

i . (3.4)

This is often called the Debye-Hückel interaction. Actually, the exponential decay,
on top of the r−1

i j , arises due to the long range nature of the field.

3.2 Short ranged Interactions
It is well known that the correlation between electrons of atoms gives rise to a short
ranged attraction that goes as r−6. Also, all molecules have ’size’ and can not occupy
the same space. This is called the exchange repulsion. This latter contribution can

[22] B. Halle and B. Jönsson, Klassisk Elektrostatik: En fälthandbok (Kemicentrum Lund, 1985).
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only be accurately addressed with quantum mechanics. Still, what is always true
is that this repulsion is very short ranged. Two common descriptions of the short
ranged interaction between atoms are either as impenetrable spheres or with an in-
teraction that decays as r−12, where the distance is scaled by the mean diameter of
the atoms, σi j . These repulsive contributions are often augmented with an attrac-
tive term that goes as r−6. The repulsive term that goes as r−12 is simply chosen of
mathematical convenience.

u(r ) = 4ε







 

σi j

ri j

!12

−
 

σi j

ri j

!6





(3.5)

u(r ) =







−CvdW

r 6
i j

ri j >σi j

∞ ri j <σi j

(3.6)

The particular combination or powers in Equation 3.5 is called a Lennard-Jones
potential. Sometimes the attractive term in Equation 3.6 is neglected, this is then
simply referred to as a hard sphere potential. The fact that these phenomenological
descriptions are very much in use, yet old, is that they tend to capture the funda-
mental physics.

3.3 McMillan-Mayer Theory
One could ask the question, well we can estimate the interaction of e.g. ions in water
as above, but what sort of properties would we compute from those interactions as
we neglect the explicit presence of the solvent? Will an estimated pressure or a pair
distribution really have physical meaning? Luckily they do. One major result from
statistical mechanics is the so called McMillan-Mayer theory[13]. Consider the two
component partition function, with one of the components at constant number
density while the other has constant chemical potential,

Z(N1,T ,V ,µ2) =
∑

N2

eβµ2N2

N2!Λ3N2
2

1

N1!Λ3N1
1

∫

dΓ1dΓ2e−βU (Γ1,Γ2). (3.7)

One can then specify an effective interaction, W , between all particles N1 in the
presence of the second component,

e−βW (Γ1) =
∑

N2

eβµ2N2

N2!Λ3N2
2

∫

dΓ2e−βU (Γ1,Γ2). (3.8)

If one is able to estimate the influence of the second component it is possible to
formulate the problem as an one component problem rather than two. This is highly
desirable since it opens the door to significantly decrease the computational effort. If
one divides Equation 3.7 with the partition function of a system with no particles of
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component 1 and derives the pressure one finds that this is nothing but the osmotic
pressure. It also follows that the distribution functions are properly accounted for
as well as other properties[13]. Although formally very promising, W (Γ1) is very
difficult to compute from first principles. In practice one often approximates it as a
sum of pair interactions, wi j ,

W (Γ1)≈
N1
∑

i< j
wi j . (3.9)

Combinations of Equation 3.2 or 3.3 with either Equation 3.5 or 3.6 are examples
of wi j that are often used in this context. McMillan-Mayer theory is very important
since it clearly states that the problems related to the liquid state can be simplified
and this is also the starting point for considering coarse grained models.
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Chapter 4

Monte Carlo Simulations

T
he Metropolis Monte Carlo (MC) algorithm is an efficient way to calculate
thermal averages and generate distributions from which free energy differ-
ences are computable [23,24,25]. Multidimensional integrals like Equation 2.9

span over a huge coordinate space and to solve them numerically one has to settle
with evaluating just a few points. The strength of the MC method is that it, ideally,
picks those points which give the largest contribution to the integral. The algorithm
evolves from one configuration to another where each step only depends on the pre-
vious, a so called Markov chain, through a random walk. However, the result is far
from random. Instead the algorithm is designed such that each visited configuration
is given the correct statistical weight. Thus, it is more appropriate to talk about a
random walk within the equilibrium distribution. One should always keep in mind
that although the method is often successful there are no guaranties that a simula-
tion will represent the true equilibrium state. This depends on how efficient one can
generate configurations, cross possible barriers and that the calculation is sufficiently
long. In practice, the only way to assure that the equilibrium state has been sam-
pled is to start the simulation from several different initial conditions and see that
all calculations mutually converge. Equilibrium in an MC simulation always has to
be ascertained with proper criteria for the particular system: ’Operationally, a system
is in an equilibrium state if its properties are consistently described by thermodynamic
theory!’ [11].

4.1 Geometries and Boundary Conditions
Since a molecular simulation usually is restricted to something between a few or
hundred thousands molecules one has to be cautious if to compare with experimen-

[23] N. A. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. Teller, and E. Teller, J. Chem. Phys.
21, 1087 (1953).

[24] M. Allen and D. Tildesley, Computer Simulation of Liquids (1989).
[25] D. Frenkel and B. Smith, Understanding Molecular Simulations (Academic Press, 2002).
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tal measurements of thermodynamic properties. The latter are performed on ’in-
finitely’ large systems, with a negligible contribution from surfaces and interfaces in
general. Therefore it is usually desirable to construct bulk like models. A number
of choices exist: cell models[26], periodic boundary conditions[27] and closed hyper
geometries[28]. In a cell model[29] one restricts the attention to the behavior of a
central part of a cavity. This inner region is supposed to resemble bulk conditions.
Surface effects might still be found at the boundaries but this region is not sampled or
the effects may be corrected for with an external potential[30,31]. One way to remove
surfaces is to impose periodic boundary conditions. This is usually done in cubic
geometry. One may truncate at the nearest neighbor level, leading to the minimum
image approximation[25], or include an infinite lattice sum, the Ewald summation[32].
Although the periodic boundaries remove the surface, the method has the intrinsic
property of not being isotropic. This may be addressed with a spherical cut off and
long range corrections [27,25]. In the end, any choice should give the same result as
the size of system becomes very large. The limit is usually reached at different rates
and at different computational costs. The choice ought to be made from practical
convenience and with caution as to include all necessary length scales: range of in-
teraction, aggregate sizes etc., that the particular system exhibits. For comparisons I
refer to the review by Linse[33]. External corrections to inhomogeneous systems also
exist, like the charged sheet method[34] or different Ewald techniques[35,36].

4.2 Evolution of the Chain
In order to obtain a large representative number of configurations it is necessary to
somehow generate new configurations. This is achieved by different schemes that
are more or less efficient, depending on which system that is studied. The simplest
way is to generate random configurations. Such procedures have the advantage that
any proposed configuration will be uncorrelated with the previous one. However, if
the probability density is such that it is vanishingly small over a large region of con-
figuration space, it will be very unlikely to generate a new acceptable configuration
and the chain will progress very slowly. A second approach is to change the con-
figuration a bit at the time, e.g. one may try to perturb the location or orientation
of one particle. Such a variation will of course be easier to accept, but at the same

[26] C. Woodward and B. Svensson, J. Phys. Chem. 95, 7471 (1991).
[27] B. Smith and C. P. Williams, J. Phys – Condens Mat. 2, 4281 (1990).
[28] M. Trulsson, J. Chem. Phys. 133, 174105 (2010).
[29] J. A. Barker, Proceedings of the Royal Society of London. A 230, 390 (1955).
[30] C. Tanford and J. G. Kirkwood, J Am Chem Soc 79, 5333 (1957).
[31] H. L. Friedman, Molec. Phys. 29, 1533 (1975).
[32] P. Ewald, Ann. Phys. 369, 253 (1921).
[33] P. Linse, Adv. Polym. Sci. 185, 112 (2005).
[34] J. P. Valleau and G. M. Torrie, J Chem Phys 76, 4623 (1982).
[35] A. H. Widmann and D. B. Adolf, Comp. Phys. Comm. 107, 167 (1997).
[36] I.-C. Yeh and M. L. Berkowitz, J Chem Phys 111, 3155 (1999).
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time the new configuration will be highly similar of the previous. The probability to
accept a new configuration depends on its relative weight compared to the previous.
An equilibrium state is by definition stationary, hence the mean flux from and to all
configurations must be zero, a criterion called balance. This is hard to implement
and the firmer condition of detailed balance, or some times even stronger ones[25], are
usually enforced. This means that the probabilities of two states must be balanced
by the probabilities to exchange between them,

ρ1π(1→ 2) = ρ2π(2→ 1). (4.1)

π(i → j ) is the transition probability between two states. In the Metropolis algo-
rithm the acceptance criterion for a change that is consistent with the constraints of
the canonical ensemble is

p(1→ 2) =min[1, exp(−β(U1−U2)]. (4.2)

Additional factors arise in the last condition of Equation 4.2 if one allows for mass
and volume transfer etc. due to contraction and expansion of phase space[25].

4.2.1 Non-rejective Markov Steps
Consider the following situation. A system tends to form aggregates of a finite size
i.e. the particles attract each other at short range but repel each other at longer sepa-
rations. Then we might expect a situation where small aggregates, dimers or trimers
are formed rather quickly, if we update the coordinates one particle at the time.
But in order to form larger structures the small aggregates have to merge. With the
proposed procedure this might take a rather long time if the attraction between the
particles is strong. We could augment the move with some condition, e.g. if particles
are within a certain distance we consider them to be an aggregate and we apply the
proposed change to all members of the aggregate. This will reduce otherwise long
lived correlations between clusters, but would force us to reject any change of the
aggregation number, in order to achive detailed balance. One can instead device an
algorithm that works with pairwise Boltzmann factors of all particles[37]. The re-
quirement is that one can find a coordinate transformation which, when performed
on all particles, regenerates the initial configuration under all conditions. In the
work related to this thesis, this has been implemented as a translation in a cubic pe-
riodic symmetry. The algorithm progresses in an iterative fashion, where a random
particle is picked and translated. The probability for any of the remaining particles
to ’move along’ is

pi j =max
�

1− exp(−β∆ui j ), 0
�

, (4.3)

where ∆ui j is the energy difference between the moved and remaining particle be-
fore and after the translation. The algorithm now progresses to evaluate the proba-
bility of the particles which followed the first one with the remaining, and the chain

[37] J. Liu and E. Luijten, Phys Rev Lett 92, 035504 (2004).
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continues until no more are moved. Compared to a sequential update of single parti-
cle coordinates, this algorithm is potentially much more expensive. Contrary to the
sequential scheme there is no final choice between a new and old configuration.

4.2.2 Parallel Tempering and Phase coexistence
As indicated above it is very desirable to generate uncorrelated configurations. One
appealing strategy would be to exchange all particle coordinates of two systems.
Let’s consider the case of two systems i and j where the Hamiltonian depends on
some parameter λ. Also, these systems are exerted to some external pressure P .
Then the acceptance probability to interchange the coordinates between the systems,
acc[(i , j )→ ( j , i)], and exchange λ and P is

min[1, exp(−β∆(U (λ)+ PV )] (4.4)

where ∆(U + PV ) =Ui (λ j )−Ui (λi )+ (P j − Pi )Vi +Uj (λi )−Uj (λ j )+ (Pi − P j )V j
[38]. This is often referred to as parallel tempering. Parallel since one has to keep
a number of simulations running in parallel and tempering since it modulates the
effective interactions. If we chose to vary the temperature Equation 4.4 would look
slightly different[38]. In the presence of widely separated free energy minima this
method is often an efficient way to pass over barriers by varying the Hamiltonian
such that the interactions are decreased. To obtain sufficient acceptance, the variation
in the effective interaction can not be too large between two systems. Therefore one
uses several systems in a ladder of λ. This approach is most appealing if one is
interested in all values of λ. One straightforward way to establish weather or not a
particular system has a coexistence region is by inspecting the Helmholtz free energy
as function of volume. This is possible by exploiting a constrained free energy [39].
The distribution of volumes in the N PT ensemble is proportional to

ρ(V )∝ e−βPV
∫

V
e−βU (Γ)dΓ. (4.5)

The constrained free energy, eG, associated with the probability distribution is then
given as

− ln[ρ(V )] = β eG =βA(V ; Pi )+βPV (4.6)

where Pi denotes the true internal pressure ∂ A/∂ V . This function has minima
or minimum for volumes where Pi = P but there is nothing that stops us from
estimating the constrained free energy over the entire span of volumes. Further, we
may use Equation 4.6 to compute the Helmholtz free energy as a function of volume
since

A= eG− PV . (4.7)

[38] M. Doxastakis, V. G. Macrantzas, and D. N. Theodorou, J Chem Phys 115, 11352 (2001).
[39] J. E. Hunter and W. P. Reinhardt, J Chem Phys 103, 8627 (1995).
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Most fluids exhibit a miscibility gap where a dense and a dilute liquid coexist. At
conditions of coexistence eG has two equally deep minima, corresponding to the co-
existing densities. It is not even necessary to simulate at the coexistence pressure,
since the constrained free energy may simply be transformed to any pressure. For
practical considerations, it is desirable to perform calculations close to conditions of
coexistence to improve sampling. For a macroscopic system, the coexistence points
may be found by balancing the applied pressure such that the probability density of
the points are equal. For small systems such estimate of these densities may suffer
in precision due to very different fluctuations about the coexistence points. This
difficulty may be addressed by balancing an integrated probability density about the
minima. Nevertheless, the method will most certainly reveal if any coexistence ex-
ists. In comparison to the Gibbs ensemble technique[40] this approach allows one
to use roughly twice the number of particles. With the latter technique one usually
tries to pass through the immiscibility gap such that half the number of particles are
in a dense/dilute regime while in the constrained approach all particles contribute to
the sampling of all densities. The drawback of the constrained free energy approach
is that as the size of the system increases, so does the barrier which has to be crossed.
Since a reliable eG relies on a proper sampling of all Q(N ,Vi ,T )/Q(N ,V j ,T ) this
may only be achieved with a biased sampling for large systems. The Gibbs ensem-
ble, on the other hand, completely removes the problem of passing barriers and is
probably more efficient for large systems.

[40] B. Smith, P. de Smedt, and D. Frenkel, Molec. Phys. 68, 931 (1989).
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Chapter 5

Summary of Results and
Concluding Remarks

T
his chapter summarizes the result in the papers which are appended to the
thesis.

5.1 Anisotropic Protein Interactions

Using a description of proteins based on the experimentally determined structure
is important. The interactions are complex and we can hardly expect a good de-
scription of the phase behavior based on very simple models. Protein structures are
often not well described as simple geometric objects. This goes for their charge dis-
tribution as well as their spatial extension. Some consequences of these complicated
structures are addressed in Paper II, III, IV, VI, VII and IX. Although many details
in these papers are interesting, I wish to highlight two broad themes of general im-
portance.

5.1.1 Mutual Amplification

Paper II, IV and IX describe how the electrostatic and van der Waals components
enhance each other for certain proteins. This is examined for two different systems,
Lactoferrin and Lysozyme-HyHEL5. It seems like the shape and distribution of
charges of Bovine Lactoferrin give rise to, spatially, common minima, of the com-
ponents in the pair potential. It is this apparent design that is responsible for the
formation of a stereospecfic aggregate. The explicit demonstration of amplification
in Paper IX shows that this effect can be profound and the aggregation can not even
be qualitatively described by an overlap approximation. This clearly casts doubts
on prevalent use of DLVO-like representations of proteins and suggests that more
detailed protein models are important to assure theoretical predictions of proteins
interactions.
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5.1.2 Orientational Effects

The density distribution of proteins about each other is highly inhomogeneous in
many cases. This is demonstrated in Paper II, III, IV and VI. In some particular sit-
uations, like the systems of Lysozyme-HyHEL5 and Lysozyme-αLactalbumin, this
can be well understood from a multipole expansion of the charge distribution. In the
discussion of Paper III it is hypothesized that the strong alignment of αLactalbumin
is a real feature of its heterodimer with Lysozyme. This is verified experimentally
in Paper IV. We also suggest, in Paper III, that the asymmetric charge distribution
of αLactalbumin may be important for the formation of macroscopic aggregates.
In Paper VII we examined this in a study of the phase behavior of αLactalbumin-
Lysozyme mixtures. The findings clearly show how the complex charge distribution
is crucial for the location or even existence of a two phase region. The experimental
observations are well represented by the model, while neglect of charge asymmetry
does not capture the physics of the system.

5.2 Protein Adsorption
The adsorption of Bovine Serum Albumin (BSA) onto polymer dressed nanoparti-
cles is the main subject of Paper V. It is found that BSA manages to adsorb even
though the particle surface is heavily coated with monomers. The paper evaluates
a few simple concepts to quantify the adsorption and to predict the interaction of
nanoparticles with the immune system. In order to design drug delivery vessels
that are resistant to immune response we found that it is important to control the
properties of the polymer brush.

5.3 pH -detection in Nano Compartments

Paper XIII describes a model of a molecular pH -meter, Glu3. The paper shows
how one can use a model, that is principally the same as the protein model, to
capture the behavior of titrating molecules. The determination of pH with Glu3

is highly dependent on electrolyte conditions. With the model we are able to show
that the probe response to pH is independent of counterion concentration and that
the response is not perturbed by the interactions of a zwitterionic membrane, even
though the probe itself might adsorb. Hence, the model suggests that the probe has
broad applicability.

5.4 Concluding Remarks
From the result presented in this thesis it is clear that the shape of proteins, in the
broadest sense, is elementary for their aggregation. This is a vital property that is
highly relevant for the understanding of complex fluids. Previous results have shown
that for isotropic interactions the phase diagram follows a corresponding-state law,
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where the reduced second virial coefficient plays the role of reduced temperature[41,

42]. However, if directional forces are introduced the state diagram no longer follows
such universal behavior[5]. This underlines the importance of numerical simulations
of molecular models to determine the liquid state of protein solutions. It is intrigu-
ing that a simple model, as in this work, is able to capture such complex behavior
as well defined dimer formation. Though the model is advanced in comparison to
others[43,44,45,46,47] it is fair to ask how the results compare with a detailed model of
the amino acids, also including solvent explicitly. From practical considerations it
does not appear feasible to use a fully atomistic description. Rather, the most likely
way forward is to be found in a similar way, as the long ranged interactions are
handled in Paper IX. It would be highly desirable to devise models with a resolu-
tion of the interactions that varies with separation, all the way to distances where
the amino acids are only separated by a few water molecules. Better descriptions of
the amino acid’s effective interactions might also be obtained from a more stringent
coarse graining scheme[48,49]. Despite my claim of new and extended understanding
of protein-protein interactions there are still lots to examine within the subject. Fi-
naly I hope the reader has found the work in this booklet interesting and the details
in the papers inspiring for their future research and wondering.

[41] G. A. Vliegenthart and H. N. W. Lekkerkerker, J. Chem. Phys. 112, 5364 (2000).
[42] P. Katsonis, S. Brandon, and P. G. Vekilov, J. Phys. Chem. B 110, 17638 (2006).
[43] W. R. Bowen, X. Cao, and P. M. Williams, Proc. R. Soc. Lond. A 455, 2933 (1999).
[44] F. Carlsson, P. Linse, and M. Malmsten, The journal of physical chemistry B, Condensed matter,

materials, surfaces, interfaces and biophysical 105, 9040 (2001).
[45] T. W. Rosch and J. R. Errington, J. Phys. Chem. B 111, 12591 (2007).
[46] M. C. Abramo, C. Caccamo, D. Costa, G. Pellicane, and R. Ruberto, J. Phys. Chem. B 114, 9109

(2010).
[47] Y. Liu, L. Porcar, J. Chen, W.-R. Chen, P. Falus, A. Faraone, E. Fratini, K. Hong, and P. Baglioni,

J. Phys. Chem. B 115, 7238 (2011).
[48] K. Maksimiak, S. Rodziewicz-Motowidlo, C. Czaplewski, A. Liwo, and H. A. Scheraga, J. Phys.

Chem. B 107, 13496 (2003).
[49] S. A. Hassan, J. Phys. Chem. B 108, 19501 (2004).





Acknowledgements 27

Acknowledgements

Så är det dags att ge de människor som möjliggjort denna avhandling vederbörlig
uppskattning. Att lära mig en massa nya ting och därefter göra något vettigt av det
hela är en konst som kräver sin domptör. Det har varit fruktansvärt roligt att ha
er, Torbjörn, Mikael och Janne, som handledare under dessa år. Jag har haft både
nytta och nöje av den här tiden med er. Jag måste rikta ett stort tack till de tre mus-
ketörerna Martin, Martin och Maxime. Var helst våra upptåg tagit plats, från Ven
till Amsterdam, har jag haft det otroligt roligt. Ni har även varit ovärdeliga när jag
tvivlat på programmen och letat med ljus och lykta efter smarta lösningar. Bosse
och Gunnar, ni ska ha tack för många tips och funderingar blandat med regelrätta
sågningar i allmänt gemyt. Magnus ska ha en stor eloge för arbetet med att hålla
räknemaskinerna välsmorda, utan vilka jag vore hjälpslös. Till Anıl vill jag säga att
det varit otroligt roligt att dela kontor med dig. Det känns trist att lämna dig ensam
med hibiskusen, men jag är säker på att du klarar dig utmärkt. Måste också passa på
att tacka Asbjørn som, förutom det vetenskapliga pratet, har öppnat dörren till en
norska utöver det vanliga. Jonas och Samuel, det har varit mycket trevligt med alla
fikastunder och lycka till med skrivandet. Sedan ska jag passa på att tacka Lennart
för alla fantastisk föreläsningar om kemi i alla dess former, det betydde mycket. Så
vill jag även rikta en liten tacksam tanke till Björn som så plirigt gav en första tjuvtitt
av den teoretiska sidan av kemin för tio år sedan.

Till sist vill jag lämna några ord till dem som verkligen gjort denna avhandling
möjlig. Ett enormt tack till Mamma och Pappa. Exakt vad ni gjort för att jag skulle
falla för kemin har jag ingen aning om, men utan er skulle jag knappast vara här.

Så har jag spart det bästa, Sandra. Jag vet inte riktigt var eller hur jag skall börja,
du har stöttat i vått och torrt och på alla vis. Inte minst med och tillsammans med
Tage, vår fantastiska glädjespridare. Tack.





Paper IppppppIIIIIIIPaper I

Lund, Trulsson and Persson
Source Code Biol Med, 3, 1 (2008)
c©2008 Lund et al.





BioMed Central

Page 1 of 8
(page number not for citation purposes)

Source Code for Biology and 
Medicine

Open AccessSoftware review
Faunus: An object oriented framework for molecular simulation
Mikael Lund*1, Martin Trulsson2 and Björn Persson2

Address: 1Institute of Organic Chemistry and Biochemistry, The Academy of Sciences of the Czech Republic, Flemingovo nam.2, CZ-16610 Prague 
6, Czech Republic and 2Department of Theoretical Chemistry, University of Lund, P.O.B 124 SE-22100 Lund, Sweden

Email: Mikael Lund* - mlund@mac.com; Martin Trulsson - martin.trulsson@teokem.lu.se; Björn Persson - bjorn.persson@teokem.lu.se
* Corresponding author    

Abstract
Background: We present a C++ class library for Monte Carlo simulation of molecular systems,
including proteins in solution. The design is generic and highly modular, enabling multiple
developers to easily implement additional features. The statistical mechanical methods are
documented by extensive use of code comments that – subsequently – are collected to
automatically build a web-based manual.

Results: We show how an object oriented design can be used to create an intuitively appealing
coding framework for molecular simulation. This is exemplified in a minimalistic C++ program that
can calculate protein protonation states. We further discuss performance issues related to high
level coding abstraction.

Conclusion: C++ and the Standard Template Library (STL) provide a high-performance platform
for generic molecular modeling. Automatic generation of code documentation from inline
comments has proven particularly useful in that no separate manual needs to be maintained.

Background
Molecular simulation has become a standard tool for
investigating molecular systems such as proteins, polymer
solutions and other colloidal particles. It is safe to say that
for biological applications Molecular Dynamics (MD) is
by far the most popular method as it provides both static
and dynamic properties of the system. Metropolis Monte
Carlo (MC) simulation [1], on the other hand, is less uti-
lized and relatively few software packages exists [2-4].
One advantage of MC simulation is that it allows
"unphysical" particle moves, enabling a more creative
sampling of the configurational space [5]. The tradeoff for
this freedom to move particles is the loss of all dynamic
information and, in addition, MC programs tend to
become less general. However, if one is interested in equi-
librium properties only – binding constants, free energy

changes, pKa values etc. – MC simulation may be a good
option.

Using a standard, pre-compiled software package should
require no prior knowledge of programming and as such
can be a fast and practical approach for solving a specific
scientific problem. On the other hand, the underlying
physical theory is somewhat hidden and there is always a
risk that the application is regarded as a "black box" pro-
ducing numbers. It becomes even worse if new features
are to be implemented. The alternative is for researchers to
create their own programs. This approach of course
requires some programming skills and writing an
advanced simulation program from scratch may be an
overwhelming -and likely error prone – task. Instead the
programmer may resort to existing libraries, thus
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approaching the black box situation described above.
However, the abstraction level will typically be lower
which has several advantages that allows the researcher to
(i) have a high level of control, and (ii) experience high
performance due a minimalistic design. In this text we
present a modular C++ [6] framework or class library that
can be used to construct MC simulation programs in an
expeditious manner. Other C/C++ libraries for molecular
simulation do exist: MDAPI [7], OOMPAA [8], Glotzilla,
for example, albeit none of these target Monte Carlo sim-
ulation specifically. Due to the common language, faunus
can easily interweave these libraries to broaden the intrin-
sic feature set with additional well-proven code. A success-
ful example of incorporating features from an external
library, Gromacs GMX [9], is presented in the text.

Implementation
Object oriented design
The object oriented capabilities of C++ have enabled us to
create a more appealing interface than traditional proce-
dural approaches. For example, the handling of particles –
a key undertaking of all classical simulations – is provided
by a class hierarchy:

class point {

public:

double x, y, z;

double dist(point &);

...

};

class particle : public point {

public:

double charge, radius;

...

};

The Standard Template Library (STL) is subsequently used
to construct a vector of particles, vector<particle>, that
allows for easy access and manipulation. For instance, p
[i].radius will return the size of the i'th particle.

Polymorphic classes – Virtual functions
One of the unique features of C++ is polymorph classes that
allows for very generic and intuitively appealing code. To
demonstrate this, we outline the design of our framework

for handling the simulation container – see Figure 1.
Essentially, the end programmer will want to select
among different geometries -a box, sphere, cylinder etc.
For each geometry we need functions that can calculate
the volume, generate a random point or decide whether a
given point falls within the boundaries. We now construct
a polymorph class, container, that defines the unimple-
mented virtual functions. Derived classes – box, cylinder
etc. -then implement specialized versions of the functions
and the container class hence acts as an interface to the
various geometries. This means that we can construct
functions that accept any geometry derived from the con-
tainer class. For example:

double concentration(container &c)

{ return N/c.volume(); }

Due to a large overhead, virtual functions may, however,
negatively impact performance and are generally avoided
in critical, inner loops.

Performance aspects
Function inlining via templates
The most computationally demanding step in most
molecular simulations is the evaluation of configura-
tional energies. Hence the applied pair potential must be
highly optimized and preferably inlined in all inner
loops. This is accomplished by passing a pair potential
class as a template parameter that creates a local instance
inside the inner loop template,

class coulomb {

 float energy(particle &a, particle &b)

 {

return a.charge*b.charge/a.dist(b);

}

};

template<class T_pairpot>

class innerloop {

T_pairpot pair;

float sum(vector<particle> &p) {

for (i = 0; i<N-1; i++)

for (j = i+1; j<N; j++)
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Graphical class hierarchyFigure 1
Graphical class hierarchy. Schematic representation of class inheritance used for the container class. Intuitive inheritance is 
used whenever possible. For example, a container contains particles, it can have a shape etc. The graphical representation is 
produced using Doxygen.

container

+ volume
# slp

+ collision()
+ randompos()
+ info()
+ povray()
+ boundary()
+ sqdist()
+ dist()

box
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- d
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+ box()
+ box()
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+ randompos()
+ randompos()
+ randompos()
+ collision()
+ povray()
+ dist()
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+ boundary()
- setlen()

cell

+ r
- r2
- diameter

+ cell()
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+ boundary()
+ randompos()
+ povray()
+ collision()
- setradius()

clutch

+ r
+ zmin
+ zmax
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+ randompos()
+ boundary()
+ collision()

cylinder
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+ r
+ r2
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+ boundary()
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+ collision()
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+ povray()

particles

+ p
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+ charge()
+ charge()
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+ id()
+ get()
+ get()
- set()
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u = u+pair.energy(p [i], p
[j]);

...

};

This so-called Expression Template technique [10] ena-
bles the programmer to arbitrarily invoke various pair
potential functions, re-cycling the inner loop implemen-
tation,

innerloop<coulomb> elec;

innerloop<lennardjones> lj;

elec.sum(p);

...

Passing arguments as references
In C++ standard argument passing is done by creating a
new copy of the object. Working with large, aggregate
structures such as particle vectors, this will negatively
impact performance. To circumvent this we pass all com-
plex objects as references, for example: void func-
tion(someclass &).

Minimize memory consumption
Computer simulations of classical mechanical systems are
usually not memory intensive and by minimizing the
memory requirements there is a good chance that the exe-
cuting code will stay in the local cache. Code re-cycling via
class enheritage is extensively utilized to reduce the mem-
ory imprint as well as assist efficient development. In this
regard C++ templates are a concern since code will be gen-
erated for each template type. We therefore stride to avoid
extensive use of multiple template types – for example it
would seem silly to instantiate both a float and a double
version of an elaborate template class.

Only for systems with tens of thousands of atoms the par-
ticle coordinate vector may extend beyond the local cache
– for example, one megabyte of cache can encompass
10242/8/3 ! 43700 double precision three dimensional
particle coordinates. List methods and additional single
particle information may decrease this number and, while
not yet implemented in faunus, sophisticated methods do
exist for cache efficient bookkeeping of many particle sys-
tems [11].

Parallelization
In systems that equilibrate fast, Monte Carlo simulations
can be linearly parallelized using the "embarrassingly sim-
ple technique" – that is start several independent runs

with different random seeds, combining the results after-
wards. Tightly coupled parallelization is incorporated in
parts of the code by threading the energy evaluation into
two processes: before and after a trial move. For systems
with particles in the order of hundreds, this scales well on
dual-core computers, whereas the overhead becomes
unacceptable for small systems. To enable threading, the
appropriate compiler flag for OpenMP [12] must be set; as
of writing the GNU, Intel and IBM C++ compilers all sup-
port OpenMP.

Code documentation
We provide a class library and as such need to describe
both what the classes do as well as how to use them. This
can be conveniently achieved using a code documenta-
tion system – here we have chosen Doxygen[13] since (i)
the documentation appears as normal code comments
and (ii) the output is highly configurable, allowing LaTeX
equations to be inserted etc. In Figure 2 we show how
commented code is used to construct a web based manual
of the available classes and functions in the code library.
Another very useful feature of Doxygen is the ability to
generate a graphical view of the class hierarchy. This ena-
bles the end programmer to visually see how a class is con-
structed as shown in Figure 1.

Results and discussion
General features
The class library provides simulation routines for ions,
macromolecules and polymers in solution with a strong
focus on electrostatic interactions using the primitive
model of electrolytes where the solvent is treated as a
structureless dielectric continuum [14]. It is, however,
completely possible to expand the library to other sys-
tems, include explicit solvent etc. The routines have been
developed over several years in connection with a number
of scientific investigations, including proteins in solution
[15]. As of writing, the code library contains general
classes for the following,

• Explicit treatment of ions, including ion-ion correlation
effects.

• Macromolecules – Proteins, flexible chains, charged sur-
faces.

• Charge regulation of molecules [16].

• Particle distribution functions and other statistical
mechanical averages.

• Standard file formats are supported: PQR, Gromacs
(GRO, XTC), Povray, XYZ.
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An example of protein ionization will be presented later
in the text. We stress that the project is under ongoing
development and encourage interested users and develop-
ers to contribute.

"Trajectory" output
Molecular Dynamics simulation packages often save the
time propagated particle trajectory to disk which is subse-
quently analyzed. In order to adopt this strategy we
include an export routine that can write the simulated par-
ticle configurations to a compressed Gromacs XTC file [9].
This (sizable) file can be analyzed using the extensive set
of tools provided in the Gromacs package, or visualized
using VMD [17], for example. As an example of the latter,
we have simulated lysozyme interacting with a fab-H frag-
ment and, using VMD, plotted the spatial mass center dis-
tribution as shown in Figure 3.

An example: Proton titration
Figure 4 shows – in 50 lines of code – a complete MC pro-
gram for simulating the protonation state of a protein in
a salt solution at a given pH value. Experimentally this

corresponds to a standard potentiometric titration experi-
ment where the net-charge is measured as a function of
pH [18]. We will not go through all the lines in the code
as the comments should be more or less self-explanatory.
The overall program structure is

1. Set up the simulation cell (line 12)

2. Add protein(s) and ions (line 17–25)

3. Main loop with salt- and proton moves (line 32–49)

4. Print results and (line 50)

Results and comparisons with experimental data for such
calculations can be found in a recent article [19]. The par-
ticles in the systems are clustered into groups and derived
classes; there is a general group class (line 23) and a class
for macromolecules (line 17). Note that we have also
incorporated a general polymorphic class for markov
moves and data analysis so that all derived classes have a
common interface. For example, both the salt move class

Source code manualFigure 2
Source code manual. Code documentation through code comments. All code is commented with special keywords that are 
eventually collected into a web based manual.
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(line 36) and titration class (line 39) will store informa-
tion about energy changes, if the move was a success etc.
Data and analysis about each type of move is automati-
cally shown by calling the respective information func-
tions (line 51).

The source code for this and other examples are included
with the class library and should serve as good starting
points for developing new programs.

Conclusion
A general class library for (macro-)molecular simulation
is presented. We focus on Monte Carlo methods and the
primitive model of electrolytes, although we see no tech-
nical limitations in expanding the project to cover other
methods and molecular levels. The software design is
object oriented, meaning that the code is extensively re-
cycled which has several advantages:

• Programs can be developed in a modular manner (à la
"Lego" bricks).

• Development and debugging is reduced.

• Memory requirements are minimized.

The class library is documented through extensive use of
inline code comments. These comments are subsequently
collected by a third party program (Doxygen) that will
automatically construct a code manual and, hence, obso-
lete a separately maintained instruction book. In 50 lines
of C++ code we demonstrate how to construct a complete
MC program that can simulate protein protonation states
in an aqueous salt solution. High performance in inner
loops is established using Expression Templates, com-
pletely compatible with the flexibility and intuitive appeal
of an object oriented design.

Graphical analysisFigure 3
Graphical analysis. Lysozyme interacting with a fab-fragment – a simulation containing more than 340 amino acid residues as 
well as salt particles. The probability of finding lysozyme's mass-center around the the fab fragment is illustrated by the pink 
iso-surface. VMD [17] and Povray [20] was used to visualize the generated output from Faunus.
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Availability and requirements
Project name: faunus

Project home page: http://faunus.sourceforge.net

Operating systems: MacOS X, Linux, "Cygwin"

Programming language: C++

Other requirements: C++, Doxygen (optional)

License: GNU GPL

Restrictions to use by non-academics: GNU GPL

The latest version can be downloaded using the version-
ing control system "subversion" (SVN). On most UNIX
type operating systems this is done by invoking the fol-
lowing shell command,

$ svn checkout

http://faunus.svn.sourceforge.net/

svnroot/faunus/trunk faunus

Prospective developers are welcome to contact the authors
for write access to the online code repository, currently
hosted by Sourceforge, Inc.
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Source code exampleFigure 4
Source code example. Example of a Monte Carlo simulation program to calculate protein ionization states in an aqueous 
salt solution using explicit ions and the detailed three-dimensional protein structure.

1: #include <iostream>

2: #include "analysis.h"

3: #include "container.h"

4: #include "potentials.h"

5: #include "countdown.h"

6: typedef pot_coulomb T_pairpot; // Specify pair potential
7: #include "markovmove.h"

8:
9: using namespace std;

10:
11: int main() {
12:   cell::cell con(100.); // Use a spherical container
13:   canonical nvt; // Use the canonical ensemble
14:   pot_setup cfg; // Setup pair potential (default)
15:   interaction<T_pairpot> pot(cfg); // Functions for interactions
16:   countdown<int> clock(10); // Estimate simulation time
17:   macromolecule protein; // Group for the protein
18:   ioaam aam(con); // Protein input file format is AAM
19:   protein.add( con, aam.load(
20:         "calbindin.aam" ) ); // Load protein from disk
21:   protein.move(con, -protein.cm); // ..translate it to origo (0,0,0)
22:   protein.accept(con); // ..accept translation
23:   group salt; // Group for salt and counter ions
24:   salt.add( con, particle::NA, 34+19); //   Insert sodium ions
25:   salt.add( con, particle::CL, 34 ); //   Insert chloride ions
26:   saltmove sm(nvt, con, pot); // Class for salt movements

27:   aam.load(con, "confout.aam"); // Load old config (if present)
28:   chargereg tit(nvt,con,pot,salt,7.6); // Prepare titration. pH 7.6
29:   systemenergy sys(pot.energy(con.p)); // System energy analysis
30:   cout << con.info() << tit.info(); // Some information
31:
32:   for (int macro=1; macro<=10; macro++) { // Markov chain
33: for (int micro=1; micro<=1e3; micro++) {
34:       switch (rand() % 2) { // Randomly chose move
35: case 0:
36:           sys+=sm.move(salt);               // Displace salt particles
37: break;
38:         case 1:
39:           sys+=tit.titrateall();            // Titrate protein sites
40:           protein.charge(con.p); // Re-calc. protein charge
41:           protein.dipole(con.p); // Re-calc. dipole moment
42: break;
43:       }
44:     }                                       // END of micro loop
45:     sys.update(pot.energy(con.p)); // Update system energy
46:     aam.save("confout.aam", con.p); // Save config. to disk
47:     cout << "Macro step " << macro
48:          << " completed. ETA: " << clock.eta(macro);
49:   }                                         // END of macro loop
50:   cout << sys.info() << sm.info() // Print results
51:        << tit.info() << salt.info() << protein.info();
52: }
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Enhanced Protein Steering: Cooperative Electrostatic and van der Waals Forces in
Antigen-Antibody Complexes
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We study the association of the cationic protein lysozyme with several almost neutral protein fragments but
with highly uneven charge distributions. Using mesoscopic protein models, we show how electrostatic
interactions can align or steer protein complexes into specific constellations dictated by the specific charge
distributions of the interacting biomolecules. Including van der Waals forces significantly amplifies the
electrostatically induced orientational steering at physiological solution conditions, demonstrating that different
intermolecular interactions can work in a cooperative way in order to optimize specific biochemical mechanisms.
Individually, the electrostatic and van der Waals interactions lead only to a relatively weak intermolecular
alignment, but when combined, the effect increases significantly.

Introduction

The mutual interaction between biomolecules is of importance
not only for biological processes in living cells but also for a
range of technical applications, including enzymatic reactions,
protein recognition, aggregation, and crystallization. How
proteins interact with other solutes is dictated by their molecular
structures as well as the solution conditions such as salt, pH,
and temperature.1,2 A classic example is the interaction between
the superoxide ion with the enzyme superoxide dismutase where
both species have the same net charge but the subtle charge
distribution determines the enzymatic rate of conversion.3,4 More
recently, a number of publications have dealt with the compu-
tationally more involved problem of several interacting proteins,
with methods spanning from Poisson-Boltzmann continuum
electrostatics,2,5-9 to explicit salt models,10-12 to atomistic solvent
molecular dynamics simulations.13,14

Measured thermodynamic properties of the protein association
processsbinding constants and osmotic second virial coef-
ficients, for examplesrepresent time averages over all micro-
scopic configurations of the solution. That is, averages over all
possible protein-protein orientations and conformations as well
as salt and solvent positions. This of course involves an
enormous number of possible configurations, and calculating
thermodynamic properties is hence a demanding task. Ap-
proximations are therefore commonly applied, and in this work,
we treat the proteins as rigid entities, water molecules are
replaced by a structureless dielectric continuum, and salt
particles are described as charged, hard spheres (Figure 1). This
model simplification allows us to calculate the free energy of
interaction of two proteins in a solution at arbitrary salt and pH
conditions.

For two equally charged proteins, the free energy of interac-
tion is usually dominated by a strong net repulsion of electro-
static origin, which is modulated by the addition of salt and it
becomes substantially screened at physiological conditions.
While the free energy of binding is often attributed to more
specific short-ranged interactions,15-18 we here show that an
uneven charge distribution, caused by ionized residues, may lead

to a considerable orientational ordering of the protein molecules,
effectively steering them into specific constellations. This is
exemplified for the interaction between hen-egg white lysozyme
with the fragments of fab (HyHEL-5 antigene-antibody com-
plex) using Monte Carlo simulations. While steering interactions
between proteins are well-known,6,8,19-21 we here show that,
when combined with anisotropic van der Waals (vdW) forces,
protein steering can be significantly enhanced due to nonlinear
coupling of angular dependent interactions.

Methodology

Monte Carlo Simulation. Mobile ions and residues in the
rigid proteins are mimicked by charged or neutral hard spheres,
while the solvent is treated as a dielectric continuum. Each
sphere, representing an amino acid, is placed at the center of
mass of the residue with respect to the internal coordinates taken

* To whom correspondence should be addressed. E-mail: mikael.lund@
teokem.lu.se.

Figure 1. Snapshot of a simulation of a fab fragment and lysozyme
in an aqueous salt solution. The proteins and salt particles are colored
according to their charges: gray/red ) negative, black ) positive.
Befittingly, the white background illustrates the structureless continuum
solvent.
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from PDB entry 3HYL containing the complex between the
lysozyme and the complete antibody.22 The radius of an amino
acid sphere is determined so as to give the residue the same
molecular volume as in the atomic structure, which has been
shown to give a good representation of the protein surface.12

The system, enclosed in a spherical cell with a diameter of 200
Å, contains two proteins as well as counterions and salt (see
Figure 1), and we sample configurations of the canonical
ensemble distribution using the traditional Metropolis Monte
Carlo (MC) algorithm,23 averaging over all protein angles,
charge states, and ion configurations. The total number of
particles in the simulations varies with salt concentration, and
in the largest system treated here, the complete fab molecule
plus lysozyme at 100 mM salt concentration amounts to 1200
ions and amino acid spheres. The attempted configurations
consist of random moves of all counterions and salt particles
(radii 2 Å) as well as random moves and rotations of the two
proteins. In addition, the charge states of the Ntit titrating amino
acidssGlu, Asp, His, Lys, Arg, and N- and C-terminal
groupssare allowed to vary in the simulation.24 The configu-
rational energy is based on the following Hamiltonian

where rij is the distance between particles i and j, q their charge,
ε0 the permittivity of vacuum, εr ) 78.7 is the relative dielectric
constant of water, T ) 298 K is the temperature, k is
Boltzmann’s constant, and pKa is the intrinsic acidity constants
of the ionizable amino acid groups.24 The first sum is performed
over all particles (salt ions and amino acid residues) in the
simulation cell, while the second is over the amino acids in the
two proteins a and b, only. This corresponds to the primitive
model of electrolytes25 but with an additional van der Waals
(vdW) term acting between amino acid residues. The vdW
parameter, CvdW, is set to 25000 Å6, which is reasonable for
the interaction across water.12,26 The model does not explicitly
account for specific short-range hydrophobic interactions,27-29

yet for the overall, more long-ranged electrostatic interactions,
the solvent mediated Coulomb potential performs remarkably
well, as reflected in comparisons with experimentally determined
second virial coefficients for protein complexes.7,10,12,30 All MC
simulations were performed using the freely available coding
framework, Faunus,31 while the molecular graphics were created
using the VMD package.32 Note that Monte Carlo simulations
can be used to study static or equilibrium properties only and
that these, within the same model, are identical to results
obtained using molecular or Brownian dynamics.33

Analysis. The protein-protein radial distribution function,
g(R), is sampled and subsequently used to calculate the potential
of mean force, or Helmholtz free energy of interaction,

where R is the mass center separation of the two proteins. We
also perform a detailed analysis of the interprotein angular
properties: The two protein mass centers are connected by the
system z-axis, and the degree of dipolar alignment of a single
protein can therefore be probed by averaging the z-component
of the molecular dipole moment unit vector, 〈µz〉; see the
Appendix. The dipole moment is not uniquely defined for a

charged molecule and depends on the choice of origin for the
coordinate system. Here, we calculate the dipole moment with
respect to the center of mass which is compatible with
commonly used multipole expansions.26,34 The direction of the
dipole moment varies of course during the simulation due to
the random rotations of the proteins, but it varies also in both
direction and magnitude due to the titration of the acidic and
basic residues.35 If 〈µz〉 ) (1, then the dipole is fully
(anti)aligned, while if the protein can, on average, rotate freely
it is zero. We use µz to gain insight into two distinct
characteristics of protein-protein interactions, namely, the
specificity by studying the probability function, P(µz), at a fixed
interprotein separation (typically the free energy minimum) and
the range of the alignment by following 〈µz〉 as a function of
the protein-protein separation. The probability function, P(µz),
further allows us to estimate the alignment free energy difference
between discrete projections of the dipole, µz and µz′,

Finally, let us briefly discuss when a molecular dipole moment
can be considered to be “large”. The answer depends on the
size of the molecule and the type of interaction. For example,
using a multipole expansion,26 the ion-dipolar free energy of
interaction is proportional to µ2/R4, while the dipole-dipole free
energy is proportional to µ4/R6. Reformulating the energy in
terms of the molecular size, ∝ V1/3 ∝ N1/3, we can obtain a more
comparative measure of the dipolar magnitude, µ2/N4/3, for the
ion-dipole term at contact where N is proportional to the
number of atoms (or residues) in the protein.

Results and Discussion

Overview of the Studied Proteins. The electric properties
of the individual proteins studied are shown in Table 1. At pH
7.6, lysozyme carries a net charge, Z ) ∑ i qi /e, of close to +7
and an insignificant electrical dipole moment (defined relative
to the center of mass). At the same condition, both the heavy
(H) fab and the combined complex (HL) carries a small negative
charge, while the light (L) fragment lacks a monopole, since
the pH coincides with the iso-electric point, pI. Even though
the net charges of H, HL, and L are small or zero, they all have
an appreciable number of basic and acidic residues. For H and
L, these give rise to large dipolar moments and naively we
would expect their interaction with lysozymeswith a high net
chargesto resemble that of an ion interacting with a dipole.34,36

This implies an orientational alignment or “steering” of the
dipolar protein. Making use of our previously derived “effective
dipole moment”, i.e., 〈µ2〉/N4/3, we find that the dipolar character

Utot ) ∑
i*j

Nall qiqj

4πε0εrrij
- ∑

i

Na

∑
j

Nb CvdWkT

rij
6

( ∑
i

Ntit

(pH - pKa,i)

(1)

A(R) ) -kT ln g(R) + const (2)

TABLE 1: Properties of the Four Proteins Obtained from
MC Simulations at pH 7.6 and at a Salt Concentration of
100 mMa

protein Nresidues pI Z µ (D) Rmin (Å) µ2/Nresidues
4/3

lysozyme 129 10.9 6.8 140 30
L-chain 214 7.6 -0.1 740 57 428
H-chain 225 7.0 -1.3 595 49 259
HL complex 439 7.1 -1.4 230 54 16

a The isoelectric points, pI, have been obtained from a set of
simulations at variable pH. Rmin is the separation in the free energy
minimum when interacting with lysozyme (vdW and electrostatic
interactions included), and the last column shows the effective
dipole strength; see text. The dipole moment is given in debyes (D).

∆Aµzfµz′ ) -kT ln
P(µz′)
P(µz)

(3)
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of H and L is roughly 1 order of magnitude larger than that for
lysozyme and the HL fragment. We will investigate the dipolar
steering in the simulations by calculating orientational correla-
tions between lysozyme and the three antibody fragments H,
L, and HL.

Free Energy of Interaction. Figure 2 shows the Helmholtz
free energy of interaction, averaged over all protein orientations,
charge states, and salt positions, between lysozyme and the
antibody fragments. All three effective pair potentials display
minima at short separations, and in the presence of 17 mM salt,
the depth is roughly 1 kT for all three pairs. In order to dissect
the physical contributions to the total free energy, we have
performed simulations with three different protein Hamitonians:
(i) only electrostatic interactions, i.e., CvdW ) 0, (ii) only van
der Waals interactions, and (iii) both electrostatic and vdW
interactions. Hamiltonians i and ii give rise to weak free energy
minima at significantly different positions, while the combination
of electrostatic and vdW interactions in Hamiltonian iii produces
much deeper minima for all three systems. For the H and L
fragments, the positions of the total free energy minima coincide
with those found when only electrostatic interactions are
considered. Thus, there is an apparent nonlinear coupling
between electrostatic and vdW interactions that tends to
significantly lower the free energy of the protein association.

In light of our previous discussion of the uneven charge
distributions of the H and L fragments, we now investigate the
angularly dependent binding of lysozyme to these proteins.
While the radial distribution function, g(r) ) exp[-w(r)],
incorporates an angular average over all protein orientations,
we can also use MC simulations to calculate an angularly
dependent spatial distribution function. In Figure 3, we have
visualized the preferential protein-protein interaction by plotting
the spatial distribution of lysozyme around the three target

molecules. These iso-density surfaces reveal that lysozyme is
indeed steered toward the negative poles of the free H and L
fragments. As for the complete HL antibody, the two constitut-
ing fragments, H and L, are positioned such that their dipoles
are antiparallel (Figure 3, right), thus reducing the overall dipole
moment of HL to 230 D. While this design in itself demonstrates
an interesting mechanism for stabilizing the HL complex, it
significantly impacts the interaction with lysozyme. In particular,
we note that the latter binds to both ends of HL, with a
preference for the negative poles of the constituting fragments.
This clearly hints that the lysozyme-HL association has the
character not of an ion-dipole interaction but rather of higher
order electrical moments.

Instructively, while the effective pair potentials shown in
Figure 2 exhibit modest free energy minima of about -1 kT,
they camouflage the strong preferential binding of lysozyme
toward H and L. In the next section, we show that the alignment
free energy can be several kT.

Dipolar Correlations. In the previous section, we demon-
strated, using spatial distribution functions, how lysozyme
preferentially binds to the negative ends of the H and L
fragments and that the binding sites revolve around the poles
of the molecular dipole moments, µ. Hence, the dipole moment
is an adequate quantity for probing orientational alignments and
in this section we track µ-correlations when two proteins interact.

Figure 4 shows the average z-component of the dipole
moment of the L fragment as a function of distance to lysozyme.
As discussed in the Methodology section, a value of unity means
that the dipole is perfectly aligned, while if zero it can rotate
freely. It is clear that, as the dipolar fab fragment approaches
the cationic lysozyme molecule, the former is aligned or steered
in the generated electric field. As vdW interactions are switched
on, the dipolar ordering is drastically enhanced from 35 to 60%
for 17 mM salt and from 9 to 26% for 100 mM salt. Thus, the
vdW-induced amplification of angular ordering is, in relative
terms, more pronounced at physiological salt conditions with
an enhancement by a factor of 3. It can be attributed to an
increment of close contacts that counteract the entropic penalty
of aligning the molecules. This result demonstrates a biologically
relevant example of a strong coupling between intermolecular
forces that leads to an amplification of electrically induced
molecular ordering.

To probe the specificity of the protein-protein interaction,
we investigate the probability, P(µz), of finding the dipole in a
specific projection at a fixed interprotein separation, namely,
that of the minimum free energy (see Table 1). As shown in
Figure 5, the distributions of H and L are narrow, indicating
that lysozyme indeed concentrates around the negative pole of
these molecules. Using eq 3, we estimate the alignment free

Figure 2. Free energy of interaction of lysozyme with the complete
HL protein and the H and L fragments. Simulated at 17 mM salt and
with the following protein Hamiltonians (“force fields”): circles, only
vdW; dashed, only electrostatics; full drawn, electrostatic and vdW
interactions. (� ) 1/kT is the inverse thermal energy.)

Figure 3. Simulated lysozyme mass center distribution (orange iso-
density surfaces) around the heavy (H), light (L), and heavy-light (HL)
molecules at pH 7.6 and 17 mM salt. The red arrows represent the
dipole moment directions for the H and L fragments. The surfaces
represent average iso-densities (8 Å3 resolution) of 20 times the bulk
value and have been sampled from MC generated configurations using
the VMD package.32

Figure 4. Average z-component of the L fragment dipole moment
vector when interacting with lysozyme at pH 7.6 at high and low salt
concentrations with (closed symbols) and without (open symbols) vdW
interactions. The vertical, dashed line indicates the free energy minimum
separation.
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energy of L to be -4 kT, or that it is 50 times more likely to
find lysozyme near the negative end of L than at the positive
end at 17 mM salt. At 100 mM salt, the alignment free energy
is reduced to -2 kT (not shown) which is still a significant
number.

Thus, even though solvent mediated electrostatic interactions
may be screened at physiological conditions and consequently
contribute little to the angularly averaged free energy, they still
provide effective guidance for steering proteins into specific
orientations. In general terms, the electric field of a charged
moleculeshere lysozymesaligns another dipolar protein (H or
L), thereby creating a distance dependent interaction “funnel”.
This mechanism can be qualitatively understood from a few
intrinsic protein properties, such as the dipole moment and net
charge. That is, projecting the complex charge distribution within
a protein onto a multipole one is indeed able to qualitatively
predict the essential effects of certain protein-protein interac-
tions. We also note that the angularly averaged potential of mean
force essentially conceals the role played by electrostatic
interactions and, instead, considerably more insight is gained
by studying dipolar correlations as presented here.

Energy Decomposition. In order to decipher which interac-
tion mechanisms control the steering of lysozyme toward H, L,
and HL, it proves useful to decompose the energetics of these
systems. During the simulation, we average the electrostatic
energy of the whole system, the interaction energy between the
proteins, as well as interprotein ion-ion, ion-dipole, and
ion-quadrupole energies; see Table 2. The protein-protein (pp)
energy accounts for the direct interaction between all charged
groups on the two proteins, and as seen in Figure 6, minima in
Upp are observed for all complexes. Summing all possible
electric multipolar terms should, ideally, add up to give Upp,
but we here restrict our analysis to include only ion-ion,
ion-dipole, and ion-quadrupole terms. Note that in all cases
the dipole-dipole term is negligible. For the H and L
complexes, the sudden drop in electrostatic energy at separations
corresponding to the free energy minima is caused by orienta-

tional correlations of the dipole. This is seen by the fact that
most of Upp is picked up by the ion-dipole and ion-ion terms
where the latter is monotonically decreasing and causes merely
the curve to slope. The ion-quadrupole term generally con-
tributes only to a minor extent, except for HL where it dominates
the alignment. That is, the ion-dipole term is negligible and the
minimum is caused solely by the quadrupole. This is in
agreement with our previous discussion and is also evident from
Figure 3. Thus, decomposing the electrostatic pair interaction
into a few of the first multipolar terms, we can understand the
underlying driving force of the system. This seems possible even
though the interprotein separation is short, compared with the
size of the proteins and at conditions where the screening length
is shorter than the length scale of the proteins.

The vdW/electrostatic co-operativity is manifested also in the
protein-protein energy components. Figure 7 shows the average
protein-protein electrostatic and vdW energy, respectively,
when either vdW or electrostatic interactions are switched on
or off. With vdW interactions included, the electrostatic
contribution is significantly enhanced and Vice Versa. The
strength of the amplification of either interaction type is around
1-2 kT.

At high ionic strength, we note that the total electrostatic
energy (Usys)sdefined as the sum of all interparticle Coulomb
interactions, including saltshardly varies with the protein-
protein separation. At the same time, the direct electrostatic
interaction between the two proteins, Upp, varies quite a lot.
That is, the electrostatic interactions between the two proteins
are effectively screened out by the salt. However, even if the
total electrostatic interactions only give a negligible contribution
to the overall interaction energy, they still have a profound effect
on the orientational arrangement of the complex. At low salt
concentration and weak screening, we do see an effect of the
total electrostatic interactions, but the vdW term is dominating
the magnitude of the free energy minimum.

Biological Significance. In the experimentally determined
crystal structure of the complex between lysozyme and the
combined HL complex,37 lysozyme is located in one end of the
elongated antibody. Our study indeed suggests that there is a
steering mechanism of lysozyme toward the poles of HL, as
illustrated in Figure 3, but we see no large preference for one

Figure 5. Probability distribution for the dipole moment z-components
when lysozyme interacts with H, L, and HL at pH 7.6 and at a salt
concentration of 17 mM at a fixed interprotein separation, corresponding
to the minimum in free energy. The inset shows the alignment free
energy change, cf. eq 3.

TABLE 2: Electrostatic Energy Components for Discrete
Configurationsa

component energy

system ∑i*j
N qiqj/rij

protein-protein (pp) ∑i
Na ∑j

Nb qiqj/rij

ion-ion (ii) ∑i
Na qi ∑j

Nb qj/R
ion-dipole (dd) -∑i

Na qi ∑j
Nb qjzj/R2 + ∑j

Nb qj ∑i
Na qizi/R2

ion-quadrupole (iq) ∑i
Na qi ∑j

Nb qj(zj
2 - 1/2yj

2 - 1/2xj
2)/R3

+∑j
Nb qj ∑i

Na qi(zi
2 - 1/2yi

2 - 1/2xi
2)/R3

a Note that the multipole expressions are valid for molecules
connected along the z-axis only (see the Appendix) and that we
have omitted the (4πε0εr)-1 prefactor.

Figure 6. Decomposition of the electrostatic components of the
thermally averaged interaction energy between lysozyme and H, L, and
HL. Dashed lines: System electrostatic energy including proteins and
salt particles (shifted to zero). Triangles: Ion-ion (ii), ion-dipole (id)
energy. Circles: Ion-ion, ion-dipole, and ion-quadrupole (iq) energy.
Full drawn lines: Protein-protein (pp) electrostatic energy calculated
by explicitly summing over all charged groups. The energies represent
ensemble averages over all protein angles and salt positions.
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end over the other. Obviously, the crystal environment causes
a preference for one end, which could be due to short-ranged
specific interactions in the binding site15-18 not included in the
present model. The strength of the presented model is to capture
the solvent mediated interactions taking place at intermediate
and long-range protein separations. While the steering of
lysozyme toward the combined HL antibody is moderate, the
interaction with the individual fragments is stronger. We can
only speculate if this has any biological relevance, but it is
interesting to note that the dipole moment of both H and L peaks
close to physiological pH. In any case, the present study
demonstrates that significant biomolecular organization can be
induced by cooperative electrostatic and van der Waals
interactions.

Conclusion

We have studied the free energy of interaction as well as
orientational steering mechanisms between mesoscopic protein
pairs in aqueous salt solutions. In the case where one protein is
highly charged and the other approximately neutral, but with
an uneven distribution of surface charges, significant molecular
alignment takes place. We demonstrate that the alignment
mechanism in some cases can be seen as an ion-dipole or
ion-quadrupole interaction. Electrostatic and van der Waals
interactions can couple to form a cooperative effect that leads
to a strong amplification of molecular alignment at physiological
salt conditions. The solvent mediated electrostatic contribution
to the angularly averaged free energy or “potential of mean
force” is generally in the order of kT or less. However, the
alignment free energy or preference for specific binding sites
can be several kT, even at physiological salt conditions. Hence,
the angularly averaged potential of mean force essentially
conceals the role played by electrostatic interactions and, instead,
considerably more insight is gained by studying angular
correlations.
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Appendix

Insight into the electrostatic interaction between two arbitrary
charge distributions (F,N) and (F′,N′) can be gained with an
electric multipole expansion. This well established procedure
reveals the leading term and the asymptotic behavior of the
interaction of the electrical moments and provides information
on how the distributions are distorted from spherical symmetry.
That is, the NN′ pair interactions decompose into a series of
terms with increasing distance dependency. If the coordinates
of the two distributions are given relative to two points P and
P′, the distance between two charges i and j can always be
expressed as |rbij| ) |Rb - rbi + rbj|; see Figure 8. Omitting trivial
constants and denoting the magnitude of charges by q, the total
interaction energy is given by

The multipole expansion is a Taylor series of this sum with
derivatives evaluated at rbi ) rbj ) 0b

Note that, while the total interaction is independent of the points
of expansion, the electrical moments are not. The series
converges given that

is satisfied38 and the result can be collected into a set of terms,
UR�, that refers to different electrical moments of F and F′. For
example, the second order term in eq 5 contains the ion-
quadrupole, dipole-dipole, and quadrupole-ion contributions
to the energy. Note that, if the terms are arranged in a table as
below, one can immediately identify terms of equal distance
dependency as they appear on the same off-diagonal. The
ion-ion term decays as R-1 and each successive off-diagonal
as R-2, R-3, and so forth.

Figure 7. Average protein-protein energies for the lysozyme-L
complex at 17 mM salt as a function of mass center separation, R.
Top: Electrostatic energy, Upp, when vdW interactions are switched
on or off. Bottom: vdW energy when electrostatics are switched on or
off. The vertical dashed line indicates the separation at the free energy
minimum.

Figure 8. Schematics of two charge distributions and their metrics.
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Often, this is performed as a Laplace expansion, since the
expressions become more compact in spherical polar coordi-
nates, as compared to Cartesian. However, if the coordinate
system is chosen such that the points of expansion lie on the
z-axis, the expression for any UR� simplifies significantly. For
example, for the ion-quadrupole term, we get

that simplifies to

with the particular choice OP′f - OPb) (0,0,(R). Note that all
even (R + � even) sets UR� and U�R are symmetric with respect
to an interchange of i and j, while all odd sets are anti-
symmetric.
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The salt and pH dependent association of hen egg white lysozyme with a-lactalbumin whey proteins

has been studied using molecular level Monte Carlo simulations. A highly uneven charge distribution

of a-lactalbumin leads to strongly ordered heterodimers that may facilitate the formation of

structured, mesoscopic aggregates. This electrostatic steering gives rise to 80% alignment at 5 mM

1 : 1 salt which, due to screening, diminishes to 60% at 100 mM salt. The free energy of interaction

minima, dominated by electrostatics, ranges between �9 kT at 1 mM salt to �2 kT at 100 mM

(neutral pH). Calculated osmotic second virial cross coefficients indicate complexation in the pH

interval 6–10. Multivalent ions are found to effectively destabilize the protein complex and, at

constant ionic strength, the order is La3+ 4 Ca2+ 4 Mg2+ 4 Na+. Upon binding of calcium

to a-lactalbumin both the interaction and orientational alignment with lysozyme are reduced due to

induced changes in the whey protein charge distribution. This potentially explains the experimentally

observed absence of supramolecular structuring for the calcium loaded holo a-lactalbumin. Where

available, good agreement is found with experimental data.

Introduction

Whey proteins such as a-lactalbumin, b-lactoglobulin and

serum albumin are by-products in the making of a variety of

dairy products including cheese. These proteins have a high

biological value, are relatively inexpensive and produced in

vast amounts. Besides pure academic attention, there is also a

considerable interest in using them for nutrition, as anti-

bacterial agents and in technical applications.1,2 Protein–protein

interactions and protein assembly are governed by a range of

intermolecular interactions that to a large extent can be

controlled by changing solution conditions such as pH,

temperature, solvent and salt concentration as well as type.

Accounting for these effects in a theoretical framework

requires a firm understanding of the underlying physical

mechanisms and a number of computational approaches have

been applied to capture protein–protein interactions in

aqueous salt solutions. These include models based on

Poisson–Boltzmann (PB) electrostatics,3,4 explicit salt/implicit

solvent simulations5,6 and also more involved simulations

where both proteins, salt and the solvent are treated in

atomistic detail.7,8 Since implicit solvent models describe the

solvent as a structureless dielectric continuum, these inherently

do not capture hydrophobic interactions. For the hydrophilic

proteins studied here, this restriction is however not crucial;

explicit solvent molecular dynamics (MD) simulations7 are on

a par with implicit solvent Monte Carlo (MC) simulation

studies5,6 that again correctly reproduce measured osmotic

second virial coefficients. Common for the mentioned models

is that they are rooted in statistical thermodynamics, i.e for a

given system energy function or physical force field, they

provide ensemble averages and free energies. This contrasts

with common docking procedures that employ empirical

relations or mere energy minimization schemes.

A number of experimental studies9–11 have focused on the

heterogeneous assembly of hen egg white lysozyme and various

forms of a-lactalbumin (a-Lac). In particular, Nigen et al.12

showed that these proteins self-assemble into supramolecular

structures and that solution conditions such as ionic strength

and temperature have a large impact on the protein assembly.

Recently the same authors measured the association constants

between lysozyme and a-Lac and demonstrated, in accord with

other work, the presence of heterodimers.1,13 A rich salt and

temperature dependent phase behaviour has likewise been

observed for heterogeneous mixtures of oppositely charged

lysozyme variants.14

In this work we study, on a microscopic level, the

association of lysozyme and a-Lac, focusing on electrostatic

interactions. In particular, we explore a hitherto neglected

aspect of the complexation process, namely the orientational

ordering of the heterocomplex. This electrostatic

‘‘steering’’,15–19 as we will show, is controlled by the uneven

charge distribution on the whey proteins and may be an

important mechanism for building supramolecular structures.

Methodology

Molecular simulations

All protein simulations are performed using Metropolis

Monte Carlo simulations21 in a closed, iso-thermal ensemble

(NVT)—see details in Table 1. One or two proteins, counter-ions

Department of Theoretical Chemistry, Chemical Center, POB 124,
S-221 00 Lund, Sweden. E-mail: mikael.lund@teokem.lu.se;
Fax: +46 (0)46 222 4543; Tel: +46 (0)46 222 4501
w Electronic supplementary information (ESI) available: Links
to view 3D visualisations of structures using FirstGlance. See DOI:
10.1039/b909179c
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and salt particles are immersed in a spherical simulation cell

(see Fig. 1) containing a continuum solvent described by the

dielectric constant of water, er = 80. While the solvent extends

to infinity beyond the cell boundary, ions and proteins are not

allowed to penetrate the spherical cell wall. The mass centres

of each protein are connected by the system z-axis,

along which the two proteins are randomly translated during

the simulation—salt particles are randomly displaced in any

direction. All inter-protein angles are explored by randomly

rotating the proteins around their mass centres. The proteins

are constructed from their crystal structures by treating each

amino acid residue as a single sphere (s E 7 Å), located at the

center of mass of that residue. Amino acid radii are defined by

the molal volumes of the original, atomistic residues. This

coarse grained representation has been shown to give almost

identical results as a full, atomistic model because the

surface topology and charge distribution of the protein are

maintained.6 During the simulation, charges on acidic or basic

amino acid residues can fluctuate between the protein and the

bulk solution. The trial energy for such an exchange is

calculated according to:

DU = DUel � (pH � pK0)�ln 10 (1)

where pK0 is the intrinsic acid dissociation constant of the

isolated amino acid residue and DUel is the electrostatic energy

change. Thus, the protein charge distribution is—as is also the

case in a real, pH buffered solution—not fixed but will respond

to changes in the environment.22–24

All particles in the system are treated as (charged) hard

spheres of diameter si and the system energy, U, is evaluated

as a sum of all pair-wise interactions,

U ¼
X
i; j2p; s

e2zizj

4pe0er
þ uhsij

� �
� kT

X
i; j2p

CvdW

r6ij
iaj ð2Þ

where p and s denotes the proteins and salt particles,

respectively. The first term is the solvent screened Coulomb

potential, uhsij is the hard sphere contribution equal to +N if

rij o (si + sj)/2, zero otherwise. The last term takes into

account short ranged van der Waals interactions between

amino-acids on the two proteins. The parameter CvdW is set

equal to 25 000 Å6 which is appropriate for proteins in aqueous

solutions.6,25 The Monte Carlo moves described above are

accepted if the total energy change, DU = Unew � Uold, is

smaller than zero. If DU 4 0 the move is accepted with

the probability exp[�DU/kT] as prescribed in the classic

Metropolis algorithm.21 All salt particles have a diameter of

4 Å and can be either monovalent, divalent or trivalent. The

distinction between Mg2+ and Ca2+ is incorporated implicitly

via the ability of the latter to bind to a-Lac. That is, in

solutions containing Mg2+ we use the apo structure of

a-Lac (PDB entry 1F6R)w while for Ca2+solutions we use

the calcium loaded holo form (PDB entry 1F6S).w As detailed

in the results section, the holo and apo forms have different

structures as well as charge distributions which influence their

interaction with lysozyme.

During the simulation, performed using the Faunus

programming framework,20 we sample the probability

distribution, g(R), of the protein mass-center separation, R,

which is directly related to the free energy of interaction or

potential of mean force via w(R) = �kT ln g(R). In cases

where the protein–protein interaction is very attractive we

use umbrella sampling to improve statistics at large protein

separations. The microscopic potential of mean force can be

condensed to a thermodynamic property, the osmotic

second virial coefficient,26 by integrating over the mass-center

separation, R

B2 ¼ 2ps3hs=3� 2p
Z 1
shs

ðe�wðRÞ=kT � 1ÞR2 dR: ð3Þ

Here the first term is the hard-sphere contribution, Bhs
2 , where

shs is set to the minimum observed mass-center separation

between the two proteins (B25.5 Å). The virial coefficient

provides information about the overall two-body interaction:

if positive the proteins repel, while if negative they attract each

other. Moreover, it can be obtained experimentally by scattering

techniques27 or chromatography28,29 and is thus a useful

property for connecting theory and measurements.

Dielectric response of the proteins

The presented model assumes a high and uniform dielectric

response throughout the medium, including the proteins, and

thus neglects electric polarization effects from the non-polar

protein interior. However, for solvated surface charges on

single protein molecules it has previously been shown30–32 that

this approximation is very reasonable in that the effect of the

dielectric boundary is small—typically plus or minus a few

Fig. 1 Illustration of the model used for simulating two proteins in a

salt solution. The solvent is treated as a dielectric continuum while salt

particles and proteins are described by (clusters of) hard, charged

spheres. For clarity the salt size has been reduced.

Table 1 Monte Carlo simulation details

Property

T/K 298.15
Cell radius/Å 100–300
Number of proteins 1–2
Salt pairs O(102)
Configurations O(109)
Software20 http://faunus.sourceforge.net
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tenths of a kT.32 This can be illustrated by solving the

electrostatic problem of a low dielectric sphere in a high

dielectric medium—see Fig. 2. The effective dielectric constant

oscillates around the bulk value for different charge constellations

which, partly, explains why a uniform, high dielectric constant

is a good approximation. Perhaps counter-intuitively, the

effective solvent screening can be higher than in bulk water

even when a low dielectric cavity is in between two charges

(f = 180, Fig. 2). This is due to a subtle balance between

attractive and repulsive induced ion-dipole interactions,32

demonstrating that a low dielectric interior does not always

enhance electrostatic interactions. In absolute energies the

polarization effect is, however, small and even more so at

finite salt concentrations. Given these considerations and the

fact that the proteins are described on a mesoscopic level, a

uniform dielectric model seems quite appropriate.

Results and discussion

Properties of the studied proteins

We study the pair interactions between lysozyme and two

variants of a-Lac: the apo form and the holo form with one

calcium ion bound. The properties of the proteins are given in

Table 2 as well as in Fig. 3 and, as can be seen, at neutral pH

lysozyme is positively charged, while both forms of a-Lac are
negatively charged. Since the proteins have similar sizes we can

directly compare their molecular dipolar moments, which for

a-Lac is much larger than for lysozyme over a broad

pH range.

Effect of salt concentration and pH

First, we investigate the free energy of interaction, w(R),

between lysozyme and a-Lac in salt solutions at pH 7.5—see

Fig. 4. Due to the high opposite charges on the two proteins

we see a strong attraction for all protein combinations. The

calcium-free apo form exhibits the strongest interactions due

to its large negative charge and dipolar moment (see Table 2).

With calcium bound the a-lactalbumin charge increases while

at the same time the dipole moment decreases by 18%. This

leads to the least attractive combination for all salt concentrations.

As expected, increasing the 1 : 1 salt concentration the electro-

static interactions are screened and weaker protein–protein

association is observed. Still, at 100 mM salt we observe a

significant free energy minimum of �2 kT (�5 kJ mol�1) and

we thus anticipate pairs to form even at intermediate ionic

strengths. Increasing the salt concentration from 39 mM to

124 mM causes the experimental dissociation constant to

increase by one order of magnitude.13 This corresponds to a

free energy difference of roughly 2 kT which is in good

agreement with simulated free energy minima differences

obtained from Fig. 4.

The solution pH plays a crucial role for the protein

interactions as it determines the charge distribution of the

participating macromolecules—see Fig. 3. To illustrate this we

calculate the potential of mean force at various pH and

condense the results into osmotic second virial coefficients

according to eqn (3). As shown in Fig. 5 the attraction

(B2 o 0) between lysozyme and a-Lac is largest around

neutral pH where both proteins have large, opposite

net-charges. As pH is either decreased or increased the proteins

go towards their fully protonated or de-protonated states and

Fig. 2 Two solvated charges, q1 and q2, respectively located one and

ten Ångströms away from the surface of a low dielectric, spherical

cavity of radius ten Ångströms. The effective dielectric constant is

calculated by matching the Coulomb energy, q1q2/e
eff
r r12, to the exact

interaction energy obtained from the numerical solution to the

electrostatic problem32 at different angles, f.

Fig. 3 Calculated electrostatic properties of the studied proteins in

5 mM 1 : 1 salt solutions. Top: average molecular net-charge,

Z. Middle: molecular dipole moment, m, evaluated around the protein

center of mass. Bottom: charge capacitance, C p qZ/qpH which

reflects the proteins’ propensity for charge regulation.22,24

Table 2 Number of residues (Nres), total charges (Z), dipole moments
(m) and PDBw entries for the studied proteins (pH 7.5)

Nres Z/e m/D PDB

Lysozyme 129 6.8 139 4LZT
Holo a-lactalbumin (Ca2+) 122 �4.6 331 1F6S
Apo a-lactalbumin 123 �6.0 403 1F6R

This journal is �c the Owner Societies 2009 Phys. Chem. Chem. Phys., 2009, 11, 8879–8885 | 8881
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hence start to repel each other (B2 4 0). As can be expected

from our discussion above, when calcium is bound the cross

virial coefficient increases. The effect on B2 is particularly large

since long-ranged, attractive interactions give a relative large

contribution to B2.

Orientational alignment

It is worthwhile to look closer at the spatial charge distribution

or ‘‘patchiness’’ of the studied proteins. The apo form of a-Lac
has an impressive electric dipole moment of 400 Debye (D),

almost three times larger than that of lysozyme (Table 2).

From this basic observation we anticipate that the high charge

on lysozyme may align a-Lac upon binding—i.e. that the

complexation process has the characteristics of an ion–dipole

interaction.33 To follow the alignment, we sample the ensemble

average of the molecular dipole moment z-component, hmzi,
which provides direct information about the ordering. In our

simulations, the system z-axis connects the two protein mass-

centers (see the Methodology section) meaning that if the

average dipole moment z-component is +1 the dipole is fully

aligned, while if �1 it is fully anti-aligned. Fig. 6 illustrates the

orientational alignment of a-Lac as it approaches lysozyme. In

the free energy minimum, a-Lac is firmly aligned by 80%

at 5 mM 1 : 1 salt concentration. This alignment of the

whey-protein is observed in both the apo and holo form, with

the latter to a lesser extent as would be predicted due to weaker

interactions. Upon addition of salt, the electrostatic inter-

actions are screened and the range of alignment decreases.

Still, even at 100 mM salt we see an appreciable alignment of

60% and that random orientations are not observed until

the proteins are separated by 60 Å or more. Thus, lysozyme

and a-Lac seem to form both well-defined and stable dimers. In

this study we investigate the interaction between two proteins

only, and can therefore not predict the formation of higher

order multimers. We will pursue this issue in a later study.

We now investigate the alignment when the proteins are

close together at the free energy minimum and in Fig. 7 we

show the z-component probability, P(mz)dz. Both the apo form

and the holo form (not shown) of a-Lac show narrow

distributions with P(mz) maxima close to mz = +1. This

implies that the molecular dipole, when in contact with

lysozyme, is almost fully aligned. Lysozyme on the other hand

has P(mz) maxima closer to +0.5, indicating that this molecule

is rotating more freely. These observations are to be expected

from the large differences in dipolar moments between

lysozyme and the a-Lac variants. We can convert the

probability distribution, P(mz), into a ‘‘free energy of alignment’’,

DA(m1 - m2) = �kT ln[P(m2)/P(m1)] (4)

That is, we can calculate the free energy difference between

having lysozyme at, say, the negative pole and at the positive

pole of a-Lac. For the apo form, DA for this configuration

change amounts to as much as 5 kT (12 kJ mol�1)—see inset of

Fig. 7. In other words: it is e5 = 150 times more likely to find

lysozyme near the negative end of a-Lac than at the

positive end.

Describing the intricate charge pattern of proteins via their

molecular dipole moments is of course an approximation. In

order to test this representation we now follow the inter-

protein alignment in a more rigorous manner: during our

MC simulations we sample the probability of finding one

protein in small cubic volume elements around the other—i.e.

we calculate the spatial distribution function, g(r). Fig. 8 shows

iso-density plots of a-Lac and lysozyme, respectively. Clearly,

lysozyme binds preferentially to one end of a-Lac which

roughly coincides with the negative pole of the molecular

dipole moment. A similar picture is obtained for the apo form.

Thus, as a first approximation the protein dipole moment

Fig. 4 Potential of mean force, w(r), for lysozyme with apo-lactalbumin (left) and calcium loaded holo a-lactalbumin (right) at various 1 : 1 salt

concentrations and at pH 7.5.

Fig. 5 Osmotic second virial cross coefficients, B2/B
hs
2 , for lysozyme

interacting with apo a-Lac (circles) and calcium loaded holo a-Lac
(diamonds) at various pH and at 5 mM 1 : 1 salt.
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seems to be an excellent indicator for the orientational

alignment upon association with (charged) proteins. In

contrast, the distribution of a-Lac around the egg-shaped

lysozyme is more diffuse but with a preference for the equator.

This can be attributed to the fact that (1) the dipole moment of

lysozyme is relatively small and (2) an equatorial approach

gives the minimum mass-center separation which maximizes

the ion–ion, ion–dipole and van der Waals attractions between

lysozyme and a-Lac.
Note that the presented iso-density surface is directly related

to the iso-free energy surface via the relation A(r) = �kT ln g(r).

The results shown in Fig. 8 then imply that lysozyme can—with

the same free energy—bind to a range of different positions on

a-Lac. This is merely a consequence of the entropy present in a

liquid aqueous solution. In a crystal structure this entropic

contribution is of course not present and hence one observes

only one, unique inter-protein configuration. While early ‘‘best

visual fit’’ modelling of lysozyme and whey protein association

led to the conclusion that no specific interaction exist between

lysozyme and a-Lac,9 the present study underpins that weak

interactions can indeed lead to specificity, although with a

somewhat wide distribution of possible binding sites.

Multivalent ions

We have already considered the effect of binding calcium to

a-Lac but so far we have presented results for mono-valent

1 : 1 salt only. In our MC simulations we treat ions explicitly

which allows us to correctly describe the effect of multivalent

ions. This is a possibility generally not present in models based

on the linearized Poisson–Boltzmann approximation—

Debye–Hückel theory, for example—which neglect ion–ion

correlations, important in solutions of strongly interacting

electrolytes.35 It has been shown experimentally12 that even

small amounts of CaCl2 destabilize aggregates of lysozyme

Fig. 6 Degree of dipole alignment of a-Lac as a function of the protein–protein mass-center separation. Plotted for the apo (left) and holo (right)

form at various 1 : 1 salt concentration and pH 7.5. hmzi= 1.0 means that the molecular dipole is fully aligned with respect to lysozyme, while zero

means that it is, on average, freely rotating.

Fig. 7 Probability distribution of the protein dipole moments in the

free energy minimum (R = 32 Å). +1 means that the dipole is fully

aligned, while if �1 it is anti-aligned. The inset shows the corresponding
alignment free energy, A(mz) =�kT ln P(mz), chosen to zero at mz = 0.

Calculated for the interaction between lysozyme and apo a-Lac at

5 mM salt.

Fig. 8 Top: lysozyme mass-center distribution (green iso-surface)

around calcium loaded holo a-lactalbumin (transparent) at pH 7.5

and 5 mM 1 : 1 salt. The red arrow shows the direction of the a-Lac
molecular dipole moment. Bottom: the reverse situation with lysozyme

in the center and a-Lac around it (orange iso-surface). Graphics

produced using VMD34 and Faunus.20
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and a-Lac, while MgCl2 does so too, but to a lesser extent.

The binding constant of calcium to a-Lac is five orders of

magnitude larger than that for magnesium36 and—as shown

in the previous section—the net charge and dipole moment of

a-Lac change significantly in the presence of calcium. Besides

ion-binding the salt screening effect of high valency ions is

stronger than for mono-valent ions. That is, less 2 : 1 than 1 : 1

salt is needed to reach the same ionic strength, I = 1
2
Sz2i ci.

Instead of presenting the full potential of mean force, Table 3

shows merely the simulated free energy minima for the inter-

action between lysozyme and apo a-Lac in solutions of 1 : 1,

2 : 1 and 3 : 1 salts. For a fixed ionic strength, I = 5 mM, high

valency cations very effectively reduce the electrostatic

attraction between the proteins. Trivalent ions are found to

destabilize more effectively than calcium, even though we have

not considered specific M3+ binding to the protein. The

findings presented in Table 3 are in excellent agreement

with experiment where the destabilising order is found to be

Ca2+ 4 Mg2+ 4 Na+.12 Our results suggest that trivalent

cations such as La(III) and Fe(III) will have even stronger

effects than calcium at equal ionic strengths, but this still

needs to be verified experimentally. The fact that different

salts with identical ionic strengths screen differently is, partly,

a manifestation of the strong ion–ion correlations present. It is

also immediately apparent that this effect cannot be captured

with classical Debye–Hückel theory where the salt effect is

described solely by the Debye screening length (related to the

ionic strength).

Conclusion

Using molecular simulations we have provided a microscopic

description of the salt dependent complexation of lysozyme

and two variants of a-lactalbumin whey proteins. Due to the

large and opposite charges at neutral pH the proteins attract

each other with interaction free energies ranging between �1
to �9 kT. Although monovalent salts, in quantitative accord

with experiment,13 screen the attractive electrostatic inter-

actions, free energy minima are observed even at 100 mM

salt. Calculated second virial cross coefficients indicate that

attractive interactions dominate in the pH range 6–10 while at

lower or higher pH the proteins dissociate due to electrostatic

repulsion.

The uneven charge distribution of a-Lac leads to a strong

orientational alignment when cationic lysozyme molecules

approach. The process resembles the interaction between an

ion and a dipole and lysozyme has a clear preference for the

negative end of a-Lac which coincides with the negative pole

of the molecular dipole moment. The degree of alignment in

the free energy minima ranges between 50–80% for 1 : 1 salt

concentrations (1 to 100 mM). When apo a-Lac binds calcium
the dipole moment decreases from 400 to 330 Debye. This, in

combination with a loss of negative charge, de-stabilizes

the heterocomplex with lysozyme as is also observed

experimentally.12

Multi-valent ions have a strong de-stabilizing effect on the

protein complexes and we show, at constant ionic strength,

that the cation order is La3+ 4 Ca2+ 4 Mg2+ 4 Na+. This

ordering arises due to a combination of ion–ion correlations

and changes in the protein charge distribution upon binding of

calcium. While the tri-valent case has not yet been investigated

experimentally, the remainder of the series is in excellent

agreement with measurements.

In summary we have shown—on a microscopic level—that

lysozyme and a-Lac interact strongly and in specific constellations

due to a highly uneven charge distribution on the latter. Over a

broad range of pH and salt conditions, the protein complex is

stable as well as well-defined and it is plausible that the

observed orientational correlations may facilitate molecular

ordering, involving multiple proteins.
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Gathering experimental evidence suggests that bovine as well as human lactoferrin self-associate in aqueous
solution. Still, a molecular level explanation is unavailable. Using force field based molecular modeling of the
protein–protein interaction free energy we demonstrate (1) that lactoferrin forms highly stereo-specific
dimers at neutral pH and (2) that the self-association is driven by a high charge complementarity across the
contact surface of the proteins. Our theoretical predictions of dimer formation are verified by electrophoretic
mobility and N-terminal sequence analysis on bovine lactoferrin.

© 2010 Elsevier B.V. All rights reserved.

1. Main

This combined theoretical and experimental study of the pair
interaction of bovine lactoferrin (LF) shows that the protein self-
assembles into dimers. Free energy calculations reveal a well defined,
stereo-specific complex that is stabilized by a region of complemen-
tary amino acid residues. Historically, LF was first isolated from bovine
milk but the glycoprotein is found in all mammals. It is secreted in
various exocrine fluids such as bile, saliva, pancreatic fluid and tears
[1]. Inflammatory reactions and viral infections are often followed by
increased plasma concentrations of LF and the protein is considered
part of the acute-phase immune response. More specifically, LF has
antibacterial, antiviral and anti-inflammatory activity, underlining
that the protein is an important part of the immune system [2]. LF is
also interesting from a technical perspective, for instance, cationic
protein-stabilized emulsions have been prepared of the protein and LF
is known to be a fouling component of contact lenses [3,4]. LF has also
received attention as a nutritional additive in milk formulas [5]. The
protein consists of two major lobes and approximately 700 amino
acids. The macromolecule has the shape of a dumbbell and is well
described by a bi-axial ellipsoid with half-axis of 47 Å and 26 Å.
Several experimental studies imply that the protein self-assembles:
dimers of bovine LF have been misstaken for IgG2, that has a
molecular weight twice of the LF monomer and sedimentation
equilibrium has revealed a concentration-dependent average molec-
ular weight [6,7]. Further, LF is found to elute with molecular weights

corresponding to monomers, dimers and trimers, according to
chromatographic analysis of bovine milk [8,9]. Scattering studies
have also revealed large aggregates of human LF and that these
dissolve at high ionic strength [10]. These observations all suggest that
LF is able to self-assemble into larger structures, although no
molecular level explanation has been presented. Using Metropolis
Monte Carlo simulations we investigate the angularly averaged free
energy of interaction between two LF molecules in an aqueous salt
solution using the Faunus open source software package [11,12]. This
software package has been applied with success for computation of
virial coefficients of lysozyme and binding constants of lysozyme and
apo-α-lactalbumin [13,14]. The simulation procedure is described in
detail in the Appendix as well as elsewhere and we shall give here
only a brief overview [13,15]: each protein is treated as a rigid body
consisting of spherical amino acid beads that may be either charged or
neutral, depending on the type and protonation state; PDB entry 1BLF
was used to generate the coarse grained holo-Lactoferrin structure. A
rigid model is reasonable since the structure of the holo-form is
considered stiff and is resistant to proteolytic degradation[1,16]. The
solvent is treated as a dielectric continuum and particles interact via a
combined Lennard–Jones (LJ) and salt screened Debye–Hückel poten-
tial, where the total energy for each configuration,U, is given by the sum
of the amino acid pair interactions.

U = ∑
N

ibj

qiqj
4π!0!rrij

e−κrij + 4!
σij

rij

 !12

−
σij

rij

 !6 !" #

ð1Þ

rij is the separation between amino acids, q is the charge of an amino
acid and κ is the inverse Debye length, related to the ionic strength. !0
is the permittivity of vaccum and !r the dielectric constant of water,
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set to 80 in this work. σij is the mean diameter of the amino acids
and ! is the LJ interaction parameter (0.05 kT). k is Boltzmann's
constant and T is the temperature. During the MC simulation, proteins
are translated as well as rotated to explore configurations in the
canonical ensemble at 298 K. The free energy of interaction (or
potential of mean force, PMF) is obtained by sampling the protein–
protein radial distribution function as a function of the mass center
separation, R. In contrast to typical docking methods, the present
approach correctly takes into account thermal motion and hence the
entropy of the protein–protein association process. Fig. 1A shows the
calculated lactoferrin–lactoferrin free energy of interaction at pH 5, 7
and 9 and at an ionic strength of 5 mM (κ=0.023 Å−1). At these pH
values the LF net charge is +23e, +14e and +4e. Titration
simulations estimate pI to 9.4, slightly above the experimental
range, 8–9 [17–19]. At pH 5 the interaction is purely repulsive due
to a large net charge of the proteins. However, as pH is increased, a
deep narrowminimum appears at approximately 47 Å. The attraction
broadens at pH 9, close to isoelectric conditions, but the minimum is,
interestingly, very distinct. We now demonstrate that the narrow free
energy minimum is due to a few highly specific residue–residue
interactions that lock the entire complex into a unique constellation.
Firstly, by inspecting the MC generated configurations (see animation
in Appendix) it is clear that when the proteins are in contact, only few
orientations are observed. Secondly, we identify a close to orthogonal
set of vectors, spanned from the proteins mass center to the mass
centers of E385 and E66 and correlate the E385 angles with the E66
dihedrals (inset of Fig. 2). This allows us to estimate the orientational
free energy and, as evident from Fig. 2, the two proteins are aligned in
a strongly stereo-specific manner, dominated by a narrow set of
protein–protein orientations. The choice of E385 was motivated by
the fact that it is parallel to the line connecting the protein mass
centers at the free energyminimum. The total interaction between the
two proteins is influenced by both electrostatic and van der Waals
interactions. Due to the non-zero molecular net charge, any attractive
electrostatic contributionmust be due to charge patches on the protein
surface. To qualitatively investigate the effect of this patchiness, we
identify a few amino acids with high inter-protein charge-comple-
mentarity. These are selected by inspecting the protein–protein
contact surface of different configurations at the free energyminimum.
Two such candidates are glutamate E535 and lysine K498. In Fig. 1Bwe
present the PMF between mutated forms of LF as well as for the
wildtype at pH 8, where the charge of the wildtype is +11e. Reverting
the negative charge of E535 has dramatic effects on the potential of
mean force: this single point mutation leads to a complete loss of the
attractive free energyminimum. Themutation increases the net charge
of the protein by two units and an increased repulsion can be expected.
Conversely, the protein net charge is maintained by swapping charges

of K498 with E535 — both of which are in the contact region. This also
significantly diminishes the free energyminimum, underlining that the
contact surface is highly tailored to facilitate a dimeric complex,
assembled via complementary electrostatic interactions. Coordinates
of a typical dimer configuration is supplied in the online material.
Lastly, we provide experimental data to back our theoretical
predictions. LF was separated using 12% Tris–Glycine SDS-PAGE under
non-reducing conditions followed by staining with Coomassie
blue R-250. Results indicate a primary band at 80 kDa, consistent
with the molecular weight of the protein in its monomeric form. Two
distinct bands, consistent with the molecular weight of dimeric and
trimeric LF are also clearly visible at 160 kDa and 240 kDa (Fig. 3). To

Fig. 1. Free energy of interaction (PMF) between lactoferrin molecules as a function of
the mass center separation, R, at (A) different pH values for the wildtype, (B) different
mutations and wildtype at pH 8. The ionic strength is 5 mM in all cases. Note, one kT
equals 2.48 kJ/mol at 298 K. The maximum error is about 0.2 kT.

Fig. 2. Angular free energy (kT) of the connection angle (red vectors) and dihedral (blue
vectors) at pH 8 and at 5 mM ionic strength. Sampling is performed within a 60 mass
center separation. The inset shows the two proteins and the reference frames. The scale
is relative to a free orientation.

Fig. 3. SDS PAGE analysis of LF. Proteins were separated using 12% Tris–Glycine SDS
PAGE under non-reducing conditions and pH 8.3 following by staining with Coomassie
blue R-250. Lane 1: Molecular weight marker; Lane 2: LF. N-terminal sequence analysis
of the electroblotted bands is indicated.

188 B.A. Persson et al. / Biophysical Chemistry 151 (2010) 187–189

60



confirm identity of these bands, electroblotting was performed using

PVDF membranes (Invitrogen). The 80 kDa and 160 kDa electro-
blotted bands were excised and amino acid sequence analyses were
performed on an Applied Biosystems PROCISE HT protein sequencer
with on-line identification of phenylthiohydantoin-derivatives using
standard programmes. Lactoferrin was identified in both bands.

While experimental data and the present simulations suggest the
formation of LF dimer, it is desirable to further investigate special
orientation of the aggregates by experimental scattering techniques.
It would also be of importance to evaluate if the model is able to
predict trimers. We intend to continue with such studies and to
further scrutinize the driving force in the simulated system. Initial
examination of more detailed models shows consistent results with
this work.
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Appendix A

To coarse grain the protein we assume that each amino acid has a
density of 0.9 g/ml and use the molecular weight to compute the
radius. The sphere is centered at the mass center in the atomistic
amino acid structure. It has been shown that this provides a good
topological description of proteins and reproduces atomistic results
[13]. To evaluate the average charge of each amino acid we perform
Monte Carlo simulations with single proteins. In such calculations,
each amino acid is allowed to titrate in a Markov chain, according to a
Boltzmann weight that is modified by the pKa-value and pH of the
solution. This provides us with an estimate of the charge distribution
of the proteins that are being used as input when we evaluate the
pair-interaction. A complete description of simulation details and
parameters can be found in the reference [13] and [15]. The radii of
some of the different amino acids, along with pKa-values used to
generate average charges, are provided in Table 1.

Lactoferrin is here modeled in its holo-form. This is achieved by
placing a unit charge at the site of each ferric ion in the original
coordinates, approximating a ferric ion synergistically bound with a
carbonate. The magnitude of the Lennard–Jones interaction param-
eter is obtained from a Hamaker argument. Since the densities of
proteins are fairly constant one may estimate the contribution of
the interactions across a water medium on an amino acid level. The
magnitude in this work is chosen so it reproduces that of a
previously published model [13]. Since the range of interaction
depends on the size of the amino acid, large residues will effectively

attract each other more than smaller which is reasonable. This does
not capture any sort of specific hydrophobic interactions. What is
being modeled is rather an averaged dispersion–hydrophobic
interaction and the geometrical influences of the experimental
structure. In the simulations we restrict the sampling to distances
shorter than 200 Å and the radial distribution function is sampled
with a bin width of 1 Å. Each PMF is generated with approximately
107 configurations, which was found sufficient to produce static
results with low noise. The animation provided displays a
representative trajectory of the Monte Carlo simulation at pH
8 and clearly shows how the two proteins bind in a specific
orientation. Red colored particles represent negatively charged amino
acids while blue colored are positively charged.

Appendix B. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.bpc.2010.06.005.
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a b s t r a c t

Four types of nanoparticleswith core-diffuse shell structures have been synthesized through self-assembly
of PICBA-Dextran block copolymers. These nanoparticles are designed to carry pharmaceutically active
molecules into the human body through injection into the blood stream. In this work, we have determined
howthe characteristics of thediffuse shell influence the adsorptionof three typesof proteins: Bovine Serum
Albumin (BSA), fibrinogen, and a protein from the complement system that triggers recognition and
elimination by macrophages. We have determined the structural characteristics of the diffuse shells using
Nuclear Magnetic Resonance (NMR), Small Angle Neutron Scattering (SANS) and Quasi-Elastic Light
Scattering (QELS). We have measured the adsorption of Bovine Serum Albumin (BSA) through Immuno-
diffusion methods, and found that it adsorbed in substantial amounts even when the distance between
dextran chains at the core-diffuse shell interface is quite short. We have observed the aggregation of the
nanoparticles induced by fibrinogen, and found that it was prevented when the density of dextran chains
protruding from the core surface was sufficiently high. Finally we have measured the activation of the
complement system by the nanoparticles, and found that it was also limited by the surface density of
dextran chains that protrude from the core and by their mesh size within the diffuse shell.

! 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Colloidal particles are often used to carry molecules that are
pharmaceutically active from the point of administration to a target
site in the body. The requirements for such a particle are threefold
(a) it should carry a sufficient number of active molecules; (b) it
should avoid the body’s mechanisms for recognition of foreign
particles; (c) it should be able to deliver the active molecules to the
target. In order to perform these functions, most colloidal carriers
rely on a core-diffuse shell structure. Typically, the core is made of
a hydrophobic polymer that dissolves or traps the active molecules.
The diffuse shell (also called corona) is made of hydrophilic poly-
mers that “hide” this hydrophobic core [1].

Colloidal carriers that are injected into the blood stream find
themselves in a concentrated protein solution. The most abundant
protein, serum albumin, is present in blood at a concentration of 4%.
Consequently, the first event that takes place when a particle is

injected in the blood is the adsorption of proteins, mainly serum
albumin. Subsequently, other proteins may either displace the
bound serum albumins or bind to the absorbed serum albumin
layers [2e4]. Recognition and elimination of these foreign particles
by the body defense mechanisms including macrophages may then
occur through the absorption of specific proteins, e.g. the C3 protein
of the complement system [5]. Upon binding, the C3 protein will
change conformation, expose a reactive site, and release a signaling
molecule that triggers the chain of bio-chemical events called the
complement activation cascade [6]. This will lead to the elimination
of the particles by the macrophages [7].

There are indications that some chemical characteristics of the
diffuse shell have an effect on complement activation. Indeed
a chain length effect has been found for diffuse shells made of PEG
or polysaccharides [8,9]. Also, an effect of the grafting density of
hydrophilic chains on the particle surfaces has been found in the
case of PEG chains [8]. The nature of the hydrophilic chains may
also be important. These effects may be caused by interactions of C3
with albumins that are already adsorbed [10]. Indeed, since the
absorption of the C3 complement protein takes place after that of
serum albumin, it will be influenced by the amount of bound serum

* Corresponding author. Univ Paris Sud, Physico-chimie Pharmacotechnie Bio-
pharmacie,UMRCNRS8612,F-92296Chatenay-Malabry, France. Fax:þ33146835312.
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albumins, their configurations at the surface, and their accessibility.
Thus, in order to design the diffuse shell for avoiding complement
activation, we need to knowmore about the adsorption of albumin.

Recently we have synthesized a collection of nanometric-sized
drug carriers through self-assembly of block copolymers. As
a hydrophobic block we chose poly(isobutylcyanoacrylate) (PIBCA),
which is a bioerodible and bioeliminable polymer that has already
been used to deliver in vivo a number of drug molecules [11,12]. As
a hydrophilic block, we chose dextran, which is a polysaccharide
known to restrict protein adsorption [13e15]. The self-assembly of
these copolymers does yield particles with a core-diffuse shell
structure that is determined by the respective lengths of the
hydrophobic and hydrophilic blocks [9,16]. By changing the
conditions of polymerization, we have produced two types of
particles that differ only by the core size and by the density and
extension of the diffuse shell. Remarkably, these two types have
very different effects on complement activation. This opens the
possibility of finding how the characteristics of the diffuse shell
control protein adsorption and complement activation.

In this paper we report characterizations of these polymer
particles by Small Angle Neutron Scattering (SANS), measurements
of the adsorption of the abundant blood proteins, serum albumin,
through rocket-immunoelectrophoresis [17] and radial immuno-
diffusion [18], measurements of fibrinogen-induced aggregation
through SANS, and measurements of the activation of the comple-
ment system, through 2D immunoelectrophoresis [9,19]. We
attempt to answer the following questions:

(a) Does the diffuse shell limit protein adsorption, what is the loca-
tion of the adsorbed proteins, and what is their configuration?

(b) What is the relation between the number of hydrophilic chains
that protrude out of the core and the number of proteins that
can be adsorbed?

(c) Is there a relation between the number or the configuration of
adsorbedproteins andtheactivationof thecomplement system?

2. Materials and methods

2.1. Preparation of nanoparticles

PIBCA nanoparticles were prepared by redox radical emulsion polymerization
(RREP) according to the method of Bertholon et al. [9,16]. The polymerization
initiated on dextran produces bloc-copolymers which self-assemble into nano-
particles with a core-diffuse shell structure.

Two dispersions were prepared named A and B, differing by the amount of
initiator (dextran-cerium). Nanoparticles Awere obtained in 8 mL of nitric acid 0.2 M

containing 0.137 g of dextran (molar mass 69300 Da). The solutionwas placed under
vigorous magnetic agitation at 40 "C and purged with nitrogen for 10 min. Then,
2 mL of a solution of cerium ammonium nitrate (0.08 M in nitric acid 0.2 M) and
0.5 mL of isobutylcyanoacrylate (IBCA) were added successively and the polymeri-
zation was allowed to proceed for 1 h at 40 "C. For nanoparticles B, the volume of
nitric acid 0.2 M was 9.3 mL, the amount of dextran was 0.0502 g and the volume of
cerium ammonium nitrate was 0.7 mL. All other conditions were the same.

Immediately after polymerization, the nanoparticle dispersionswere cooled down
to room temperature using an ice bath. They were purified by dialysis (Spectra/Por"

membrane 100 000 g/mol molecular weight cut off) against 1 L of water 4 times to
remove unreacted reagents and to raise the pH to a neutral value. Further purification
includedafirst centrifugation at720-# g for 10min followedbya second centrifugation
at 17,000-# g for 15min to remove any aggregates. After the second centrifugation, the
lower part of the supernatant (340 ml) was collected as fractions Amiddle and Bmiddle
respectively and the upper part of the supernatant (600 ml) as fractions Atop and Btop
respectively. The volume fractions of the dispersions were around 1%.

2.2. Particle sizes and structures

2.2.1. Quasi-elastic light scattering (QELS)
The hydrodynamic radii of the nanoparticles were measured through QELS

using a Zetasizer ZS90 instrument (Malvern, France). Measurements were per-
formed at 25 "C at a scattering angle of 90" . The intensity correlation function was
fitted through the instrument software to yield a volume-weighted distribution of

particle sizes. From this distributionwe calculated the total volume and total surface
area of the nanoparticles, and the radius that describes the corresponding hydro-
dynamic volume/surface ratio. This radius is identical to the z-averaged radius of the
particles defined by Eq. (1).

Rz ¼
X

Ni R
3
i

.X
Ni R

2
i (1)

Dispersions were diluted in Milli" Q water filtered over a 0.22 mm membrane
prior to the measurement.

2.2.2. Scanning electron microscopy (SEM)
Images of freeze-dried nanoparticle dispersions were obtained using a scanning

electron microscope LEO 1530 (LEICA) equipped with a Gemini column. Prior to
observation, freeze-dried samples were mounted on supports and coated with
a 2 nm Pt/Pd layer using a Cressington sputter coater 208HR apparatus (Cressington,
France) operating under argon atmosphere. The sizes of more than 300 individual
nanoparticles were measured to determine the mean radius and the parameters of
the size distribution.

2.2.3. Small Angle Neutron Scattering (SANS)
Scattering patterns from liquid nanoparticle dispersions were obtained using

the instrument D11 at the ILL. The experiments yielded scattering patterns con-
sisting of intensities as a function of scattering vector q. Since the dispersions were
isotropic, the scattering patterns were averaged over all directions of q, yielding
spectra of intensity I vs. magnitude q of the scattering vector, which is related to
wavelength l and scattering angle q by q¼ (4p/l) sin(q/2). The range of q values was
6#10%3 to 9#10%2 nm%1. In this range, the interference patterns probe variations of
the density of scattering length r(r) with a resolution of 10 nm. Scattering is then
produced by the difference between the scattering density of a particle, r(r), and
that of the solvent, rs. For the characterization of the particles, the dispersions were
made in H2O, as the difference of scattering density between the particles and H2O
was sufficient to produce strong scattering [20]. Spectrawere fitted with a calculated
curve for a lognormal distribution of spheres. The z-averaged value (Rz) was calcu-
lated using Eq. (1). Other experiments were made with dispersions made in H2O-
D2O mixtures that matched the scattering density of the PIBCA-dextran nano-
particles, in order to enhance the contrast of the adsorbed proteins [20].

2.3. Composition of the nanoparticles

The monomer compositions of the PIBCA-dextran copolymers were determined
through (1H) NMR spectroscopy. The copolymers were dissolved at 40 "C in
dimethyl-d6-sulfoxide (DMSO, d6) (Carlo Erba) at the concentration of 20 mg/mL.
Spectrawere then recorded on a 300MHz Brucker instrument (Brucker, France). The
composition was deduced from the spectra by calculating the ratio between the
integral of dextran peaks (4.3e5 ppm) and that of the CH peak of PIBCA
(1.8e2.0 ppm) [21]. The molecular weight of the PIBCA part of the copolymer was
calculated from the composition in dextran and PIBCA deduced from the NMR
spectra and the known molecular weight of dextran (69 300 g/mol), assuming that
the copolymer was composed of one chain of PIBCA and one chain of dextran as
shown by Bertholon et al. [16].

2.4. BSA adsorption through immunomethods

Nanoparticles at a volume fraction of 0.5% were incubated with different
concentrations of BSA in 10 mM phosphate buffer for 3 h at 37 "C. After incubation,
the amount of non-adsorbed BSAwas determined using immunochemical methods
including immunoelectrophoresis [17] and radial immunodiffusion [18] as previ-
ously described [20].

In both cases, agarose gel plates (12 cm # 8.5 cm) were prepared on Gelbond"

films for agarose gel (GE healthcare, BioScience, Sweden). The agarose solution
(13 mL) at a concentration of 1% contained 0.3 mL of the bovine serum albumin
antisera (Sigma, France) diluted at 1/5 in a saline phosphate buffer (10 mM, NaCl
140 mM, KCl 25 mM, pH 7.5). For the radial immunodiffusion technique, the gel was
prepared in the saline phosphate buffer (10 mM, NaCl 140 mM, KCl 25 mM, pH 7.5)
whereas tricine buffer (lactate calcium 1 mM, Tris 63 mM, Tricine 27 mM, pH 8.6) was
used to prepare gels for the immunoelectrophoresis method. Wells holding 5 mL
samples were formed using a 2 mm diameter punch on the gel plates. After depo-
sition of the samples in the wells (5 mL) including standard solutions of BSA and
nanoparticles incubated with the different concentrations in BSA, gels were placed
in a humid chamber and let to diffuse in a quiet place for 48 h at room temperature
in the case of the radial immunodiffusion technique. The conditions for the
immunoelectrophoresis were 18 h, 230 V, 12 mA (Electrophoresis power supply EPS
600, Amersham, Pharmacia Biotech, Orsay, France) using Tricine buffer as the
running buffer for the electrophoresis performed in a Pharmacia LKB Multiphor II
apparatus (Amersham, Pharmacia Biotech, Orsay, France). At the end of both types of
experiments, the gels were dried using Watmann"

filter papers and stained with
coomassie blue to reveal of the formation of BSA-antibody immunoprecipitate. Each
gel contained a set of 5e6 standard solutions of BSA of concentrations ranging from
20 to 900 mg/mL for internal calibration purpose. In the case of the radial
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immunodiffusion technique, the calibration curve is a linear relationship between
the square of the diameter of the immunoprecipitation ring and BSA concentration
in the well for BSA concentrations ranging from 100 to 900 mg/mL. In the case of the
immunoelectrophoresis, the calibration curve is a linear relationship between the
height of the immunoprecipitation peak and the concentration in BSA in the well in
the range of BSA concentrations comprised between 20 and 200 mg/mL. In both
cases, calibration curves with correlation coefficients above 0.99 were obtained with
a good reproducibility.

2.5. Fibrinogen-induced aggregation of the nanoparticles

Phosphate buffer 100 mM, pH 7.4 containing different concentrations of fibrin-
ogen (human fibrinogen from Sigma) was added to nanoparticle dispersions at
a volume ratio of 1/10. Final concentrations of fibrinogen ranged from 0 to 2 mg/mL.
The behavior of the dispersion during the addition of the fibrinogen was observed
for eventual precipitation. The microscopic aspects of the dispersions containing
2 mg/mL fibrinogen were observed with an optical microscope using the phase
contrast mode (Olympus BH2). Dispersions that appeared homogeneous by micro-
scopic observations were characterized by QELS and SANS.

2.6. Activation of the complement system

Activation of the complement system induced by the nanoparticles was evalu-
ated using a 2D immunoelectrophoresis method as described in previous publica-
tions [9,19].

Briefly, the nanoparticles (400 cm2 in 100 ml, as calculated from the hydrody-
namic radius of the nanoparticles) were incubated with 50 ml human serum and
50 ml veronal buffer containing 0.15 mM calcium chloride and 0.5 mM magnesium
chloride for 1 h at 37 "C. After incubation, 5 mL of each sample was subjected to a first
electrophoresis on a 1% agarose gel. The second-dimension electrophoresis was
carried out on Gelbond" films in 1% agarose gel plates containing a polyclonal
antibody to human C3 (Complement C3 antiserum rose in goat, Sigma, France),
recognizing both C3 and C3b. The films were finally dried and stained with Coo-
massie blue to reveal the presence of C3 and C3b which have reacted with the
antibody (Sigma).

The complement activation factorwas calculated from the ratio of the area of the
peak attributed to C3b over the sum of the areas of the peaks attributed to C3b and to
C3. This ratio was then normalized on a scale ranging from 0 to 100 in which 100
indicated total activation and 0 the spontaneous activation measured in absence of
nanoparticles.

3. Results

3.1. Characterization of the nanoparticles

In order to understand what characteristics of the nanoparticles
determined protein adsorption, we determined their geometric
dimensions and their compositions. From these data we calculated,
for each type of nanoparticle dispersion, the average thickness of
the diffuse shell and the surface density of chains in the diffuse
shell at the core surface.

3.1.1. Particle radii according to SEM, SANS and QELS
SEM images of the particles show that they are globular and

polydisperse insizes (Fig.1). In thecaseof theBparticles,wewereable
to measure individual particle radii, and to obtain the distribution of

these radii (Table1). In thecaseof typeAparticles the smallerparticles
were not imaged in SEM.

SANS spectra of the dispersions in H2O measure the core radii of
the nanoparticles. SANS spectra of dispersions Amiddle Atop and
Bmiddle are shown in Fig. 2. For type A dispersions, the scattered
intensity follows Guinier’s law at small q values and then continues
with the q%4 decay predicted by Porod’s law for dense particles,
without any of the oscillations that are expected for monodisperse
spheres. These features are the usual behavior when there is
a single population of nanoparticles with sizes broadly distributed
around a mean value, since each spectrum is the sum of intensities
scattered by all particles in the dispersion [22]. Accordingly we
fitted each spectrum with the calculated scattering curves for
spheres with lognormal distributions of radii. From these distri-
butions we calculated the specific surface area, for comparisonwith
protein adsorption measurements, and the corresponding radius,
Rz, for comparison with the hydrodynamic radius determined
through QELS (Table 1). As expected, nanoparticles isolated from
the lower part of the supernatant (fractions Amiddle) were of larger
size than those isolated from the top part (Atop).

The spectrum of the Bmiddle nanoparticles is different: it has
a power-law decay at low q values which is characteristic of
a population of aggregated particles. Accordingly, we fitted this
spectrum with the scattering curve calculated for a lognormal
distribution of spheres plus a population of larger particles
(Table 1). This was consistent with QELS measurements presented
next.

QELS measurements yield the distribution of hydrodynamic radii
of nanoparticles (Fig. 3). For Amiddle, Atop and Btop,, QELS shows
a single population of nanoparticles with a lognormal distribution,
from which we calculated the z-averaged hydrodynamic radii
(Table 1). These radii characterize the Brownian motions of parti-
cles with their diffuse shells and the solvent that is trapped by the
diffuse shells. Hence the hydrodynamic thickness of the diffuse
shell can be calculated as a difference between the average
hydrodynamic radius and the average core radius. However, since
the populations of nanoparticles are polydispersed, the results from
different methods can be compared only if they make the same
average of the distribution of radii. Thus, we compared the
z-averaged diffuse shell radius calculated from the distribution of
particle sizes measured through QELS with the z-averaged core
radius calculated from the distribution that fits the SANS spectrum.
The difference of these radii was taken as the diffuse shell thickness
(Table 1).

We found that this thickness was larger than the end-to-end
distance of dextran polymers that have the same molar massMw as
the dextran block of the copolymers used here. Indeed, extensive
light scattering measurements on dilute aqueous dextran solutions
yield the law given in Eq. (2) for the radius of gyration Rg, in nm, as
a function of the molar mass Mw in Da [23].

Fig. 1. Scanning electron micrographs of Type B nanoparticles. Lyophilized powder coated with a 2 nm thick Pt/Pd layer. Scale bar ¼ 200 nm.
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Rg ¼ 0:4ðMwÞ0:3 (2)

The low value of the exponent is due to the fact that dextran
polymers are branched. According to this law, the radius of gyration
of the dextran polymers used here should be 11 nm. For a Gaussian
chain, the corresponding end-to-end distance would be 28 nm, and
for a branched polymer it would still be about the same. As shown
in Table 1, the calculated value of the diffuse shell thickness of
Amiddle nanoparticles (49 nm) is larger than this length, indicating
that the dextran chains were stretched as a result of their
confinement in the diffuse shell. In contrast, for the smaller nano-
particules (Atop and Btop), the diffuse shell thickness (respectively
21 and 17 nm) is smaller than this value. In this case the small
thickness results from the high curvature of the nanoparticle
surfaces [24,25].

In the case of Bmiddle nanoparticles, the distribution of
hydrodynamic radii was bimodal with a population of large
aggregates (2e4 mm) (Fig. 3). These aggregates contributed a very
small fraction of the surface area but to a larger fraction of the light
scattering intensity. Consequently, the precision of surface area
determinations can be considered to be comparable to that of the
other measurements.

3.1.2. Composition of the particles
The compositions in dextran and PIBCA of the copolymer

forming the nanoparticles were determined by NMR. NMR spectra
from the A and B-type dispersions were similar to those obtained in
previous work [16]. The composition of each copolymer was
deduced from the integration of peaks due to the characteristic
protons of dextran and PIBCA (Table 2). The fraction of PIBCA found
in type A copolymers was much lower than that found in type B
copolymers. This result agrees with the fact that type A copolymers
were prepared with a higher concentration of dextran in the orig-
inal solution. In addition, there was also a smaller difference
between the middle and top fractions of each dispersion.

In a previous work [16], we have shown that the copolymer was
composed of one chain of dextran and one chain of PIBCA. Knowing
the molecular weight of dextran (69,300 g/mol), and the compo-
sition of the copolymer we calculate the degree of polymerization
and the molecular weight of the PIBCAmoiety. Results summarized
in Table 2 showed that the Mw of the PIBCA part of the type B
copolymers were much larger than those in type A copolymers
(Table 2).

We can then calculate the number N of PIBCA chains in the core
of a nanoparticle according to the core volume Vcore and the PIBCA
chain volume vP%chain or themass per chain and the specific mass of
PIBCA d ¼ 1300 kg/m3:

N ¼
Vcore

vP%chain
¼

4p
3

R3

vP%chain
(3)
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Fig. 2. SANS spectrum of the dispersions Amiddle, Atop, Bmiddle in H2O (volume fraction
1% in Phosphate buffer 10 mM, pH 7.4). For Amiddle and Atop the fits are the scattering
curves calculated for dispersions of dense homogeneous spheres with lognormal
distributions of radii. For Bmiddle the fit is obtained with a similar distribution plus
a population of larger particles.

Table 1
Radii of the nanoparticles as determined by QELS, SEM and SANS (Rz calculated with
Eq. (1)). Diffuse shell thicknesses were deduced from comparing QELS with either
SEM (*) or SANS (**). The experimental error was estimated as ( 5 nm for QELS
measurements and as ( 2 nm for SANS measurements.

QELS SEM* SANS** Diffuse shell
thickness (nm)

Rz
(nm)

STD
(nm)

Rz*
(nm)

STD
(nm)

Rz**
(nm)

STD
(nm)

Amiddle 112 32 63 20 49**
Atop 47 24 26 8 21**
Bmiddle 88 40 37 40 20 48**
Btop 49 12 32 17*
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This can be combinedwith the core surface area to yield the area
per chain at the core surface, or its inverse, the surface density of
dextran chains that are tied to the core:

aP%chain ¼ Score
N

¼ 3vP%chain
R

(4)

In this equation, the radius R is that corresponding to the
specific surface area, i.e. the ratio of the total volume of all the cores
to the total surface area of all the cores. This radius is given as “Rz” in
Table 1. The resulting values of the surface area per dextran chain
are given in Table 2. These values show that the B-type particles
have a very large surface area per chain, due to the very high molar
mass of their PIBCA chains.

Finally we calculate the volume fraction of dextran chains in the
diffuse shell according to the volume of one dextran chain:

fdextran ¼ NvD%chain
Vcorona

(5)

We can also calculate the averagemesh size x of the diffuse shell
according to the scaling law [26]

x
b
¼ ðfdextranÞ

!
%1

d%df

"

(6)

where b is the length of the statistical segment of the dextran chain
(b¼ 1 nm) [27], d is the space dimension (d¼ 3) and df is the fractal
dimension of the dextran polymers (approximately df¼ 2) [23]. The
values of 4dextran and x are also listed in Table 2. In the case of the
Atop particles, the calculated values of fdextran and x were exces-
sively high, due to the very low degree of polymerization of the
PIBCA block. Since this degree of polymerization is an average, it is

Fig. 3. Distributions of hydrodynamic radii for the nanoparticles according to QELS. Horizontal axis: hydrodynamic radii Ri. Vertical axis: populations of particles P(Ri), normalized
to 100%. In each graph, the blue (short doted line) curve is the volume-weighted distribution, obtained from the instrument software. The red (long doted line) curve is the surface-
weighted distribution, and the green (solid line) curve is the distribution of volume/surface ratios, both calculated from the volume-weighted distribution. The average radius
calculated from the ratio of total volume/total surface is the z-average hydrodynamic radius Rz, which is then compared with the core radius Rz* extracted from TEM or Rz**
extracted from SANS.

Table 2
Summary of the characteristics of the copolymers composing the nanoparticles and calculation of the characteristics of the diffuse shell of dextran: area per dextran chain at
the surface of the core of the nanoparticles, volume fraction of dextran in the diffuse shell and mesh size formed by dextran chains in the diffuse shell.

Sample %PIBCA Mw PIBCAa PIBCA degree of
polymerization

Area per chain at
the core surface (nm2)

Volume fraction of
dextran in the diffuse shell

Mesh size of
diffuse shell (nm)

Amiddle 48 ( 1 63969 418 3.9 ( 0.6 0.24 ( 0.01 4 ( 0.2
Atop 22 ( 0.5 19 546 128 2.8 ( 0.6
Bmiddle 83 ( 2 338 347 2211 32 ( 5 0.02 ( 0.001 47 ( 2
Btop 75 ( 2 207 900 1359 25 ( 5 0.13 ( 0.01 8 ( 0.3

a Calculated from the composition of the copolymer.
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likely that copolymers with the smaller PIBCA blocks remained in
the aqueous phase, and that the Atop nanoparticles contained less
dextran than assumed by equations/3/and/5/.

3.2. Adsorption of BSA

3.2.1. Adsorption isotherms through radial immunodiffusion and
rocket-immunoelectrophoresis

The adsorption of BSA on the nanoparticles at a volume fraction
of 0.5% in aqueous dispersion was determined through two
methods: radial immunodiffusion and rocket immunoeletropho-
resis. Both methods measure the concentration of BSA that remains
in the dispersion upon equilibrium with the nanoparticles.
Although the analysis is performed without previous separation of
the nanoparticles from the incubation medium containing BSA,
only the free BSA will be able to penetrate in the gel during either
radial diffusion or electrophoresis and will be quantified by the two
methods. As shown in previous work [20,28], adsorption equilib-
rium was reached after 1 h of incubation and both methods yield
very similar adsorption isotherms. The amount of adsorbed BSA
was calculated for each initial concentration of BSA in the solution,
and then the results were converted into adsorption isotherms. The
isotherms given by each type of nanoparticles have a similar shape
(Fig. 4) with a first section of high affinity binding (i.e. the amount
adsorbed equals the initial amount) followed by a plateau that
indicates saturation of the nanoparticle surfaces (i.e. the adsorbed
amount saturates regardless of the total amount of BSA). It was
found that the concentration of the adsorbed BSA at the beginning
of the plateau varied slightly for the different nanoparticles
considered in this work (Table 3). These values were of the same
order of magnitude than that found in a previous work considering
the same type of nanoparticles prepared by another polymerization
method [20,28]. They were close to those given in the literature for
different types of surfaces, excepted for those which were coated
with a dense brush of polyethylene glycol [29e32].

3.2.2. Structural effects of adsorbed BSA
The amounts of adsorbed BSA were too small (in comparison

with the polymer mass per nanoparticle) to be determined through

SANS. Indeed, attempts were made to measure the scattering of the
adsorbed BSA using the contrast match technique, as in previous
work [20]. SANS experiments were performed with dispersions in
blends of H2O þ D2O. The isotopic compositions were close to the
average scattering density of the nanoparticles. The shapes of
spectra obtained at the different contrasts with and without BSA
were similar. The composition of the solvent that matched the
nanoparticles was 29.3% D2O, 70.7% H2O in absence of BSA and
29.7% D2O, 70.3% H2O in presence of BSA. The slight increase of the
average scattering density of the nanoparticles with BSA can be
attributed to the contribution of the protein. However the precision
of this determination was not nearly as good as that of the
immunodiffusion methods.

On the other hand, SANS at full contrast and QELS were used to
evidence structural effects such as aggregation or dissociation of
particles that could be caused by the adsorption of BSA. The main
effect was found with the dispersion Bmiddle, which was initially
aggregated (Figs. 2 and 3). Upon addition of BSA, the QELS data
indicated that the population of very large aggregates (radii
2e4 mm)was strongly reduced, and the population of nanoparticles
shifted to lower sizes (Fig. 5). Similarly, the average radius
measured through SANS at full contrast also shifted to lower values.
For all other dispersions (Amiddle, Atop and Btop), there were no
effects of BSA adsorption: the distributions of hydrodynamic radii
remained the same, and the spectra from dispersions with BSA
were nearly identical to those of the initial nanoparticles.

3.3. Interactions of the nanoparticles with fibrinogen

Addition of fibrinogen in type B dispersions induced a strong
precipitation of the nanoparticles. In contrast, type A dispersions
remained homogeneous during and after addition of fibrinogen.
Observations through optical microscopy confirmed that large
precipitates were formed in type B dispersions while type A
dispersions remained homogeneous at the macro- andmicroscopic
scales (Fig. 6). The analysis of type A dispersions by QELS revealed
only a slight increase in the hydrodynamic radius of the nano-
particles. After the addition of 2 mg/mL of fibrinogen, the hydro-
dynamic radius of dispersion Amiddle increased from 112 to 123 nm

Fig. 4. Adsorption isotherms of BSA on the different preparations of nanoparticles after incubation in 10 mM phosphate buffer (pH 7.4) for 3 h at 37 "C. The nanoparticles were used
at a volume fraction of 0.5%. Doted line: simulation of the amount of BSA adsorbed on the nanoparticle surface calculated from the Langmuir adsorption equation [7].
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while that of dispersion Atop increased from 47 to 52 nm. SANS also
detected a slight aggregation of Atop (up to 5 particles per aggre-
gate) but not in the case of Amiddle.

3.4. Activation of the complement system

Finally, the capacity of the different nanoparticles to activate the
complement system was measured by analyzing the C3 protein of
the complement in serum by 2D immunoelectrophoresis. The two
fractions of nanoparticles A induced a similar and weak activation
of the complement system shown on the gel by the larger peak on
the left side which corresponds to the native C3 protein. The
complement activation factor was around 30.1 ( 0.4 and 27 ( 3
for nanoparticles Amiddle and Atop respectively (Fig. 7). The two
fractions of nanoparticles B have a very different capacity to acti-
vate the complement system. Fraction Bmiddle induced an almost
complete activation of the complement shown by the almost
absence of the peak of C3 protein on the left side of the gel and the
presence of a large peak on the right side corresponding to the
activated form of the protein C3, i.e. C3B. The complement activa-
tion factor (95( 6) was closed to the maximumvalue (100) (Fig. 7).
The presence of two peaks of proteins on the electrophoregram of
the serum incubated with nanoparticles Btop indicated that the
activation of the complement system produced by these nano-
particles was much lower than that found for nanoparticles Bmiddle.
The complement activation factor was much lower (41 ( 7) but
remained significantly higher than those obtained with nano-
particles Amiddle and Atop.

4. Discussion

The aim of this discussion is to deal with the questions raised
in the introduction, regarding the effects of the diffuse shell on the
adsorption of small proteins (BSA), fibrinogen, and the larger
proteins that trigger the activation of the complement system. The
discussion is based on the characteristics of the diffuse shells
(Table 2), the characteristics of the proteins (Table 4 below)
[33e39], the measured adsorption of BSA (Table 3), the occurrence
of fibrinogen-induced aggregation and the measurements of
complement activation.

4.1. Does the diffuse shell limit the adsorption of small proteins such
as BSA?

We have measured the adsorption of BSA on nanoparticles that
have very different diffuse shells: A-type diffuse shells have a very
high surface density of dextran chains (spaced by about 2 nm);
B-type diffuse shells have a low surface density of dextran chains
(spaced by about 6 nm). Yet all these particles adsorb a substantial
amount of BSA, comparable to the amounts adsorbed on other
surfaces [20,31,32,40e43]. Hence these diffuse shells do not prevent
the adsorption of small proteins. Still, there are differences in the
adsorption isotherms of the 4 types of nanoparticles. In order to
interpret these differences, it is instructive to use a thermodynamic
model for the adsorption. The simplest one is the Langmuir model,
which assumes equilibrium between a solution of free proteins and
a collection of independent adsorption sites at the nanoparticle
surfaces. The equilibriumadsorption is ruled by two parameters: the
affinity c of the protein for the surface sites, which has the dimen-
sions of an inverse concentration, and the saturation value of the
adsorption, G0 (1-a), where G0 is the adsorbed amount for a full
protein monolayer, and a is the fraction of the surface area that is
unavailable for adsorption because of the dextran chains. Themodel
yields the following equation for the adsorbed amount, G, as a func-
tion of the concentration r, of free protein in the solution (Eq. (7)).

G ¼ G0ð1% aÞ
r0c

1þ r0c
(7)

In order to use this equation, wemust determine G0, and for this
we must make an assumption regarding the configuration of the
adsorbed proteins. BSA can be approximated as a prism-shaped
object, with dimensions 8.4 # 8.4 # 3.8 nm3 [33]. Adsorption in
a “flat” configuration requires a free area of 70 nm2, which is
certainly not available at the surfaces of the A-type particles, and
rather unlikely at the surfaces of the B-type particles. Adsorption in
an “edge” configuration requires a free area of 26 nm2, which may
be more easily found if the adsorption site need not be circular (see
below). In the following, we assume that BSA is adsorbed on all
particles in the “edge” configuration. A full monolayer in this
configuration would contain G0 ¼ 3.66 mg/m2 of adsorbed protein.
With this choice, the Langmuir model parameters are as given in
Table 3 above. Accordingly, the fraction (a) of the core surface that

Table 3
BSA adsorbed at the plateau of saturation deduced from the adsorption isotherms and from simulations performed with a lognormal distribution of the particle size and
various thickness of the adsorbed layer. The monolayer adsorption is calculated for BSA molecules in the “edge-on” configuration (see Discussion).

Sample Adsorbed amount G mg/m2 Langmuir fit parameters Experimental value

Beginning of plateau End of plateau Affinity c mL/mg Monolayer G0 mg/m2 Fraction Unavailable a Fraction unavailable

Amiddle 2.1 ( 0.2 3.0 ( 0.2 0.02 3.66 0.2 0.18
Atop 1.0 ( 0.1 2.4 ( 0.3 0.02 3.66 0.7 0.34
Bmiddle 2.7 ( 0.4 3.4 ( 0.2 0.04 3.66 0 0.07
Btop 1.4 ( 0.3 2.8 ( 0.5 0.04 3.66 0.5 0.23

Fig. 5. Effect of added BSA on the population of aggregates within the Bmiddle

dispersion, according to QELS. The concentrations of BSA are indicated in the Figure.
Horizontal axis: hydrodynamic radii Ri. Vertical axis: populations of particles P(Ri),
normalized to 100%. Note the reduction in magnitude of the population of very large
aggregates and the shift to lower radi of the main population. For all other dispersions,
the addition of BSA had no effect on the measured radii (see the text).
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Fig. 6. Macroscopic and microscopic images of the nanoparticle dispersions as they appeared right after the addition of fibrinogen at a concentration of 2 mg/mL to the different
dispersions of nanoparticles. Scale bar: 50 mm.

Fig. 7. Activation of the complement system evaluated from 2D immunoelectrophoresis experiments after incubation of the different nanoparticles with human serum in veronal
buffer supplemented with calcium chloride and magnesuim chloride. The concentration in nanoparticles was adjusted to obtain an equivalent surface area of 2000 cm2/mL in the
test tube. Upper part: immunoelectrophoregram shown by the analysis of the C3 proteins after incubation of the serum with the different nanoparticles. Lower part: complement
activation factor deduced from the analysis of the immunoelectrophoregrams.
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is unavailable for adsorption is only 0.2 in the case of Amiddle, and
0.7 in the case of Atop.

How do the BSA molecules manage to adsorb on surfaces that
already have a high density of hydrophilic chains? The first step in
protein adsorption is the diffusion of the protein through the
diffuse shell to the surface. This diffusion may be prevented if the
overall dimensions of the protein are much larger than the mesh
size of the diffuse shell. Thus the dimensions of BSA (Table 4) must
be compared with the average mesh sizes of the diffuse shells
(Table 2). For type A particles, the average mesh size is x ¼ 4 nm,
and there are of course considerable fluctuations around this value.
Therefore diffusion of BSA through the mesh is difficult but
certainly not impossible. For type B particles, the average mesh
sizes are x ¼ 47 nm and 8 nm for Bmiddle and Btop respectively, and
therefore diffusion of BSA through these diffuse shells is not
restricted. Furthermore, in case of type Bmiddle particles, the mesh
size (47 nm) of the dextran brush is of the same order of magnitude
as the thickness of the diffuse shell (48 nm). Completely free path
from the end of the diffuse shell to the surface of the core may exist
on the surface of this nanoparticle which can give almost free
access of the core surface to proteins.

The next step is the binding of the protein to the core surface. At
first sight, it appears that the surface is too crowded with dextran
chains for this to occur. For Amiddle particles, the area per chain at
the core surface is only 3.9 nm2 and for Atop it is 2.8 nm2 (Table 2).
The required area for a BSA macromolecule adsorbed in the “edge”
configuration is much larger, equal to 26 nm2. A simple statistical
calculation indicates that a BSA macromolecule is very unlikely to
find an area of this magnitude available for adsorption at the core
surface. Consider the insertion of an object with area S1 in to
a system with area S having N randomly distributed “hard” points.
The density of points on the surface, r, is given in Eq. (8).

r ¼
N
S

(8)

The probability of a successful insertion, Pinsert (where the object
does not overlap any of the points) is given by Eq. (9)

Pinsert ¼
#
1%

S1
S

$N
¼

#
1%

rS1
N

$N
(9)

For a large surface with many “hard points” (N/N) this yields:

Pinsert ¼ expð%rS1Þ (10)

The dimensionless argument of the exponential is the mean
number of points per inserted disc. The free energy difference gives
a measure of the process of inserting macromolecules of different
area in the presence of these points. Using the experimental
numbers we find a probability of insertion equal to 1 x 10%3 in the
case of Amiddle particles and even lower for Atop. (Table 5).

A similar mismatch has already been observed for other parti-
cles with hydrophilic diffuse shells [29,30,44]. However, this
mismatch could be explained in different ways:

(i) The BSA macromolecules can change conformations, which
make it possible for them to fit into crowded areas. Indeed it is
well known that BSA does not retain its native conformation
upon adsorption [10,32,45e47].

(ii) The surfaces of albumin macromolecules have “patches” of
positive electrical charges that are attracted to negative
charges at the nanoparticle core surface [37].

(iii) The BSA macromolecules can take conformations that make it
possible for them to bind to the diffuse shells of dextran.

We conclude that the diffuse shells of dextran are not able to
prevent the adsorption of small flexible proteins, even when the
density of chains within the diffuse shell is quite high.

4.2. Does the diffuse shell limit the adsorption of larger proteins?

Fibrinogen is a large protein that binds to “foreign” surfaces and
causes them to aggregate through a bridging mechanism [48].
Hence, resistance to aggregation by fibrinogen is a good predictor of

Table 4
Physical characteristics of the proteins.

Protein BSA [33] Fibrinogen [34,35] Complement C3 [5]

MM 67 000 340 000 184 342* [36]
Dimer consisting of three pairs of polypeptide chains (Aa, Bb and g)2 Chain a 110 000

Chain b 75 000
1 disulfide bond between chains

Specific density 1.38
PI 4.7 5.8 5.7
Shape Prism/hard shape Cylinder Elongated curve shape
Dimensions (nm) 8 # 8 # 3.8 diameter 3.2, length 47.5 15.2 # 9 # 8.4
Plasma concentration mg/mL 40 2.6e3 1.2
PBD ID HSA : 1E78 [37]

Not find yet BSA
3GHG [38] 2A73 [39]

* calculated from the aminoacid sequence.
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resistance to adsorption of large proteins. In this respect, the two
particle types are quite dissimilar. Type B particles were strongly
aggregated by fibrinogen, whereas Atop are only weakly aggregated,
and Amiddle not at all. These differences are in line with the
protection of the particle cores by dextran chains.

First, the diffusion of fibrinogen through the diffuse shell of
dextran depends on its dimensions (a thin cylinder with diameter
3.2 nm and length 47 nm) (Table 4). The diameter is comparable or
smaller than the mesh size of the diffuse shell for all particles, but
the length is much larger. Hence, diffusion of fibrinogen through
the diffuse shell is not restricted if it diffuses along its length.
Next, the binding of a fibrinogen macromolecule requires an area of
about 10 nm2, comparedwith an area per dextran chain of 3e4 nm2

for A particles and 30 nm2 per dextran in B particles (Table 2). From

the statistical argument given above, we find an insertion proba-
bility of 0.06 for Amiddle particles and 0.7 on Bmiddle particles
(Table 5). Hence the adsorption of fibrinogen is indeed prevented
by high surface density of dextran chains in the case of type A
particles, but not in the case of type B particles. This is in good
agreement with the observation of fibrinogen-induced aggregation
in the case of B particles only.

Complement C3 protein is also a large protein (molar mass
180000) with dimensions 15.2 # 9 # 8.4 nm3. The adsorption of C3
is the first event that triggers the activation of the complement
cascade [5,6]. The dimensions of C3 are larger than the mesh size of
type A diffuse shells, but smaller than those of type B diffuse shells.
As in the case of BSA, diffusion through the diffuse shells of type A
particles may be difficult, but not impossible due to the fluctuations
of dextran chain conformations. However, the binding of C3
requires an area of 80 nm2. The probability of finding an area of this
magnitude at the nanoparticle surfaces is practically zero for type A
particles (Table 5). On the other hand, this insertion probability at
the core surface is 0.1 for Bmiddle, and 0.05 for Btop (Table 5).

Thus we have two factors that may explain the differences in
complement activation between the nanoparticles. Both yield
a satisfactory correlation. Fig. 8a presents the correlation between
diffuse shell mesh size and complement activation, while Fig. 8b
presents the correlation between the insertion probability at the
core surface and complement activation. The correlation appears
surprisingly good for the mesh size, and worse for the insertion
probability at the core surface. A possible interpretation for this
effect is that the C3 protein does not need to reach the actual core
surface in order to trigger complement activation. Indeed, the
dextran diffuse shell may contain albumin macromolecules that
have changed conformations in order to bind to the core surface.
These bound albumins may be recognized by the C3 proteins and in
this way trigger the complement cascade.

5. Conclusion

As presumed, the characteristics of the diffuse shells determine
the interactions of the core-diffuse shell nanoparticles with serum
proteins. The three investigated proteins are very different, and
their behaviors are not at all the same. BSA diffuses through the
diffuse shell and binds at the core surface evenwhen the density of
hydrophilic chains is quite high. This may be due to conformational
flexibility of the protein and to attractions between opposite
charges located at the protein surface and at the core surface.
Fibrinogen manages to diffuse through the diffuse shell because it
has the shape of a long cylinder. However, its adsorption at the core
surface is restricted by the density of hydrophilic chains. The
binding of fibrinogen to neighboring nanoparticles leads to the
formation of aggregates of the nanoparticles. We also measured the
activation of the complement cascade which is triggered by
adsorption of protein C3. From these measurements, we inferred
that C3 is repelled by diffuse shells that have a dense mesh of
hydrophilic chains. If it manages to diffuse through this mesh, then
it may bind to albumins that are already bound to the core surface
or to the diffuse shell. In this case, the complement cascade is
activated. In order to prevent aggregation caused by fibrinogen and

Table 5
Comparison of the diffuse shell mesh sizes with the protein dimensions. Insertion probabilities of the proteins at the core surfaces, based on the area per dextran chain at the
core surface (see Table 2).

Sample diffuse shell mesh size/BSA diffuse shell mesh size/fibrinogen diffuse shell mesh size/C3 Pinsert for BSA Pinsert for Fibrinogen Pinsert for C3

Amiddle 1.1 1.3 0.5 1 # 10%3 6 # 10%2 4 # 10%9

Atop 1 # 10%4 2 # 10%2 1 # 10%12

Bmiddle 12.4 14.7 5.6 4 # 10%1 7 # 10%1 1 # 10%1

Btop 2.0 2.4 0.9 3 # 10%1 6 # 10%1 5 # 10%2

Fig. 8. Relation between complement activation induced by the nanoparticles and the
mesh size of the diffuse shell (a) and the insertion probability of the C3 protein at the
core surface (b).

C. Vauthier et al. / Biomaterials 32 (2011) 1646e1656 1655

74



recognition by the C3 protein of the complement system, it is
necessary to keep these two proteins away from the core surface
and from small proteins which adsorbed first during the opsoni-
zation process. This requires diffuse shells that have a very high
density of hydrophilic chains.
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Appendix

Figures with essential colour discrimination. Certain figures in
this article, particularly Figs. 3e8, are difficult to interpret in black
and white. The full colour images can be found in the on-line
version, at doi:10.1016/j.biomaterials.2010.10.026.
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’ INTRODUCTION

Interactions between proteins are ubiquitous in biological
processes, and their understanding remains one of the central
purposes of biology, biochemistry, and biophysics. Protein�
protein interactions can lead to self-assembly within ordered aggre-
gates. Nowadays, the use of protein self-assembly for the design
of nanoscale devices receives an increasing interest.1 Supramo-
lecular objects resulting from protein assembly have been
intensively characterized at macroscale.2�5 Their morphology
can be controlled by monitoring the physicochemical conditions.
Linear and fibrillar assembly, such as amyloïd fibrils, are favored
at pHs far from the protein isoelectric point (pI) and at low ionic
strength when electrostatic repulsions are high. Contrarily,
spherical objects are obtained by incubation of proteins at a
pH close to their pI and at ionic strength favoring electrostatic
interactions.6�8 The assembling properties of proteins are con-
trolled by changing not only their physicochemical properties,
but also their conformational state. Indeed, it is well-known
that partial denaturation of proteins is a key parameter favoring

protein assembly.9 In some cases, structural changes, such as
intermolecular β-sheets formation in amyloid fibrils, are also
involved; intermolecular β-sheets formation is likely to be res-
ponsible for protein assembly in a preferential direction leading
to linear organization. Although plenty of studies have been
performed to characterize the resulting supramolecular objects at
the macroscale, few studies are available to understand how
information contained at the molecular level spreads on the
macroscale. In this study we propose to get insight into interac-
tions at the molecular scale driving the organization of proteins
into spherical supramolecular objects.

We focus on the interactions and self-assembly in a binary
protein system involving bovine R-lactalbumin (LAC) and hen
egg white lysozyme (LYS), two globular proteins of about 14 kDa
and composed of 123 and 129 amino acids, respectively. They
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Revised: May 5, 2011

ABSTRACT: Understanding the driving forces governing
protein assembly requires the characterization of interactions
at molecular level. We focus on two homologous oppositely
charged proteins, lysozyme and R-lactalbumin, which can
assemble into microspheres. The assembly early steps were
characterized through the identification of interacting surfaces
monitored at residue level by NMR chemical shift perturbations
by titrating one 15N-labeled protein with its unlabeled partner.
WhileR-lactalbumin has a narrow interacting site, lysozyme has
interacting sites scattered on a broad surface. The further
assembly of these rather unspecific heterodimers into tetramers
leads to the establishment of well-defined interaction sites. Within the tetramers, most of the electrostatic charge patches on the
protein surfaces are shielded. Then, hydrophobic interactions, which are possible becauseR-lactalbumin is in a partially folded state,
become preponderant, leading to the formation of larger oligomers. This approach will be particularly useful for rationalizing the
design of protein assemblies as nanoscale devices.
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share a sequence identity of 35�40%, and their three-dimensional
structures are similar, both composed of two domains separated
by a cleft. Their R-domains contain four R-helices and the
β-domains are composed of an antiparallel three-stranded
β-sheet and a flexible loop. Their structures are stabilized by
four disulfide bridges. Despite these similarities, LAC and LYS
exhibit distinct biological function:10 LAC is the regulatory
subunit of the enzyme lactose synthase and LYS is a catalytic
enzyme involved in the hydrolysis of Gram-positive bacterial cell
wall peptidoglycans. These proteins differ also in their metal ion
binding ability as well as their molecular stability. Egg white LYS
belongs to the C-type family without a specific metal binding site,
whereas LAC contains a calcium binding site located between the
two domains. The binding constant is 10�7�10�8 M and
binding of calcium stabilizes the tertiary structure of LAC.11,12

The denaturating temperature is 64 �C for the calcium-loaded
form, holo R-lactalbumin (hLAC), and 27 �C for the calcium-
depleted form, apo R-lactalbumin (aLAC).13 Above this melting
point, aLAC adopts a molten globule state characterized by the
presence of native secondary structure but no well-defined
tertiary structure due to high side-chain flexibility.14�16 The

stability of LYS is relatively high, with no significant unfolding at
acidic pH, and its denaturing temperature is 74 �C.17,18 A further
important difference is that LAC is an acidic protein with a pI of
4.5, whereas LYS is a basic protein with a pI of 10.7. As a
consequence, their charge is opposite at neutral pH. Their
coprecipitation has been reported and electrostatic interactions
have been evidenced.19,20

Electrostatic interactions occur between LYS and both forms
of LAC.20�23 With hLAC, only heterodimers are formed. By
contrast, the interactions between LYS and aLAC lead to the
formation of either amorphous aggregates or supramolecular
ordered objects, depending on protein concentration, pH, ionic
strength, and temperature. Densely packed microspheres of 1�
5 μm diameter, in which both proteins are homogenously
distributed in an equimolar ratio, are formed at low ionic
strength, pH 7.5, and 45 �C.24 The aLAC-LYS heterodimer
has been proposed to constitute the building block for such self-
assembly.

Although the assembly resulting from the interactions be-
tween aLAC and LYS has been investigated on a macroscale, no
detail on protein�protein interface is available yet. The purpose
of the present study is to determine the amino acids involved in
the interactions at the early steps of the assembly mechanism
leading to microspheres. The interface residues were determined
according to the chemical shift perturbations (CSPs) monitored
by nuclear magnetic resonance (NMR) during titration of one
15N-labeled protein by its unlabeled partner. This approach has
been widely adopted to establish the three-dimensional structure
of biological complexes25�28 and to screen for high affinity
protein ligands.29�31 At the temperature favorable to micro-
sphere formation (45 �C), aLAC adopts a molten globule state
that prevents the use of NMR to determine its interacting surface.

Scheme 1. Reaction Scheme of Dimer and Tetramer For-
mation with the Expression of the Corresponding Dissocia-
tion Constants (Kddimer and Kdtetramer)

Figure 1. (a) Overlay of 1H�15N HMQC spectra recorded during the titration of 10 μM 15N-hLAC by unlabeled LYS, in 30 mM Tris-HCl 15 mM
NaCl at pH 7.5 and 45 �C. The reference spectrum of 15N-hLAC is colored in black and the spectra obtained at protein ratio [unlabeled LYS]/[15N-
hLAC] equal to 5 in red, 20 in green, 30 in magenta, 50 in yellow, and 100 in blue. The 1H�15N HMQC spectrum of unlabeled LYS (light blue) was
recorded through detection of 15N natural abundance. (b) Highlights of spectral regions with shifting crosspeaks. (c) Highlights of similar spectral
regions during the control titration. The reference spectrum of 15N-hLAC is colored in black and the spectra obtained at protein ratio [unlabeled
hLAC]/[15N-hLAC] equal to 1 in red, 15 in green, and 30 in magenta.

80



2202 dx.doi.org/10.1021/bm200285e |Biomacromolecules 2011, 12, 2200–2210

Biomacromolecules ARTICLE

In the case of the aLAC-LYS dimer, only the interacting region of
LYS could be monitored. To get insight into the interacting
region of LAC, the interfaces within hLAC-LYS have also been
investigated, although these dimers do not further assemble.
Mapping of interacting residues on protein surfaces reveals that
hLAC interacts with LYS through a narrow surface composed of
amino acids located in the β-domain. The interacting surface of
LYS is much more scattered, with amino acids belonging to both
R- and β-domains. These findings correlate with predictions by
molecular simulations and provide experimental evidence for an
orientational effect due to electrostatic interactions. The inter-
acting region of LYS with aLAC is similar to that obtained with
hLAC. However, additional residues are involved in a coopera-
tive manner. This is evidence of a second binding event. We
interpret this effect as the further assembly of heterodimers into
tetramers. Because most of the electrostatic charge patches are
shielded within the tetramers, the hydrophobic interactions,
which are possible because aLAC is in a partially folded state,
become preponderant and lead to the formation of larger
oligomers.

’MATERIALS AND METHODS

Protein Purification. Commercial lysozyme (LYS) was purchased
from Ovonor. Holo R-lactalbumin (hLAC) was purified from bovine
whey according to the method described by Caussin et al.32 Apo
R-lactalbumin (aLAC) was obtained by removing the calcium by dialysis
against water at pH 3.24 Recombinant uniformly 15N-labeled LYS and
15N-labeled hLACwere produced and purified as previously reported.33,34

NMR Experiments. All NMR spectra were obtained using a
VARIAN vnmrs 800 spectrometer equipped with a triple-resonance
(1H, 13C, 15N) cold probe. Two-dimensional 1H�15N heteronuclear
multiple quantum coherence (HMQC) spectra were acquired using the
band-Selective Optimized Flip-Angle Short-Transient (SOFAST) pulse
sequence,35 using 128 scans and a recovery delay of 200ms, leading to an
experiment duration of 54 min. For the 1H and 15N dimensions, 537 and
50 complex points and spectral widths of 13440 and 2400 Hz were used,
respectively. Zero fillings were applied in both dimensions giving rise
to 1536 � 200 points matrices. All spectra were processed using
NMRPipe36 and analyzed using NMRView.37

Stock solutions of 15N-labeled proteins (0.1mM) andunlabeled proteins
(2 mM) were prepared by solubilization of protein powder in 30 mMTris-
HCl buffer containing 15 mM NaCl and 10% (v/v) D2O, pH 7.5. They
were filtered through a 0.2 μmmembrane. The protein concentration was
determined by measuring the absorbance at 280 nm using extinction
coefficients of 2.64 L 3 g

�1
3 cm

�1 for LYS and 2.01 L 3 g
�1

3 cm
�1 for hLAC

and aLAC.
The titrations experiments were carried out at 45 �C. Once the

1H�15N HMQC reference spectrum of the 15N-labeled protein was
recorded, the progress of the titration was monitored by recording two-
dimensional 1H�15N HMQC spectrum after each addition of its
unlabeled partner. The interaction surface of hLAC with LYS was
determined by titrating 10 μM of 15N-labeled hLAC with increasing
amount of unlabeled LYS giving protein molar ratios LYS/15N-hLAC of
1, 5, 10, 20, 30, 50, 75, and 100. The reverse titrations of 15N-labeled LYS
by unlabeled hLAC (titration points corresponding to hLAC /15N-LYS
of 1, 5, 10, 20, 30, 40, 50, 60, and 70) and 15N-labeled LYS by unlabeled
aLAC (aLAC /15N-LYS of 1, 5, 10, 20, 30, 40, and 50) were performed
to determine the interaction surface of LYS with hLAC and aLAC,
respectively. To assess nonspecific CSPs, the control titrations of 15N-
hLAC by unlabeled hLAC and 15N-LYS by unlabeled LYS were
performed in the same way for few titration points (unlabeled pro-
tein/15N-labeled protein of 1, 15, and 30).

Data Analysis. For each protein molar ratio, unlabeled protein/
15N-labeled protein, a combined chemical shift Δδ (ppm) was calcu-
lated per amino acid according to eq 1:38

ΔδðppmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔδ1HÞ2 þ γN

γH
ðΔδ15NÞ

� �2
s

ð1Þ

whereΔδ1H andΔδ15N are the variations of chemical shift compared to
the reference spectrum in 1H and 15N dimensions, respectively, and
γN and γH are the magnetogyric ratio (rad/T 3 s) of

1H and 15N atoms,
respectively.

A simple equilibrium between two globular proteins in solution and a
heterodimer was assumed for calculating the dissociation constant (Kd)
and the combined chemical shift at saturation (Δδmax) of logarithmic
dependencies with eq 2.39

ΔδðppmÞ ¼ Δδmax

2½P�t

 !
ð½P�t þ ½L�t

þ Kd �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð½P�t þ ½L�t þ KdÞ2 � 4½P�t ½L�t

q
Þ ð2Þ

where [P]t and [L]t are the total concentration of 15N-labeled protein
and unlabeled protein partner, respectively.

When the evolution of Δδ obeys to a sigmoid behavior, the Hill
equation40 (eq 3) was used for a first estimation of the apparent Kd and
the Δδmax

ΔδðppmÞ ¼ Δδmax½L�n
Kd

n þ ½L�n ð3Þ

where n is the Hill coefficient.
When considering the association of two heterodimers into tetramer

(Scheme 1), the logarithmic and sigmoid dependencies were fitted with
eqs 4 and 5, respectively:

ΔδðppmÞ ¼ ½PL� þ 2½ðPLÞ2�
½P�t

:Δδmax ð4Þ

ΔδðppmÞ ¼ 2½ðPLÞ2�
½P�t

:Δδmax ð5Þ

where [PL] and [(PL)2] are the concentrations of dimer and tetramer,
respectively, expressed as a function of the corresponding Kds (KdDIMER

and KdTETRAMER):

½PL� ¼ ½P�:½L�
KdDIMER

and ½ðPLÞ2� ¼
½PL�2

KdTETRAMER
¼ ½P�2:½L�2

KdDIMER
2:KdTETRAMER

where [P] and [L] are the free concentrations of 15N-protein and
unlabeled protein partner at equilibrium, respectively. [P] is expressed
by eq 6, assuming that the amount of bound unlabeled protein is
negligible as compared to its total concentration (i.e., [L]t = [L]):

½P� ¼ KdDIMER
2:KdTETRAMER

2½L�t2
 !

: � 1þ ½L�t
KdDIMER

� � 

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ½L�t
KdDIMER

� �2

þ 4½P�t :
½L�t2

KdDIMER
2:KdTETRAMER

" #vuut
1
A ð6Þ

Molecular Simulation. Mesoscopic Monte Carlo simulations in
the canonical ensemble were carried out using the Faunus software
framework.41 Themutual spatial distribution function, directly related to
the interaction free energy, was sampled for a pair of LYS and aLAC/
hLACmodel proteins at pH 7.5 and a salt concentration of 39mM. Each
protein is coarse grained to the amino acid level, based on experimentally
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determined crystal structures using the pdb entries 4LZT (LYS), 1F6S
(hLAC), and 1F6R (aLAC). Proteins, counterions, and salt particles are
immersed in a spherical simulation cell containing a continuum solvent
described by the dielectric constant of water, εr = 80.

’RESULTS AND DISCUSSION

Chemical Shift Perturbation Approach. Interacting surfaces
were identified according toCSPsmeasured during the titration of
one 15N-labeled protein by its unlabeled partner. The use of band-
Selective Optimized Flip-Angle Short-Transient (SOFAST)
pulse sequence35 enabled us to obtain well-resolved spectra in a
reasonable time, even when working at 10 μM protein concentra-
tion in order to limit protein assembly. Only, the interaction
surface of aLAC with LYS can not be determined using the CSP
method. Indeed, the spectrum of 15N-labeled aLAC shows a weak
dispersion and broad resonances which are characteristic of the

molten globule state at a temperature of 45 �C (Figure S1).42 The
reference 1H�15NHMQC spectra of 15N-labeled hLAC and 15N-
labeled LYS are well-resolved and show approximately 100 back-
bone amide cross-peaks, which can be used to follow the titrations
in detail (Figure 1). Changes in cross-peak chemical shifts reflect
changes in the local environment of the 15N-labeled protein
backbone amides and therefore identify residues involved in the
interaction with the unlabeled partner.29

The approach can be illustrated with the titration of 15N-
labeled hLAC by unlabeled LYS. Figure 1a shows an overlay of
the full spectra obtained after different additions of unlabeled
LYS. The NMR spectra obtained during the titrations of 15N-
labeled LYS by both forms of LAC are depicted in the Supporting
Information (Figures S2 and S3). Examples of significantly
changed resonances are depicted in Figure 1b. One can note
that the crosspeak assigned to V42 is superimposed with another
crosspeak within the reference spectrum and diverges upon
titration. The observed chemical shift changes during titration
can be attributed to the interactions between hLAC and LYS.
Indeed, no significant shift is observed during the control
titration, that is, 15N-labeled protein titrated by its unlabeled
equivalent (Figure 1c), indicating that no homodimerization
occurs. High concentrations of unlabeled protein are added at the
end of the titration and, at that stage, cross peaks of this protein
appears due to the natural abundance of 15N (Figure 1a; blue
lines). These additional cross peaks overlap sometime with those
of the titrated 15N-protein and induces “false positives”. The
uncertain cross peaks are removed from the study (Table S1).
The amino acids that are affected upon titration are characterized
by one single cross peak, which is shifting together with an
intensity decrease.

Figure 2. Total peak intensity changes during the titrations of 15N-
hLAC by LYS (a), 15N-LYS by hLAC (b), and 15N-LYS by aLAC (c).
The total peak intensity (circle) was normalized to reference spectra and
split into two groups: the total peak intensity of shifting (triangle up) and
nonaffected (triangle down) peaks. The total peak intensity changes
during the control titrations (square) of 15N-hLAC by hLAC (a) and
15N-LYS by LYS (b,c) are also depicted. Continuous lines correspond to
linear regressions.

Figure 3. (a) Combined chemical shift (Δδ) of 15N-hLAC significant
residues: Q43 (black), V42 (white), I41 (blue), and D78 (green), at
various ratios of unlabeled LYS. (b). Averaged Δδ changes (gray
squares): curve fitted with eq 2 (see text; continuous line). The residues
used for the averaging are listed in Table 1.
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There are two possible reasons for the intensity decrease
because of signal broadening; either the exchange between dimer
and monomers is on an intermediate time-scale for NMR or the
relaxation time changes due to an increase in the apparent
protein weight upon dimer formation.43,44 The total spectrum
intensities, that is, the sum of all peak intensities, normalized to
that of the reference spectrum, are reported as a function of the
protein ratio in Figure 2. While only a linear decrease due the
non-negligible dilution of 15N-labeled proteins (from 10 to
8 μM) upon addition of its unlabeled partner is detected for
the control experiments, a much larger decrease occurs during
the heterodimer titration. Considering the titrations involving
hLAC and LYS (Figure 2a,b), half of the initial peak intensity is
lost at a protein ratio around 50. However, at a higher protein
ratio, the dependence becomes linear, with a slope similar to that
of the control experiment. For the three types of titration, there is
no difference in intensity decrease when considering shifting and
nonaffected cross-peaks independently; the peak intensity de-
crease is not specific to interacting residues, but affects the whole
protein. This differs from observations made during the early
steps of amelogenin’s supramolecular assembly.45 In that case,
the dimer formation on an intermediate time-scale for NMR, and
the cross peak intensities decrease only for the amino acids
involved in the interactions. In our case, the signal broadening
results from molecular weight increase of the formed complexes,
rather than from the time-scale of the heterodimer formation.
The dimer formation induces mostly a chemical shift change for
the residues involved in the interaction, without additional signal

broadening compared to that induced by the apparent weight
increase. As a consequence, one can reasonably assume that the
heterodimer formation is fast on a NMR time scale, that is, faster
than the millisecond order of magnitude.43

One can notice that the intensity decrease was found to be
much more pronounced for the titration involving LYS and the
apo form of LAC (Figure 2c). About 80% of the initial intensity
was lost with a protein ratio of 20. Because of the substantial loss
of NMR signal, the titration of 15N-LYS by aLAC was not
performed for protein ratios higher than 50. This additional
decrease of intensity reflects the appearance of larger oligomers
upon the formation of dimers.

HOLOLAC-LYS Dimer. Only few cross-peaks are perturbed
with increasing protein ratio LYS/15N-hLAC (Figure 1). The
variations of their combined chemical shifts (Δδ calculated
according to eq 1, see Materials and Methods) are shown in
Figure 3a for selected examples. Despite rather small chemical
shift changes (Figure 1b), which suggest weak interactions,46

clear tendencies are observed on the Δδ dependencies with the
protein ratio. A plateau is reached for a protein ratio larger than
100; this corresponds also to the boundary of the nonlinear
decrease of the peak intensities (Figure 2a), which is attributed
to the heterodimer formation (see above). Δδ of significantly
shifting amino acids (Table 1) were averaged, and a dissociation
constant (KdhLAC/LYS) of 320 ( 50 μM was determined by
fitting the resulting titration curve with eq 2 (see Materials and
Methods; Figure 3b). ThisKd obtained by the titration of 10 μM
15N-labeled protein is around 20-fold higher than the one

Table 1. Dissociation Constants (Kd) and Standard Errors Estimated by Fitting the Titration Curves Resulting from the Averaged
Δδ Changes of Listed Residues with Either Logarithmic or Sigmoid Dependencies (see Text)a

dimer observed protein residues Kd (μM)

hLAC-LYS 15N-hLAC T4, T38, V42, Q43, D78 KdhLAC/LYS = 320 ( 50
15N-LYS A32, S36, N77, A122 Kd

1
LYS/hLAC = 293 ( 52

G4, A9, I98, N103 Kd
2
LYS/hLAC = 725 ( 185

aLAC-LYS 15N-LYS A9, F34, N37, N77 Kd
L
LYS/aLAC = 390 ( 90

E35, R125, C127, L129 Kd
S
LYS/aLAC = 196 ( 30 Hill coefficient = 2

a KdhLAC/LYS and KdLYS/hLAC were obtained by fitting the data obtained by titrating 15N-hLAC by unlabelled LYS and 15N-LYS by unlabelled LAC,
respectively. In the latter, two distinct dependencies were observed (Kd

1 and Kd
2). Kd

L
LYS/aLAC and Kd

S
LYS/aLAC by fitting the titration curves obtained

by titrating 15N-LYS by unlabelled aLAC for either logarithmic (L) or sigmoid (S) dependencies.

Figure 4. (a) Combined chemical shift changes at saturation (Δδmax) as a function of residue rank in the primary structure of hLAC. TheΔδmax values
were estimated by fitting with eq 2 and KdhLAC/LYS imposed at 320 μM, theΔδ changes monitored during the titration of 15N-hLAC by unlabeled LYS
for every considered residue. The error bars correspond to the standard error from the fit. The threshold value (horizontal line) corresponds to Δδ
calculated with Δδ1H = 0.02 ppm and Δδ15N = 0.2 ppm and is equal to 28 � 10�3 ppm. The secondary structures regions of hLAC are depicted
schematically above the panel. (b) Localization of residues in interaction with LYS in a ribbon representation of hLAC (generated with Pymol). The
residues withΔδmax above the threshold are colored in purple; the calcium ion is depicted as a yellow hard sphere. The structures are represented after a
180� rotation around the vertical axis.
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previously determined in the same conditions by fluorescence
anisotropy by titrating 1 μM protein.22 This apparent discre-
pancy is likely to be due to the fact that the fluorescence
anisotropy method does not provide access to dissociation
constants of magnitude orders larger than the protein concen-
tration giving rise to a nonspecific signal, that is, 10 μM. At
higher protein concentration, artifacts occur that impair the
fluorescence measurements.22 Furthermore, the hydrophobic
fluorescent probe covalently bound to the proteins may increase
protein affinity through nonspecific hydrophobic interactions.
Overall, both features of the dimers, weak interaction and
fast exchange, strongly suggest the transient character of the
complexes.47

It is noteworthy that, because of weak affinity, about 68% of
15N-hLAC is bound to LYS at the end of the titration and, thus,
Δδ of the fully bound state is not observed. Therefore, the
combined chemical shift at saturation (Δδmax) of every residue
was estimated by fitting their titration curves with eq 2 and
KdhLAC/LYS fixed at 320 μM. Figure 4a represents the pattern of
Δδmax changes as a function of the amino acid sequence of
hLAC. Note that missing values correspond to nonassigned
amino acids and false positives. The amino acids exhibiting
a Δδmax larger than a threshold value arbitrarily chosen
for highlighting the most significantly changed amino acids

(see legend of Figure 4a) are listed in Table S2. The same
threshold will be used throughout this study. The amino acids
of hLAC sensitive to the interaction with LYS are mainly
located within in the N-terminal part of the β-sheet. A few
others are found at the N-terminal part of the protein and
within the long loop of the β-domain. As illustrated in Figure 4b
on the crystal structure of hLAC, these residues are located on
one side of the protein. One can notice here that, although most
of the significantly shifted residues are solvent accessible (Table S2),
some of them are not exposed at the protein surface. However,
their environment must be influenced by local conformational
changes because of their proximity with exposed amino acids
involved in the interaction.48

During the reverse titration, Δδ changes of significantly
shifting residues with increasing ratio hLAC/15N-LYS are
shown in Figure 5a,b. In that case, two classes of interacting
amino acids can be distinguished. Some residues, as illustrated
with A32, S36, and N77 (Figure 5a), exhibit steeper titration
curves as compared to others, such as A9, I98, and N103
(Figure 5b). Average dependencies have been calculated from
each data set (Figure 5c and Table 1) and two dissociation
constants (Kd

1
LYS/hLAC and Kd

2
LYS/hLAC) have been deter-

mined. The dissociation constant corresponding to the stee-
per dependence, Kd

1
LYS/hLAC (293 ( 52 μM), is similar to

Figure 5. Combined chemical shift (Δδ) changes of 15N-LYS significant residues at various ratio of unlabeled hLAC (left panels) and unlabeled aLAC
(right panels): (a) S36 (black), N77 (white), and A32 (red); (b) I98 (blue), A9 (green), andN103 (yellow). (c) AveragedΔδ changes, curve fitted with
eq 2 (see text; continuous lines): (d) A9 (red), N77 (black), and F34 (white); (e) C127 (blue), L129 (yellow), and E35 (green). (f) Averaged Δδ
changes of the residues with clear logarithmic behaviors (see Table 1; gray squares), averaged Δδ changes of the residues with clear sigmoid behaviors
(black squares). The continuous lines correspond to the results of the fitting with either a logarithmic or a sigmoid law (see text).
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KdhLAC/LYS, whereas Kd
2
LYS/hLAC (725 ( 185 μM) is larger.

Figure 6a shows the pattern ofΔδmax changes as function of the
amino acid sequence of LYS. The values of Δδmax were
estimated by fitting the chemical shift change of each amino
acid with both values of Kd and the values provided by the best
fit (i.e., giving the higher correlation coefficient) were reported:
gray bars with Kd

1
LYS/hLAC and black bars with Kd

2
LYS/hLAC.

When compared to the pattern of hLAC (Figure 4a), the amino
acids with significant chemical shift changes are scattered all
along the sequence and the largestΔδmax is about half. One can
notice here that the extent of chemical shift change seems
related to the broadness of the distribution of interaction sites.
As illustrated in Figure 6b, the interacting residues of LYS
(Table S2) are scattered on a larger surface than is the case for
hLAC (Figure 4b). Notice, however, that the residues exhibit-
ing a higher Kd value (colored in blue) are all located in the
R-domain.
According to previous studies, electrostatic interactions are

preponderant for the heterodimer formation.20,23 Positively
charged patches on the LYS surface are expected to interact
with negatively charged patches on the LAC surface. LYS
possesses mostly positive charges which are rather homoge-
nously distributed on its surface (Figure 7a). The surface
electric charge distribution of LAC is uneven (Figure 7b), with
a face containing negative charges only and another one with a
mix of negative and positive charges. This gives LAC a strong

dipolar moment (400 D), whereas the dipole moment of LYS is
2�3 times weaker (140 D).23 The probability to find one
protein around the other was estimated by Monte Carlo
simulations at pH 7.5 and a salt concentration of 39 mM, with
the same approach as previously used for investigating the
electrostatic interactions between LAC and LYS at lower ionic
strength.23 The two proteins and salt particles are placed within
a simulation cell containing a continuum solvent described by
the dielectric constant of water (ε = 80). The model explicitly
incorporates van der Waals interactions as well as continuum
electrostatic interactions between ionized residues while allow-
ing for a continuum exploration of Boltzmann averaged inter-
protein orientations. The isodensity surfaces represent the
spatial distribution, that is, all the possible locations, of protein
residues when interacting with its partner during the trajec-
tories drawn from Monte Carlo simulations (Figure 8). The
green isodensity surface around hLAC shows that LYS is
steered toward the negative pole of the dipolar moment of
hLAC (Figure 8a). This area matches very well with the
interacting surface of hLAC determined experimentally
(Figure 8a, purple side chains). The distribution of hLAC
residues around LYS (orange isodensity surface) is more
scattered with a preference for the equator of the egg-shape
LYS (Figure 8b). This distribution correlates very well with the
more diffuse interacting surface of LYS with hLAC determined
by NMR (Figure 8b, purple and blue side chains). These results

Figure 6. (a) Combined chemical shift changes at saturation (Δδmax) as a function of residue rank in the primary structure of LYS, upon titration by
hLAC. The Δδmax values were estimated by fitting the Δδ changes with eq 2 and Kd imposed to either 293 μM (Kd

1
LYS/hLAC; gray bars) or 725 μM

(Kd
2
LYS/hLAC; black bars). When the data quality was not high enough to choose between the two possible Kds, the curve fitting was arbitrarily

performed with Kd
1
LYS/hLAC (white bars). (b) Localization of residues in interaction with hLAC in a ribbon representation of LYS. The residues with

Δδmax above the threshold (28� 10�3 ppm) are colored either in purple or in blue when their changes obey toKd
1
LYS/hLAC orKd

2
LYS/hLAC, respectively

The structures are represented after a 180� rotation around the vertical axis. (c) Combined chemical shift changes at saturation (Δδmax) as a function of
residue rank in the primary structure of LYS, upon titration by aLAC. The Δδmax values were estimated by fitting the Δδ changes with either a
logarithmic law or a sigmoid law and Kd imposed to 390 μM (Kd

L
LYS/aLAC; black bars) or 196 μM (Kd

S
LYS/aLAC and n = 2; gray bars). When the data

quality was not high enough to choose between the two possible Kds, the curve fitting was arbitrarily performed with Kd
L
LYS/aLAC (white bars).

(d) Localization of residues in interaction with aLAC in a ribbon representation of LYS. The residues withΔδmax above the threshold are colored either
in purple or in red when their changes obey to a logarithmic or a sigmoid law, respectively.
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evidence that the extent of preferential orientation of protein is
related to the dipolar moment strength and that heterodimers
exhibit a relatively low specificity of binding. The residues on
LYS surface exhibiting a higher Kd value are probably involved
in the less specific contacts among all the possible configura-
tions of the heterodimers.

APOLAC-LYS Dimer. The interactions between LYS and the
apo form of LAC lead to the formation of heterodimers and then
to larger oligomers. This further oligomerization results in the
formation of supramolecular structures.22,24 Under the condi-
tions propitious to microspheres formation (45 �C), aLAC is in a
partially folded state, the so-called molten globule state. As a
consequence, it is not possible to monitor its interacting surface.
Nevertheless, the spectra obtained during the titration performed
for few unlabeled LYS/15N-aLAC ratios do not become more
resolved (Figure S1). Therefore, aLAC remains in its molten

globule state and its interaction with LYS does not lead to
stabilization of its tertiary structure.
During the titration of 15N-LYS by aLAC, two different types

of Δδ dependencies with protein ratio are observed: a classical
logarithmic one (Figure 5d) and a sigmoid dependence with a
lag-phase at low protein ratio (Figure 5e). The sigmoid depen-
dencies denote a cooperative binding. These residues are
involved in the interaction with aLAC in a sequential manner;
they are not involved in the first binding event but in a second
one. As a first approach, no assumption is made about the
reaction scheme of the events monitored during this titration;
averages of each data set (Figure 5f) were fitted with either eq 2,
which corresponds to a simple binding, or the Hill equation
(eq 3 in Materials and Methods) for the sigmoid dependencies,
and two dissociation constants (Kd

L
LYS/aLAC and Kd

S
LYS/aLAC)

were calculated (Table 1). The value of Kd
L
LYS/aLAC (390 (

90 μM) is identical within the error limit to that obtained for the
hLAC-LYS dimer (KdhLAC/LYS and Kd

1
LYS/hLAC). For the sig-

moid dependencies, Kd
S
LYS/aLAC is lower, with a value equal to

196 ( 30 μM and a Hill coefficient around 2. The pattern of
Δδmax is shown in Figure 6c: gray and black bars when best fitted
with Kd

L
LYS/aLAC and Kd

S
LYS/aLAC, respectively. This pattern

shows some similarities with that obtained in the presence of
hLAC (Figure 6a). However, larger chemical shift changes are
observed and the majority of the residues withΔδmax larger than
the defined threshold belong to the R-domain (Figure 6c and
Table S2). All the residues with a sigmoid behavior are localized
within the R-domain (Figure 6d, colored in red) and they define
a region around an interaction site defined by residue with
logarithmic behavior (Figure 6d, colored in purple). One can
notice that the Δδmax estimated with the sigmoid equation
(Figure 6c; black bars) are on average half those obtained with
the logarithmic equation (Figure 6c; gray bars).
The cooperative dependencies of several residues imply that

at least two events of the interactions between aLAC and LYS
are monitored, these residues being sensitive to the second
event only. A straightforward possibility is that the heterodi-
mers further assemble into tetramers. This can be described by
the sequential reaction (Scheme 1). The residues involved in
the interaction as the first binding event begins, that is, dimer
formation, show a logarithmic-like behavior (Figure 5d,f) and
those only involved in the second event, that is, the further
assembly of dimer into tetramer, have a sigmoid behavior
(Figure 5e,f). By considering these two equilibriums, the
averaged titration curves (Figure 5f) are well fitted with the
eqs 4 and 5 (Materials and Methods; Figure 9). From these
results, the dimer dissociation constant (KdDIMER) is estimated
to 490 ( 70 μM and the one for tetramer formation
(KdTETRAMER) to 5.0 ( 2.5 μM. Despite the quite high
uncertainty on the fit parameter values, it is possible to
reproduce the general features of the dependencies. The be-
havior of residues with logarithmic dependencies (Figure 9;
gray squares) can be fitted to the evolution of the amount of
LYS involved in oligomers (without distinction between dimer
and tetramer). The general features of this dependency are
sensitive mainly to KdDIMER and weakly to KdTETRAMER and, as
a consequence, KdDIMER is close to Kd

L
LYS/aLAC (Figure 5f).

The value of KdTETRAMER is about 2 orders of magnitude lower
than that of KdDIMER. This is not surprising because the equilibrium
between dimer and tetramer is controlled by the maximal dimer
concentration which is limited by the LYS concentration
(i.e., 10 μM in our experiments). Therefore, the dissociation

Figure 7. Electrostatic surfaces of LYS (a), hLAC (b), and aLAC (c).
The electrostatic potential was calculated with Delphi at 39 mM ionic
strength and pH 7.5. Negative and positive surface patches are repre-
sented in red and blue, respectively. Proteins are represented in the same
orientation as in Figures 4 and 6 and after rotation of 180� around the
vertical axis. The calcium binding site of LAC is surrounded by the black
circle. The pictures were generated with Accelrys.
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constant must be at maximum of the same order of magnitude
as the LYS concentration in order to have significant tetramer
formation. Therefore, our titration data can be interpreted on
the basis of the further association of heterodimers into tetra-
mers (Scheme 1). Moreover, the appearance of tetramers is
drastically favored once the aLAC-LYS dimers are formed. One
can notice here that, according to the value of KdTETRAMER, only
50% of the LYS can be involved in tetramer. Going back to our
measurements, this implies that the chemical shift variation of
residues with sigmoid behavior is, at the end of the titration, only
about half of what it should be if LYS was fully involved in
tetramer. This can explain the difference of Δδmax between

residues with logarithmic behavior and those with sigmoid
behavior (Figure 6c).
Based on our observations, we can propose a mechanism for

the tetramer formation and their assembly into supramolecular
objects (Scheme 2). Although we do not have experimental data
on the aLAC interacting surface, the topology of the protein in its
molten globule state remains native-like, with a significant
amount of native contacts between side chains.49 Therefore, it
is reasonable to assume that aLAC is interacting with LYS to form
a dimer through a similar region to that evidenced on hLAC
surface. This hypothesis is also supported by the fact that the
interacting surfaces of LYS with both forms of LAC are located in
the same region of LYS. The tetramer formation requires further
interactions between aLAC and LYS and involves additional LYS
residues, that is, those with sigmoid dependencies. The absence
of bound calcium on aLAC induces the presence of another
negatively charged patch on the surface (Figure 7c), which may
constitute a second site for interacting with LYS. Indeed, LYS
remains in a compact state, that is, without hydrophobic patch on
its surface, and it is reasonable to assume that these additional
interactions required for tetramer formation are still predomi-
nantly electrostatic. These secondary interactions between aLAC
and LYS lead to narrow the ensemble of possible heterodimer
conformations among the numerous possibilities illustrated in
Figure 8 and results in a tighter binding. Furthermore, aLAC is in
a molten globule state, that is, with hydrophobic patches on the
surface because of destabilized tertiary structure. Upon tetramer
formation, most of the charges on the protein surfaces are
shielded, and the interactions through the hydrophobic patches
present on aLAC surface become preponderant facilitating the
further aLAC-LYS self-assembly into larger oligomers. However,
the factors which control the formation of microspheres instead
of amorphous aggregates are still unknown.

Figure 8. Combination of computational and experimental results. (a) LYS distribution around hLAC. The green surface is the LYS isodensity surface
around hLAC. Interacting residues of hLAC determined experimentally are represented as purple hard spheres. (b) hLAC distribution around LYS. The
orange surface is the hLAC isodensity surface around LYS. Interacting residues of LYS determined experimentally are represented as hard spheres
colored either in purple (Kd

1
LYS/hLAC) or blue (Kd

2
LYS/hLAC). The red arrow represents the electric dipole moment equal to 400 and 140 D for hLAC

and LYS, respectively. Graphics produced using VMD.

Figure 9. Evolutions ofΔδ obtained during the titration of 15N-LYS by
aLAC fitted by assuming a sequential reaction described in Scheme 1. The
dissociation constants of dimer (KdDIMER) and tetramer (KdTETRAMER)
were evaluated by fitting the logarithmic (gray squares) and sigmoid
(black squares) dependencies with eq 4 and 5, respectively, giving
KdDIMER = 450 ( 70 μM, ΔδmaxDIMER = 0.05 ( 0.005 ppm and
KdTETRAMER = 5.0 ( 2.5 μM, ΔδmaxTETRAMER = 0.08 ( 0.002 ppm.
The continuous lines correspond to the best fits.
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’CONCLUSION

In summary, the work described here provides insights into
the assembly mechanisms of ordered aggregates by two proteins.
The initial formation of heterodimers is driven by electrostatic
interactions. Despite the rather unspecific and weak interactions
between the two proteins, the NMR approach leads to the
identification of the interaction surfaces. One of the proteins
has a narrow interacting site, while the second has interacting
sites scattered on a broad surface. These findings agree with a
preferential alignment between proteins resulting from the
strength of their dipole moments. The further assembly of these
rather unspecific heterodimers into tetramers leads to the tighter
interactions between both proteins. Within the tetramers, most
of the electrostatic charge patches on of the protein surfaces are
shielded. As consequence, the hydrophobic interactions, which
are possible because one the proteins is in a partially folded
state, become preponderant and lead to the formation of larger
oligomers. We are convinced that such an approach will be parti-
cularly useful to understand the formation of ordered aggregates
by proteins. It should be extended to othermixed protein systems
in order to unravel their self-assembly mechanisms and rationa-
lize their use in the design of nanoscale devices.
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The effect of anisotropic protein-protein interactions on the phase behavior of mixtures of lysozyme
and α-lactalbumin in aqueous salt solutions is investigated, using parallel tempering Monte Carlo
simulations. We present a coarse grained protein model which captures the non-uniform distribution
of charged amino acids, responsible for strong directional protein interactions. In semi-quantitative
agreement with recent experimental data our model predicts that calcium binding or elevated salt
concentrations retard micro-sphere formation in lysozyme/α-lactalbumin mixtures. It is further
shown that decreasing the charge anisotropy on α-lactalbumin by a single point mutation causes a
large shift in the critical point of the fluid-fluid coexistence curve towards lower salt concentrations.
Minimizing the electrostatic anisotropy completely suppresses phase separation at the corresponding
experimental conditions.

There have been several theoretical studies on how
anisotropic interactions influence self association and
phase behavior of proteins [1–7]. Proteins are typi-
cally described as patchy spherical particles with a num-
ber of attractive sites interacting via angular dependent
square well potentials. These models rely mainly on
ambiguously placed attractive patches and do not fo-
cus on anisotropy due to non-uniform surface charge dis-
tributions of real proteins. One exception is the em-
bedded discreet charge model by Carlsson et al. [2, 4,
8] where charged residues are projected onto a hard
sphere. While accounting for anisotropic electrostat-
ics, this model treats the excluded volume as spherically
symmetric. We here present a simulation study of pro-
tein mixtures using a mesoscopic protein model sensi-
tive to pH, salt concentration, point mutations as well
as anisotropic interactions as derived from the protein
structure.

In a recent experimental study of the phase behav-
ior of lysozyme (lys) and α-lactalbumin (α-lac) mix-
tures, Nigen et al. [9–11] observed self-assembly of lys
and the calcium depleted (apo) form of α-lac into well
defined micro-spherical aggregates at low salt concen-
trations (< 100 mM). For higher salt concentrations as
well as for the calcium loaded (holo) form of α-lac, self-
assembly does not occur [11]. Due to the anisotropic
nature of the charge distribution of α-lac, combined with
the high positive net charge of lysozyme, strong direc-
tional protein-protein interactions have been observed
both theoretically and experimentally [12]. We here de-
scribe – at a microscopic level – how such long ranged
non-centrosymmetric interaction mechanisms influence
many-body assembly and phase transition of protein mix-
tures.

Simulating phase behavior at an atomistic level is un-

∗Electronic address: anil.kurut@teokem.lu.se
†Electronic address: mikael.lund@teokem.lu.se
‡URL: http://www.teokem.lu.se

feasible and we therefore coarse grained to the following
three levels, all with a continuum solvent – see illustra-
tion in Fig. 1:

(a) Proteins were described as rigid bodies, built up
by spheres. Each sphere represents an amino acid
with mass centers located as in the experimental
crystal structure. Salt particles were explicitly in-
cluded [13].

(b) As (a) but with implicit salt particles described at
the Debye-Hückel level.

(c) As (b) but neutral amino acids were clustered into
one larger sphere, located in the mass center of the
protein.

Metropolis Monte Carlo (MC) simulations in the
canonical ensemble, NV T , was used to study two-
body interactions while the isobaric-isothermal ensemble,
NpT , was used to study many-body interactions and the
associated phase behavior – see Table I. The system en-

TABLE I: MC simulation details. Unless otherwise stated
all simulations are performed at 298 K and at pH 7.5. The
source code is available through the Faunus project [14].

Ensemble NV T NpT
Simulation geometry Spherical Cubic
Boundaries Hard Periodic/MI
Models (a) / (b) (c)
Nsalt 212-848/0 0
Nproteins 2 40a

a30–100 proteins were tested for size dependencies – see appendix.

ergy, U , for a given configuration is

U =
∑

i<j

4εLJ

((
σij
rij

)12

−
(
σij
rij

)6
)

+
e2zizj

4πε0εrrij
ζ (1)

where εLJ is the depth of the Lennard-Jones potential,
σi is the diameter, and σij = (σi + σj)/2. r is the
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inter-particle separation, z the charge valency, e the elec-
tron unit charge, and ε0εr is the dielectric permittivity
of water. For explicit salt simulations ζ = 1 while for
implicit salt ζ = e−κrij where κ is the inverse Debye
screening length. For NpT simulations, the histogram
method was used to sample volume probability distribu-
tions, P (V ), related to the constrained Gibbs free en-
ergy, G = −kBT lnP (V ) [15]. Minima in G correspond
to (meta-) stable phases and to obtain coexistence con-
centrations, G was re-weighted, G′ = G ± ∆pV to give
two minima with equal free energies [16]. The Helmholtz
free energy was calculated as A = G′−pV and in order to
efficiently sample configurational space at low salt con-
centrations (where strong cluster formation occurs) we
used parallel tempering in both p and κ – see appendix.

Model (a) was used as reference model since it captures
the original protein topology as well as anisotropic inter-
actions [12, 17]. Using two-body simulations of lys inter-
acting with α-lac we heuristically coarse grained model
(a) while maintaining (i) the salt dependent potential of
mean force (pmf) and (ii) the distance dependent align-
ment of α-lac’s dipole moment with respect to lys. The
latter property ranges between ±1 where +1 corresponds
to a fully aligned dipole. As seen in Fig. 1, deviations
from (a) is due mainly to the introduction of implicit salt
while protein coarse graining, (b)→(c), influences neither
the pmf nor the anisotropy. Calcium binding to α-lac de-
creases the net-charge and hence lowers the attraction to
lys. An overview of the models are shown in Table II.
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FIG. 1: Interaction between lys with α-lac at three different
coarse graining levels and at various 1:1 salt concentrations
(arrows indicate increasing salt). Top graphs: Angularly av-
eraged potential of mean force, w(R), as a function of the
protein-protein mass center separation, R. Bottom graphs:
Dipolar alignment of α-lac.

Using model (c), we performed NpT simulations with
40 proteins to investigate the Helmholtz free energy of
bulk protein 1:1 mixtures containing lys and four differ-
ent forms of α-lac: apo, holo, smeared, and mutated apo
– see Fig. 2. Phase separation – indicated by a com-
mon tangent of two points in the Helmholtz free energy

TABLE II: Details of coarse grained models for lysozyme and
α-lactalbumin. For model (a) and (b) εLJ = 0.05 kBT and for
model (c), εLJ = 0.075 kBT and σi = 15 Å for the central
sphere.

Protein α-lac lys
apo holo mutateda smearedb

PDB entry 1F6R 1F6S 1F6R 1F6R 4LZT
Nparticles – (a)/(b) 124 125 124 124 130
Nparticles – (c) 42 44 42 42 33
Net charge, pH 7.5 -5.9 -4.5 -5.9 -5.9 7.0
Dipole momentc (D) 78 68 34 3 20
aResidues D79 and K99 are swapped.
bNet charge is smeared out on all titratable sites.
cCalculated with respect to the protein mass center

curve – was observed only for mixtures containing the apo
forms and at low salt concentrations. This is in agree-
ment with experimental observations [10]. Increasing the
salt concentration leads to reduced electrostatic interac-
tions between the oppositely charged lys and α-lac. The
same is the case for holo α-lac, where the added calcium
ion reduces the net charge of α-lac.
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FIG. 2: Helmholtz free energy for 1:1 mixtures of lys with:
apo, holo, mutated and, smeared α-lac at 30 mM and 100
mM salt concentrations.

In order to investigate the contribution from the
anisotropic charge distribution of apo α-lac we reduced
the dipole moment from 78 to 34 Debye by swapping
only two charged amino acids (Table II). As seen in Fig.
3 this mutation – which does not alter the net charge
– drastically decreased the critical salt concentration at
coexistence and widens the immiscibility gap of lys/apo
α-lac. By smearing out the total charge of apo α-lac on
all titratable residues we approach isotropic electrostat-
ics and as seen in Fig. 2 this completely prevents phase
separation in the investigated salt concentration range.

Experimentally, micro-sphere formation occurs at low
salt and at a total protein concentration ranging from
0.075 mM to 1.05 mM [10] implying that the equilib-
rium concentration of the dilute phase is in the sub milli-
molar range. Our model predicts a dilute phase concen-
tration 5 to 70 times higher, and thus underestimates
the width of the coexistence curve. Similar issues have

2

94



been reported for lysozyme [4, 18]. One reason could
be lack of charge regulation in our model, although this
is probably of small importance [13, 19]. It has also
been proposed that apo α-lac undergoes conformational
changes into a semi-folded molten globule state upon
binding to lysozyme, leading to exposure of hydrophobic
residues [11]. Such a mechanism – which would be tem-
perature dependent [1, 18] – most likely leads to short-
range attraction unaccounted for by rigid body models.
To remedy this, we pragmatically incorporated a square
well potential – depth one kBT , width 3.1 Å, correspond-
ing to a water layer – between the neutral spheres in
model (c). As seen in Fig. 3, this improves the agree-
ment with the experimental dilute phase density.

Further, the simulated two-body potential of mean
force, w(R), is related to the thermodynamic dissociation
constant, K−1d ≈ 4π

∫∞
contact

(e−w(R)/kBT − 1)R2dR [20].
Without short ranged attraction, Kd = 691 µM at 39 mM
salt and pH 7.5 which is 25% off the experimental value
of 490 ± 70 µM [12]. Including the above square well
potential, we obtained Kd = 480 µM. Thus, the short
ranged attraction improves not only the agreement with
the experimental phase behavior, but also consistency
at the twobody level. Note that our reference model (a)
was originally parameterized to reproduce lys-lys osmotic
second virial coefficients [17] and that we have made no
efforts to fit it to experimental data for the current lys/α-
lac system.
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FIG. 3: The fluid-fluid coexistence curve of lys and α-lac in
the form of apo, mutated, and with extra short ranged at-
traction (SR) – see text. The shaded area shows the experi-
mentally observed concentration range of the dilute phase.

We have developed a coarse grained model which de-
scribes proteins as rigid bodies consisting of one centrally
located non-polar sphere and several discrete charges at
the original positions of titratable amino acids. This
model captures anisotropic inter-protein interactions due
to excluded volume as well as surface charges and accu-
rately predicts the experimentally observed phase behav-
ior of lys/α-lac with respect to salt concentration, pH and
binding of divalent ions. On one hand, calcium binding
lowers the net charge of holo α-lac and, while the ori-
entation with respect to lys is unchanged, the decreased
protein-protein interaction is sufficient to suppress phase

separation. On the other hand, a single amino acid point
mutation that minimizes the apo α-lac dipole moment –
while retaining the net charge – is enough to significantly
shift the immiscibility gap to lower salt concentrations.
Artificially smearing out the charge over the protein sur-
face completely inhibits phase separation. These results
show that the phase behavior of dense aqueous protein
mixtures is highly sensitive to anisotropic electrostatics
– both qualitatively and quantitatively – and that their
incorporation in theoretical models is crucial for accurate
predictions of coexistence curves.

This work was supported by the Linnaeus center Or-
ganizing Molecular Matter, Lund University and compu-
tational resources was provided by LUNARC.
Appendix. Parallel tempering in κ and p using six

replicas was used in the NpT simulations and configu-
ration/volume exchange between replicas, i and j, was
attempted with the following acceptance criterion [21],

acc[(i, j)→ (j, i)] = min
{

1, exp
(
− β[U(κi, rj) (A.2)

+U(κj , ri)− U(κi, ri)− U(κj , rj)

+piVj + pjVi − piVi − pjVj ]
)}

= min
{

1, exp
(
− β[∆U + ∆pV ]

)}

where β = 1/kBT . Each replica was equilibrated for
0.2 million MC steps while averages were collected over
2.5 million steps. Combined protein translation/rotation,
volume re-scaling and replica exchange moves were ran-
domly performed with the ratio N : N−1 : 0.001N−1

where N is the total number of proteins. The resulting
free energy as a function of volume and replica exchange
events are shown in Fig. 4.

-2

0

2

4

6

150 200 250-2

0

2

4

150 200 250
Box Length (Å)

150 200 250

G
ib

bs
 F

re
e 

En
er

gy
 (k

T) 56mM 45mM 37mM

30mM27mM 25mM

2.3p 1.9p 1.5p

1.4p1.25p 1.16p

0 10000 20000 30000 40000 50000 60000
MC steps

150

200

250

300

B
ox

 L
en

gt
h 

(Å
)

FIG. 4: Top: Constrainted Gibbs free energy of a system
containing 20 lys and 20 apo α-lac molecules as a function of
simulation box size obtained by tempering in osmotic pressure
and salt concentration. (p refers to 10−6 proteins per Å3)
Bottom: Replica exchange events as a function of MC steps.

System size dependence was checked by NV T simula-
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tions at densities corresponding to the dense and dilute
phases at coexistence. As seen in Fig. 5, varying the to-
tal number of proteins from 30–100 at 30 mM salt does
not cause any appreciable change in the protein-protein
potential of mean force.
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FIG. 5: Inter-protein potential of mean force as a function
of the protein-protein mass center separation, R, in a dense
(solid lines) and dilute phase (dashed lines). Calculated at
30 mM salt using model (c).

Salt density differences between dense and dilute
phases were checked using model (a) with grand canon-
ical salt. At a salt chemical potential of 30 mM, we ob-
served salt concentrations of 22.2 and 28.7 mM in the
dense and dilute phases, respectively. This corresponds
to 12% difference in κ, stemming mainly from excluded
volume, justifies usage of a constant κ in the NpT en-
semble. Charges in model (a) was set using a separate
MC simulation where protons fluctuate between the pro-
tein and bulk with a ratio dependent on pH, pKa as well
as intramolecular interactions [22]. εLJ was estimated
to 0.05 kBT based on a previously developed r−6 po-
tential, known to reproduce experimental second virial
coefficients for lysozyme [17].
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Abstract

We propose a model for the optical pH sensor Glu3. This coarse grained model is used to
evaluate the influence of confinement and salt effects. The calculation of stoichiometric pKa

values shows a good agreement with experiments. It is shown that confinement has little effect
on the pH report of the sensor. We also demonstrate the usability of the model by extending the
study to investigate the importance of zwitterionic membranes on the titration of the porphyrin
core.

Introduction
Optical nanosensors are an increasingly important tool in analyzing the state of biological sam-
ples, providing a means to noninvasively monitor local conditions.1,2 Applications span both mi-
croscopic imaging and spectroscopic investigations. One important application is the detection of
ion concentration gradients, such as pH differences across lipid membranes. Such transmembrane
electrochemical gradients are prominent in biology and medicine; examples include bioenergetics
and photosynthesis, apoptosis, muscle contraction, multidrug resistance and viral infectivity. The
dynamics and characteristics of pH gradients can be investigated using isolated cells or organelles,
or in experimental model systems such as artificially assembled liposomes, in combination with pH
nanosensors, i.e. optically active molecules that change their spectral signature in response to their
∗To whom correspondence should be addressed
†Lund University
‡Lund University
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protonation state. Glu3 (generation 3 polyglutamic porphyrin dendrimer)3–5 is a novel porphyrin-
based pH nanosensor which is particularly well suited for such measurements, as it will not diffuse
across lipid membranes. Once enclosed in a microcompartment, Glu3 will remain there and report
on the pH in that volume. The potency of this probe was demonstrated by the investigation of the
influenza drug target A/M2.6 Due to the impermeable nature and favorable spectral qualities of the
probe, quantitative data on proton and K+ passage through A/M2 were obtained, leading to a new
understanding of the functionality of this protein during viral infection. The pH nanosensor Glu3

consists of a porphyrin core, which displays distinctly different absorption and fluorescence spec-
tra depending on the porphyrin protonation state. It undergoes an acid-base equilibrium between
the neutral and the dicationic form. As with many porphyrins, Glu3 does not reveal any notice-
able amount of the intermediate, singly protonated form. Attached to the porphyrin core are four
polyglutamic dendrons. These dendrons, which together hold up to 32 negative charges, serve to
make Glu3 highly water soluble and disinclined to pass through lipid bilayers or membranes. They
also stabilize the fully protonated state of the porphyrin, bringing up the naturally low pK of the
porphyrin protonations to the physiologically relevant regime of around pH 6.3–5 The procedure
is complicated by the fact that pH is related to a stoichiometric equilibrium constant, rather than a
thermodynamic equilibrium constant. The stochiometric constant varies with different electrolyte
solutions due to the charged nature of Glu3. As the charged dendrites interact with ions in solution,
a certain salt sensitivity of the apparent pK of the probe Glu3 is detected, and by large variations of
the ionic strength, the apparent equilibrium constant of Glu3 was tunable to between 6.7 and 5.3.5

The reliable pH read-outs obtained with Glu3 were achieved by rigorous calibration of the probe
against the relevant sample conditions in conjunction with experiments.5,7 This paper introduces a
model of Glu3 to better understand these issues, which can prove useful for interpreting results as
well as optimizing experiment design. Further, we will demonstrate how the model may be used
to evaluate influences of confinement and the presence of surfaces, both important in the study of
small cavities. Also, we will briefly discuss the concept of Hill coefficients.

Model
The equilibrium constant of an arbitrary acid-base reaction is well defined in terms of the concen-
trations, c, and excess chemical potentials, β µex, of the reactants and products as i protons are
released

Ka =
ci

H+cAi−

cAHi

eiβ µex
H+e

β µex
Ai−

eβ µex
AHi

. (1)

By rewriting Equation 1 we can express the ratio of the two states as

cAi−

cAHi

= eln(10)(i·pH−pKa)−β (µex
Ai−−µex

AHi
)
. (2)

The degree of dissociation, α , is defined as,

α =
cAi−/cAHi

1+ cAi−/cAHi

. (3)
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Using Equation 2 in 3 we obtain

α =
eln(10)(i·pH−pKa)−β (µex

Ai−−µex
AHi

)

1+ eln(10)(i·pH−pKa)−β (µex
Ai−−µex

AHi
)
. (4)

Data from spectroscopic measurements of the dissociation are on the other hand usually fitted to
the so called Hill-equation,8

α =
10ñ(pH−p̃Ka)

1+10ñ(pH−p̃Ka)
, (5)

where ñ is called the Hill coefficient and p̃Ka is an effective pKa. The connection between Equation
4 and 5 is by no means obvious. We will return to this later. This paper now presents a molecular
model and evaluates its applicability to the experimental situation. We consider a model of the
dendrimer solution based on the primitive model, where molecular water is replaced with a dielec-
tric continuum.9 The dendrimer is built from atomistic detail with the Avogadro software.10 After
assembling the dendrimer from porphyrin and glutamate templates, the final structure is stripped
from hydrogens. The porphyrin core is kept at this level. The side chains are simplified in the fol-
lowing way: Carbonyl groups of the amino acids as well as side chains are replaced with a single
atom, as is done for the hydrocarbon part of the side chain. In this manner, each glutamate subunit
is modeled as four beads. In total, the dendrimer consists of 164 atoms, 112 dendrite beads and 52
porphyrin atoms. The dendrimer model is evaluated with the open source Monte Carlo package
Faunus.11 The porphyrin core is treated as a rigid body while the bonds connecting glutamate parti-
cles are harmonic. Excluded volume interactions are implemented as repulsive r−12 potentials. All
charged particles interact with a solvent screened Coulomb potential. The configurational energy
is given as

U =
N

∑
i<j

(
qiqj

4πε0εrrij
+ ε
(

σij

rij

)12
)
+

NB

∑
ij

k(rij− leq)
2, (6)

where the first sum runs over all particles and the latter over all bonds. q is the charge of each
particle, ε0 is the dielectric permittivity of vacuum, εr is the dielectric constant of the medium
and ri j is the inter particle distance. ε is the magnitude of the exchange repulsion, σ is the mean
diameter of the particles, k is the force constant and leq is the equilibrium distance of the harmonic
bonds. Salt particles and the chain monomers are displaced and new configuations are accepted
with the standard Metropolis criterion for the canonical ensemble.12 Further, salt particles stand in
equilibrium with a bulk at fixed chemical potential. The chemical potentials are determined from
canonical simulations of neat salt solutions. Carboxyl groups and the dendrimer core are allowed
to titrate during the simulation. This is performed with a grand canonical titration scheme.13 By
specifying pH and a pKa-value for acid-base pairs this allows the calculation of free energy costs
of dissociating or binding protons. The routine exploits the possibility to exchange protons with
monovalent cations while retaining a correct description of the chemical equilibrium. All carboxyl
groups are titrated individually but the porphyrin core is handled as a double titration. Note that
it is only necessary to probe the fully occupied and dissociated porphyrin configurations since
the intermediate does not contribute to the visual spectra of Glu3.5 All carboxylic acids are as-
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signed the same pKa-value, pKa,G, and the porphyrin core is given the value pKa,P. Simulations
of bulk solutions are performed in a spherical cell with one porphyrin immersed in the center of
the sphere and surrounded by salt particles. The degree of dissociation of the porphyrin core is
sampled during the simulation, after an initial equilibration period. Dissociation curves are con-
structed for varying solution conditions and effective p̃Ka and ñ are determined by fitting the data
to Equation 5. To investigate the spatial distribution of the dendrimer inside a lipid vesicle and
the possible influence of surface interactions, simulations are also performed in a slab geometry
with periodic boundary conditions in x−y directions, using the minimum image convention. Hard
walls are introduced in z direction. One wall is covered with grafted chains to mimic a phos-
pholipid monolayer. Similar models have previously been used to describe lipid membranes.14

Phosphatidylcholine head-groups (POPC) are modeled as follows: a neutral bead, constrained to
the x−y-plane of the wall is connected to a negatively charged bead, which in turn is connected to
a positively charged bead. The bonds of the grafted chains are treated in the same way as those of
the dendrites. A meanfield correction for an infinite phospholipid layer, including a solute free salt
solution was included with the charged sheet method.15 As the dendrimer is rotated and translated
in the z-direction the probability distribution of dendrimer wall separation, g(r), is sampled. The
dendrimer charge and degree of dissociation are monitored and the potential of mean force, w(r),
is obtained as w(r)/kBT = − ln(g(r)). Model parameters are summarized in Table 1. pKa-values
and structural parameters of the dendrimer are expanded upon and motivated below. Similar mod-
els have been successfully applied to charge regulation of proteins16 and to estimate pK-shifts of
calcium binding constants of calmodulin.17–19

Table 1: Parameter values used if nothing else is explicitly stated.

T 298 K
εr 78
pKa,G 5.0
pKa,P 10.5
leq 4 Å
k/kBT 1Å−2

ε/kBT 1

Results and discussion

Parametrisation
The model is adjusted to experimental results at 2 mM KCl (p̃Ka ≈ 6.7 and ñ≈ 1.0) and then used
to study varying solution conditions without further adaptation. The variation of p̃Ka and ñ with
respect to pKa,G, k and leq are presented in Table 2. Results are presented for pKa,G-values of 4.0
and 5.0, the former being typical for the glutamate side chain and the latter approximately the up-
per bound of small mono-protic carboxylic acids.20 p̃Ka does not vary much within the considered
range of pKa,G for any particular description of the harmonic bonds of the dendrites. This shows
that the value of the dissociation constant of the phorphyrin core can not be varied significantly
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Table 2: p̃Ka and ñ for different parameter settings. pKa,P is set to 10.5 and 2 mM KCl. Dendrimer
concentration is 2µM and the salt is 2 mM KCl.

pKa,G 4.0 5.0
k/leq 3.0/1.0 4.0/1.0 4.0/0.5 5.0/0.5 3.0/1.0 4.0/1.0 4.0/0.5 5.0/0.5

p̃Ka 7.01 6.92 6.85 6.73 6.75 6.67 6.58 6.47
ñ 1.9 1.8 2.0 1.9 1.2 1.3 1.3 1.3

from 10.5. This value was obtained from a preliminary search of the parameter space. The depen-
dency of the estimated effective dissociation constant and Hill coefficient on the harmonic bonds is
also weak. The small systematic trend with slightly higher dissociation constants with shorter and
firmer bonds is an effect of bringing the dendrite charges closer to the porphoryn core and thereby
increasing the stability of the positively charged acid form of the dendrimer. Contrary to p̃Ka, ñ
has a substantial variation with pKa,G. Since the model is in significantly better agreement using
the higher pKa-value for the glutamates, this was adopted.

In the context of ratiometric pH-meters like Glu3 it is insightful to scrutinize the concept of Hill
coefficients and its relation to thermodynamics. From Equation 4 one can infer that if the dif-
ference in excess chemical potentials of the dissociated and associated states are constant, as a
function of pH, the Hill coefficient will be 2 for the reaction under consideration. To display Hill
coefficients ñ 6= i , β (µex

Ai−−µex
AHi

) = β∆µex must vary with pH. The success of Equation 5 can be
understood if one considers the situation when β∆µex varies fairly slowly around the half point. A
series expansion of the difference in excess chemical potential around the half point leads to

β∆µex ≈ β∆µex
1/2 +λ (pH− pH1/2) ln(10)+ ... (7)

where λ is the linear Taylor coefficient. Neglecting terms of higher order than linear in pH, the
terms in Equation 2 may be rewritten as p̃Ka =

1
i (pKa +

β
ln(10)∆µex

1/2) and ñ = i−λ . Clearly we
don’t just expect that ideal systems are described by Equation 5 but also interacting systems, with a
pH dependent difference in excess chemical potential of the solute. In the present model deviations
in ñ from 2 are due to changes in ∆β µex associated with binding of protons to the dendrites. Finally
we conclude that the model is rather insensitive to the choice of k and leq. Since each harmonic
bond is approximately equal to two carbon-carbon, carbon-nitrogen or carbon-oxygen bonds a
reasonable choice is 4 Å and the force constant was set to 1.0 kT/Å2. The Hamiltonian, Equation 6,
contains a trivial self term for the core, that gives rise to an energy corresponding to -0.75 pK units.
This should be added to pKa,P to compare the parameter fit with experimental values. We find a
value of 9.75, or an average pK of 4.9. Uncharged tetraarylporphyrins have been reported to have
pK values per proton in the range of 2-4.4 It should be noted that dendritic modification of such
porphyrin has been found to induce large changes in dissociation constants by structural effects
even of neutral dendrites.7 Taking this into consideration, we find our value of the dissociation
constant for the porphyrin core to be reasonable.
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Solute concentration dependency
We will now present calculations for different dendrimer concentrations as well as salt types and
salt concentrations. Solute concentration effects have previously been observed in binding of cal-
cium to proteins and explained in terms of an increased counterion concentration and the increased
screening associated to the latter. These studies concluded a decreased affinity due to increased
electrostatic screening which would imply a downshift of p̃Ka.17,19 Figure 1 shows results of titra-

5 5,5 6 6,5 7 7,5 8
pH

0

0,25

0,5

0,75

1
 α

2µM
20µM
200µM

Figure 1: Glu3 degree of dissociation, simulated at different Glu3 concentrations and 4 mM KCl.

tion simulations over the same concentration range, spanning two orders of magnitude. To exag-
gerate the counterion effect the simulations are performed with 4 mM KCl. Values obtained from

Table 3: Solute concentration dependency: results from fitting Equation 5 to data in Figure 1.
[
Glu3] (µM) p̃KP ñ

2 6.46 1.31
20 6.46 1.34

200 6.51 1.45

fitting to Equation 5 are summarized in Table 3. All changes are small. This implies that the prop-
erties of the probe will not be influenced by the volume of the probed cavity, which is important
for a broader applicability.

Salt dependency
Dissociation curves are computed for two types of electrolytes, KCl between 2.2 to 135 mM as
well as MgCl2 between 0 to 8 mM in addition to 2.2 mM KCl. In order to computationally cope
with the increasing number of particles with salt concentration, KCl was simulated at porphyrin
concentrations of 200 µM and MgCl2 at 20 µM. This will have negligible effect on the results, as
seen above. In Figure 2 we compare the p̃Ka with the experimental results, as a function of the ionic
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Figure 2: p̃Ka as function of ionic strength for KCl [2.2, 5, 15, 45, 135] mM (circles and dashed
line) and MgCl2 [0, 1, 2, 4, 8] mM with 2.2 mM KCl (diamonds and full line). Lines are simulation
results and symbols are experimental results.

strength. In general, we find good agreement between the simulations and the experimental results.
The comparison with KCl is exellent. Since Mg2+ is a divalent ion, electrostatic correlations tend
to increase the screening. Although the simulations clearly capture this trend, it is not to the full
extent of the experimental system and we note an overestimate of p̃Ka for Mg2+. ñ displays a
strong dependency upon salt concentration. As the ionic strength is increased, the Hill coefficient
approaches the ideal value of 2 for both salt types, see Figure 3A. This is inconsistent with the
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Figure 3: A: ñ as function of ionic strength. Full black line is MgCl2 and dashed red line is KCl.
B: pH discrepancy between model and experiments as function of degree of dissociation for three
different concentrations of KCl.

experimental results. In fact, the measured data show little variation of ñ with salt concentration,
ranging from 1.0 to 1.1 between 2 and 160 mM K. For Mg it is 1.2 over the entire range. According
to the analysis above, the dissociation constant of the porphyrin core is likely to change with pH for
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further reasons than the electrostatic interactions between the titrating dendrites and salt solution.
These may be a changing solvent structure around the porphyrin core or conformational changes
that affect the binding energy. The model’s lack of such responses may explain the need to use
a slightly higher dissociation constant of the glutamic residues to obtain a low Hill coefficient.
The discrepancy in ñ shows that one can not directly compare the degree of dissociation of the
experimental and model system. Figure 3B shows the difference in pH between measurements
and calculations as a function of α . For α between 0.1 and 0.9 this difference is between -0.3 and
0.3 with a rather low dependency on salt concentration for 5 to 100 mM KCl.

Inside vesicles
Enclosing dendrimers inside vesicles expose them to a surface of phospholipids. We will now
demonstrate how one can use the model to investigate interactions with surfaces and their influ-
ence on the dissociation reaction. One dendrimer was immersed in a cube with sides of 250 Å with
periodic boundary conditions in x− y direction as described above. The phospholipid layer was
built up with 892 POPC chains to obtain a reasonable head group area of 70 Å2. A KCl concen-
tration of 30 mM was employed. Figure 4 shows the potential of mean force between the center
of mass of Glu3 and the grafting plane of the phospholipid head groups. The head groups extend

50 100 150
R(Å)

-2

0

2

4

βw
(R

)

50 100 150
R(Å)

0

0,2

0,4

0,6

0,8

1

α

Figure 4: βw(R) between Glu3 and the grafting plane of the phospholipid wall at pH 5.00, 5.75
and 6.00 with 30 mM KCl. The inset shows the degree of dissociation as function of separation.
Dashed lines indicate bulk values.

approximately 10 Å perpendicular to the surface and the Glu3 model has a radius of gyration of
roughly 18 Å. This corresponds reasonably well to the minima at 38 Å. As pH increases so does
the magnitude of the dendrimers charge and the adsorption. The distribution of Glu3 inside a vesi-
cle is therefore expected to vary over the course of a titration experiment. However, the degree
of dissociation is independent of distance to the phospholipid wall (see inset). The potential of
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the zwitterionic membrane is strong enough to impose a significant concentration gradient but too
weak to affect the core of the dendrimer.

Conclusion
A proposed porphyrin model has been evaluated and compared with experimental results. The
model captures the change of p̃Ka with ionic strength well. A molecular, but numerically tractable
model may prove useful to interpret measurements in small cavities and pores, especially for probes
like Glu3 which is sensitive to both pH, salt concentration and salt type. To demonstrate the
usability of the model, calculations have been performed outside a phospholipid membrane and
the influence of the membrane has been determined. At high pH the dendrimer adsorbs strongly
while the spectral properties are uneffected. These results are in agreement with experimental
observations. The model suggests that the carboxylic acids of the glutamate based dendrites are less
acidic than those of an isolated glutamate. Since an acid-base constant contains a contribution from
the solvation, the crowded environment of the porphyrin may explain this discrepancy. Also, the
solvation may be dependent upon the degree of ionization of the dendrimer. This could implicate
a varying pKa of the glutamates as function of pH and possibly explain the difficulty to reproduce
the experimentally determined Hill coefficients. The model concludes that the dependency upon
solute concentration is very small in the concentration ranges that are covered within the paper. We
have also demonstrated that the Hill coefficient may be strongly influenced by the chemistry of the
binding ligand in a very broad sense, in this paper exemplified with the release of protons which
decreases the electrostatic potential on the porphyrin and increases its proton affinity. Although
the general agreement with experiments is good, we find discrepancy with respect to the Hill
coefficient. This may possibly be understood in terms of a changing intrinsic binding of protons to
the porphyrin core or changing solvent structure as function of pH.
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Supporting Information
In order to obtain a tractable model the phospholipid head groups and glutamate residues were
given a simple representation. Figure 5 illustrates the coarse grained models of glutamate units
and the phospholipid head groups. In the simulation salt stand in equilibrium with a reservoir.
This is achieved by adding and deleting electroneutral pairs of cations and anions A and B. The
following acceptance criteria ensure detailed balance where the former is for deletion and the latter
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Figure 5: Left: Illustration of coarse grained glutamine. Right: Illustration of phosphatidylcholine
head group model.

for addition of ions,21

P = min
[

1,
NA!NB!

(NA−nA)!(NB−nB)!V (nA+nB)
exp(−β∆U− (nAβ µA +nBβ µB))

]

P = min

[
1,

NA!NB!V (nA+nB)

(NA +nA)!(NB +nB)!
exp(−β∆U +(nAβ µA +nBβ µB))

]
. (8)

V is the volume of the simulation container and ni is the stoichiometric coefficient of the elec-
troneutral pair. Ni is the number of ions i in any given configuration, µi is the chemical potential
of the ion and ∆U is the interaction energy difference of the new and old configuration. The calcu-
lations are performed at constant pH, or constant chemical potential of hydronium ions. Explicit
presence of protons leads to numerical difficulties at intermediate and high pH-values. This is
avoided with a routine that exploits the possibility to exchange protons with monovalent cations
while retaining an accurate description of the chemical equilibrium. Charge states may be sampled
with the following acceptance criterion

P = min
[

1,
NA!

(NA−n)!V n exp(−β∆U−β µA− ln(10)(n · pH− pKa,i))

]

P = min
[

1,
NA!V n

(NA +n)!
exp(−β∆U +β µA + ln(10)(n · pH− pKa,i))

]
, (9)

where the first expression describes protonation and second deprotonation.13 n is the number of
protons exchanged and NA is the number of exchangeable ions in any given configuration. Since
the chemical potentials for the ions are determined from bulk solutions, there is a risk that the den-
drimer will make a significant contribution to the excess chemical potential and thereby changing
the salt concentration as function of pH. We have investigated this by controlling the magnesium
concentration in the cell at high pH. This should be the case which is most sensitive to such ef-
fects since magnesium is divalent and the charge of the dendrimer is maximum at these conditions.
Chemical potentials corresponding to a solute free solution of 8 mM MgCl2 and 2.2 mM KCl gave
rise 8.3 mM Mg2+ and 2.2 mM K+. We may therefore conclude that this effect is small under the
present circumstances. Also, we have investigated the sensitivity to the radii of cations. Neither
increasing the radii of K or decreasing the same for Mg had any noticable effect. The radius of
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the bulk simulation cell was 583, 270.6 and 125.6 Å for solute concentrations of 2, 20 and 200
µM. The simulation of bulk solution was performed with an equilibration and production run of
3 · 105 cycles respectively 106 cycles. Each cycle composed of one core titration, 32 glutamate
titrations with randomly chosen glutamates, random displacements of one third of the ions picked
at random, one random change of the number of salt particles and random update of the harmonic
bonds. In the simulations with phospholipid walls each cycle was augmented with an update of the
dendrimers location in z-direction and the location of phospholipid head group beads. The equili-
bration was extended to 5 ·105 cycles and production to 8 ·106. To improve convergence umbrella
sampling was preformed in two windows in the z-direction, 0-100 Å and 70 to 150 Å . The final
result was obtained by averaging three independent productions for each window. The size and
charges of the particles in the model are summarized in Table 4.

Table 4: Particle properties.

Type Charge (e) σ/2 (Å)
Core 0 2.0
Dendrite 0 2.0
K+ +1 1.2
Cl− -1 2.2
Mg2+ +2 2.0
POPC -1/0/+1 2.5
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Abstract
A number of experimental studies suggest that
lactoferrin – a biologically versatile whey protein
– self assembles into dimers as well as higher order
oligomers. Using multiscale Metropolis Monte
Carlo simulations we investigate the association
of lactoferrin in bulk protein solutions and show
(1) that stereospecific dimer formation is driven
by a symbiotic coupling between electrostatic and
van der Waals interactions and (2) that this cou-
pling is qualitatively maintained for lactoferrin
from four different genetic sources – bovine, buf-
falo, horse and human. Salt concentration and pH
strongly influence the aggregation and for the con-
ditions studied here, human and horse lactoferrin
are found to form larger aggregates than do bovine
and buffalo lactoferrin.

Introduction
Lactoferrin, a whey protein first discovered in
bovine milk,1 is excreted in mammals with sig-
nificant concentration variations between species
and biological fluids. Lactoferrin has a prolate ge-
ometry that resembles a dumbbell with two major
lobes, each able to bind a ferric ion.2 The molecu-
lar weight is about 80 kDa, stemming from a single
polypeptide of roughly 700 amino acids that can
be approximately described as a biaxial ellipsoid
with half-axes 26 Å and 47 Å, respectively.3

Besides being secreted in the mammary glands,
lactoferrin is also found in many other exocrine
fluids like saliva, pancreatic fluid, bile and tears.4

Several biological functions have been ascribed to

∗To whom correspondence should be addressed

lactoferrin – for example as an enhancer of iron
adsorption, bactericidal action and growth factor.
The protein has been isolated in two different
forms: the iron-bound (holo) and iron-free (apo)
form, where apo is slightly more open than holo.
Some biological activities do not depend on the
presence of iron, but the apo and holo forms have
slightly different concentration dependencies on
sedimentation coefficients.5

Experimentally, there are several observations
suggesting that lactoferrin self assembles. Early
studies of the physical properties of the pro-
tein revealed anomalous electrophoretic behav-
ior with the appearance of a faster moving com-
ponent at pH 7-9.6 It has also been noted that
dimers of bovine lactoferrin can be mistaken for
immunoglobulin7 which has a molecular weight
twice that of lactoferrin. Analysis of lactoferrin
in bovine milk, obtained during infection, sug-
gests the existence of monomers, dimers as well
as trimers.8,9 Further, a recent scattering study
has shown that human lactoferrin forms higher or-
der aggregates and that these are diminished at
highly elevated salt concentrations.3 It has also
been found that human and bovine lactoferrin form
large aggregates at intermediate salt concentra-
tions10 and the osmotic pressure of human lacto-
ferrin is found to surprisingly low, as function of
the volume fraction.11

The above results all indicate that lactoferrin is
able to self assemble. We have previously devel-
oped a molecular model of bovine lactoferrin that
predicts stereospecific dimers, in accordance with
experimental results.12 In this article we present an
extended theoretical study of the physical interac-
tions in aqueous lactoferrin solutions and establish
whether or not such self assembly can be modeled
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and understood on the basis of a coarse grained
description of molecular entities.

Method
Metropolis Monte Carlo method is used to study
the interaction and aggregation of genetic variants
of lactoferrin in the canonical ensemble.13,14 We
use a rigid, coarse grained protein model – de-
rived from experimental protein structures – where
amino acids are represented by soft spheres. This
description has previously been applied to several
different systems,12,15 including studies of large
proteins and thermodynamic properties of protein
solutions.16 Protein structures are taken from the
PDB repository of bovine (1BLF), buffalo (1CE2),
horse (1B1X), and human (1LFG) lactoferrin.17–20

pH dependent charges of titratable residues are
placed in the center of the amino acid spheres, and
determined from a separate titration simulation de-
scribed elsewhere.12,21 Excluded volume and van
der Waals interactions are described by a Lennard-
Jones potential and the total energy is,

U = ∑
i< j

qiq je−κri j

4πε0εrri j
+4εl j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]

(1)

Here, ri j is the inter-particle separation, σi j is the
arithmetic mean of the particle diameters, εl j =
0.05 kT , ε0εr is the dielectric permittivity of water,
εr = 80 , q are the particle charges, and κ is the in-
verse Debye screening length. All calculations are
performed at room temperature, T = 298 K and k
is Boltzmann’s constant,

At close protein-protein separations, the above
sum runs over all amino acids and thus explic-
itly captures anisotropy in near-atomic detail –
see Figure 1. When two proteins are separated
more than a threshold mass-center distance, Rcut ,
we further coarse grain by reducing each protein to
a dipolar molecule with a cationic (+) and anionic
(−) center, defined as follows:

~r± =
N±

∑
i

qi~ri/q±, q± =
N±

∑
i

qi.

Since each charge center mimics half of the pro-
tein, we spread the charge over a sphere of radius
R± which in the Debye-Hückel theory corresponds

to a simple charge scaling,22

q′± = q±
sinh(κR±)

κR±
. (2)

Per protein pair, this multiscale coarse graining
approach reduces the number of site interactions
from about half a million to merely four, mak-
ing bulk simulations with many proteins tractable.
For lactoferrin, suitable values for Rcut and R± are
150 Å and 25 Å, respectively, and while heuris-
tically chosen, the latter value incidentally agrees
with the lob size of lactoferrin.

R
cut

2R±

Figure 1: Multiscale interaction model of proteins
coarse grained to the amino acid level (inside cir-
cle) and, when the inter-protein distance is larger
than Rcut , to dipolar molecules.

During the MC simulations – performed using
the Faunus framework23 – the rigid proteins are
translated, rotated and subjected to non-rejective
cluster translation.24 Two simulation geometries
are used: (1) the cell model, where the system
is enclosed in a spherical simulation cell with
hard boundaries, and (2) a cubic cell with periodic
boundaries and minimum image distances. Geom-
etry (1) is used for studies of two proteins, only,
while (2) is used for bulk solutions consisting of
40 proteins at a concentration of 64 µM. The angu-
larly averaged potential of mean force, w(R), be-
tween proteins is calculated from the radial distri-
bution function, g(R) = exp(−w(R)/kT ), where R
is the protein-protein mass center separation. Due
to strong inter-protein attraction, g(R), is sampled
in divided windows. The probability, P, of find-
ing a protein in an aggregate of size N is evalu-
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ated from bulk simulations: If the separation of
two amino acids of two different proteins is shorter
than σi j + 2 Å, the proteins are considered to be
part of the same aggregate.

Results and Discussion
Twobody Interactions

In a previous study we have shown that bovine
lactoferrin aggregates to form dimers at pH 7 and
5 mM 1:1 salt.12 We now revisit this result and
elaborate further on the interaction mechanism
leading to dimer formation.

Figure 2 shows a decomposition of the angu-
larly averaged interaction energy, as well as the
free energy (PMF) as a function of the protein-
protein separation. The full PMF – where both
electrostatic and van der Waals (vdW) interactions
are included – shows a distinct and narrow mini-
mum, corresponding to a tightly bound and highly
stereo-specific dimer configuration.12 Artificially
turning off either electrostatic or vdW interactions
completely removes this minimum, showing that
both interactions are needed. Individually, neither
vdW nor electrostatics lead to specific dimer for-
mation but when combined, the two terms cou-
ple due to non-linearity of the Boltzmann weight.
From Figure 2 it is also anticipated that the pro-
teins have a large contact area at the free energy
minimum and that few configurations dominate
the interaction free energy.

To investigate if this is a general result for lacto-
ferrin and if the vdW-electrostatic cooperativity
exists for other variants of lactoferrin we calcu-
late the PMF also for the buffalo, horse and human
forms – see Figure 3. All four proteins display nar-
row PMF minima at around 45 Å and, compared to
the case where electrostatics are turned off, these
minima are deep and shifted to shorter separations.
While the trends are similar for all four variants,
the location of the barrier differs with bovine lacto-
ferrin having the largest barrier and horse lactofer-
rin the lowest. This correlates well with the protein
net charges listed in Table 1.

The depths of the minima, however, do not show
a similar correlation with the net charge since
the highest charged protein (bovine) has a simi-
lar depth as the lowest (horse). This is because
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Figure 2: Left: Contributions to the average en-
ergy, 〈U〉, as a function of mass-center separation,
R. Blue symbols indicate the electrostatic contri-
bution in the absence of vdW interactions, while
red symbols indicate vdW interactions in the ab-
sence of electrostatics. Simulated at 5 mM salt
and pH 7. Right: Potential of mean force with and
without electrostatics and vdW interactions.

Table 1: Protein net charge numbers at pH 7
for genetic lactoferrin variants at two differ-
ent 1:1 salt concentrations. Calculations per-
formed using MC titration simulations with 200
salt pairs.21

5 mM 25 mM
Bovine 13.8 14.3
Buffalo 9.4 9.7
Horse 7.9 8.3
Human 9.8 10.2

the source of the attraction is in all four cases the
mutual amplification of the electrostatic and vdW
energy components, stemming from high surface
complementarity of the dimer. For all proteins,
increasing the salt concentration to 25 mM com-
pletely suppresses the barrier. At the same time the
minimum decreases for bovine while it increases
for the three other variants.

Many-body Interactions

We now proceed to study the simultaneous inter-
action of many proteins in a bulk solution. De-
spite that each lactoferrin has around 700 amino
acid residues we simulate up to 40 molecules at
a concentration of 64 µM, corresponding to a
volume fraction of 0.004 by assuming a molec-
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Figure 3: Potential of mean force for four generic
variants of lactoferrin at pH 7 at different 1:1 salt
concentrations as well as with electrostatic inter-
actions turned off.

ular weight of 78 kDa and a specific volume of
0.7235 ml/g.11 These 30.000 particle simulations
are possible with the aid of the previously de-
scribed multiscale interaction model (Figure 1)
that greatly reduces the simulation time, while giv-
ing identical results as a full amino acid particle
description.

Figure 4 shows aggregate distributions at two
different salt concentrations and for all four vari-
ants. The aggregation of human and horse lacto-
ferrin is remarkable and in both cases the proba-
bility of finding oligomers is substantially higher
at low salt than for bovine and buffalo. When the
salt concentration is increased to 25 mM, the elec-
trostatic barrier is reduced. This leads to an ex-
pansion of the aggregation profile and aggregates
as large as 20 proteins are recorded. In the case of
human lactoferrin, dimers are more common than
monomers at any condition. This is noteworthy,
considering the rather dilute protein concentration.
The same trend is found for bovine and buffalo
lactoferrin, though less pronounced.

Figure 5 shows the potential of mean force in
human and bovine lactoferrin solutions at 64 µM.
In contrast to w(R) shown in Figure 3 the effective
interaction is diminished due to many-body pro-
tein interactions. Human lactoferrin – which forms
large aggregates – still interact via relatively long
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Figure 4: Probability distribution of protein ag-
gregation number, N, for four genetic variants of
lactoferrin (pH 7) and at different salt concentra-
tions as well as when electrostatics are turned off.

ranged interactions and several distinct minima
are observed, corresponding to first, second and
third neighbors. Bovine lactoferrin interacts much
less and is dominated by monomers, although the
w(R) does have two minor minima, correspond-
ing to second and third interaction shells. Turn-
ing off electrostatics, human and bovine lactofer-
rin have very similar interactions with no specific
binding modes and only weak attractive interac-
tions. While for human lactoferrin, the attrac-
tion decreases significantly, it does not change for
bovine. Note though that removal of electrostatics
in both cases retards all specific binding modes.

Experimentally, it has been shown that human
and bovine lactoferrin form 100 nm sized aggre-
gates as the salt concentration is increased from
1 to 10 mM.10 Aggregates of this size are of
course not seen in the present simulations due to
the limited number of particles. At present it is
therefore not possible to infer if the model will
give rise to such large aggregates. In a previ-
ous study of the osmotic pressure of lactoferrin
solutions11 it was necessary to introduce an ex-
tra attractive term of unknown origin to explain
the experimental results, despite already account-
ing for excluded volume-, electrostatic- and vdW
interactions. However, this was for an isotropic
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Figure 5: Inter-protein potential of mean force be-
tween lactoferrin molecules in 64 µM protein so-
lutions of human lactoferrin and bovine lactofer-
rin, respectively. The salt concentration is 25 mM
and pH is 7.

interaction model. We suggest that this extra
attraction may very well stem from the vdW-
electrostatic coupling mechanism described in this
work. The presented decomposition of the protein-
protein interaction shows that a DLVO-approach
with an overlap approximation of the electrostatic
and vdW interactions will be qualitatively wrong;
the prolate shape and anisotropic charge distri-
bution of lactoferrin simply do not allow for a
centro-symmetric description. In the model pre-
sented here, correlations between the electrostatic
and vdW interactions arise naturally and the aggre-
gation is explained with no need for extra attractive
terms.

The fact that anisotropic interactions must be
included even at large separations is due to ion-
dipole correlations of lactoferrin which has a sig-
nificant dipole moment as shown in Figure 6. In-
terestingly, the molecular dipole moments of all
lactoferrin variants are at maximum exactly at
physiological pH. This may not be entirely coin-
cidental, but rather an example of an evolutionary
design, tailored to tune biologically important in-
teractions.

The simulated isoelectric points, pI, of the lacto-
ferrin variants – see Figure 6 – are all around
nine which is in good agreement with experimen-
tal findings (8.0-8.5).10 In the experimental data,
pI varies significantly with salt concentration as
well as salt type,10 which is likely due to specific

ion binding to the protein surface. This effect is
missing in our implicit salt model.
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Figure 6: Titration curves of different sources of
lactoferrin. Dots: Bovine, Diamonds: Buffalo,
Triangles: Horse and Crosses: Human. Full lines
are for 5 mM salt and staggered 100 mM salt. A:
Average net valency, B: Average dipole moment,
relative center of mass, in Debye.

Conclusion
The above simulation results strongly suggest that
despite a substantial protein net charge, lactofer-
rin – obtained from four different genetic sources
– forms dimers as well as higher order aggregates.
The protein-protein attraction is dominated by spe-
cific orientations where van der Waals and elec-
trostatic interactions reinforce each other due to
non-linear coupling. This is manifested in deep
and narrow free energy minima at short protein
separations. The attraction leads to a stabiliza-
tion of aggregates and, as the salt concentration is
increased, the electrostatic barrier stemming from
the net charge diminishes.

Protein aggregation is controlled by an intricate
balance between a range of interaction mecha-
nisms and we have here demonstrated that a de-
tailed knowledge of protein structure and charge
distribution is a prerequisite for studying their in-
teractions. Although this study underpins that sub-
tle amino acid interactions at short separations are
crucial for the formed protein-protein complex, all
four genetic variants of lactoferrin show similar in-
teraction patterns. This suggests that the model
and coarse graining level is robust. To study sys-
tems of experimental relevance, simplified mod-
els for proteins and their mutual interactions are
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needed; the present work describes one possible
route.
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