
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Laser-Produced Plasmas for Particle Acceleration

Svensson, Kristoffer

2012

Link to publication

Citation for published version (APA):
Svensson, K. (2012). Laser-Produced Plasmas for Particle Acceleration. [Licentiate Thesis, Atomic Physics].
Division of Atomic Physics, Department of Physics, Faculty of Engineering, LTH, Lund University.

Total number of authors:
1

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

https://portal.research.lu.se/en/publications/95bebfb0-be7b-4fec-a554-768d427fd765


Laser-Produced Plasmas for
Particle Acceleration

Kristo↵er Svensson

Licentiate Thesis

2012



Laser-Produced Plasmas for Particle Acceleration

© 2012 Kristo↵er Svensson
All rights reserved
Printed in Sweden by Media-Tryck, Lund, 2012

Division of Atomic Physics
Department of Physics
Faculty of Engineering, LTH
Lund University
P.O. Box 118
SE–221 00 Lund
Sweden

http://www.atomic.physics.lu.se

ISSN 0281-2762
Lund Reports on Atomic Physics, LRAP-456

ISBN 978-91-7473-321-1



To Elisabeth. You are the sunshine in my life.





Abstract

This thesis describes experimental studies that aim to stabilise
and optimise laser-based particle accelerators. The technique is
called laser wakefield acceleration, where electric fields of the order
of 102 GV/m accelerate electrons to high energies (⇠102 MeV)
over mm-distances in laser-produced plasmas.

Among the prerequisites for this acceleration technique to pro-
duce electron beams are laser intensities higher than 1018 W/cm2

and sub-ps laser-pulse durations, both of which have seen rapid
development since the invention of chirped pulse amplification.
The laser is focused in a gas, which instantly ionises. In the cre-
ated plasma, the propagating laser pulse creates a wave, which
can accelerate injected electrons. Under the right experimental
conditions, the injection mechanism is automatic, and is called
self-injection. The conditions required for self-injection to occur
are experimentally explored and presented in the thesis. In ad-
dition to the accelerated electrons, collimated beams of x-rays,
called betatron radiation, are produced during the interaction.

The thesis also discusses several ways to enhance important
parameters, such as relative energy spread and divergence, of the
resulting particle beams, which is important for future applica-
tions. By using smart target designs, it is possible to reduce both
the spectral and spatial spread of laser wakefield accelerated elec-
trons. In the experiment where density-downramp injection was
implemented, relative energy spreads as low as 1% were achieved.
During the experiment when the target consisted of a gas-filled
capillary, the x-ray fluence was increased by a factor of ten when
compared to betatron radiation generated in a supersonic gas jet.
It is also shown in the thesis that the choice of gas is important,
and increased stability is achieved if hydrogen is used as target
gas instead of helium.
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Figure 1.1. An electron
energy spectrum with a quasi-
monoenergetic peak at E =
130 MeV. The total charge of the
spectrum is Q = 7 pC.

Chapter 1

Introduction

In 1979, T. Tajima and J. M. Dawson proposed a new scheme
to accelerate electrons in laser-produced plasmas [1], which is
now called laser wakefield acceleration. They predicted that elec-
trons could be accelerated to gigaelectronvolt energies over only
a few centimetres. This length-scale should be compared to con-
ventional accelerators, where the acceleration length needs to be
roughly a thousand times longer, because they are limited by elec-
trical breakdown. This means that the maximum electrical field
is ⇠ 102 MV/m, while the field strength of a plasma accelerator
is of the order of ⇠ 102 GV/m. However, it was not possible to
reach the laser intensities needed until the invention of chirped
pulse amplification [2] in the late 1980s.

To accelerate electrons in laser-produced plasmas, a very short
(< 102 fs) and very intense (⇠ 1018 W/cm2) laser pulse is focused
into a gas, which is instantly ionised. As the laser propagates
through the plasma, it displaces electrons by the ponderomotive
force, and a plasma wave is created when the displaced electrons
start to oscillate due to space charge. The charge separation
will also induce large transverse and longitudinal electric fields.
Under the right conditions, electrons can be injected to the ac-
celerating phase of the plasma wave, where the large electrical
field can accelerate the electrons to high energies (⇠GeV). If the
driving laser pulse is intense enough, the injection of electrons
can happen automatically. This process is called self-injection,
which was experimentally observed in the mid-1990s [3], and the
threshold for it to occur is explored in Paper IV. In the first
experiments, the electron energy spectra were broad. However, in
2004 a breakthrough occurred when three independent research
teams observed quasi-monoenergetic energy spectra, such as the
one displayed in Fig. 1.1, for laser wakefield accelerated electrons
[4–6]. It is also possible to reduce the energy spread by utilising
controlled injection techniques, such as ionisation injection [7, 8],
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colliding pulse injection [9] or density-downramp injection [10],
the last of which is implemented in Paper II.

Since the intensity of the laser pulse is very high, there are
many nonlinear e↵ects that a↵ect the pulse evolution. Some
are favourable, such as relativistic self-focusing which counter-
acts di↵raction, while others might have negative e↵ects on the
resulting electron beams. In Paper I we study the stability of
important electron beam parameters, and which e↵ect the choice
of gas has.

As the electrons are accelerated by the longitudinal fields in-
side the plasma wave, the transversal fields will focus the electron
beam. However, it will also cause the electrons to oscillate, or
wiggle, about the optical axis. This wiggle motion will cause the
electrons to emit short-wavelength radiation, and the resulting
x-rays are called betatron radiation. Thus, laser wakefield accel-
erators are also a promising technique for compact x-ray sources,
and in Paper III we report on ways to increase the x-ray fluence
by altering the target.
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1There are several ways to define
the duration of a laser pulse, and
in this section, the full width at
half maximum, ⌧FWHM , is used.
For convenience, it will simply be
denoted by ⌧ .

2As for the time duration of the
pulse, it’s radius can be defined in
several ways. In this section, it is
defined to be the radius where the
intensity has decreased by a factor
e2.

Chapter 2

Scientific Background

In this part of the thesis, Some of the basic theory behind electron
acceleration in laser-produced plasmas is explained and important
expressions used in the following chapters and in the papers are
introduced.

2.1 Gaussian Laser Beams

Mathematically, laser beams are often represented by plane waves.
However, this is an idealisation of the physical reality, since a plane
wave exists over all space. Therefore, describing a wave confined
in space is done by a complex Gaussian function, E (t, ⇢, z). Here,
t is time, ⇢ is the radial distance from the optical axis and z is
the distance along the propagation axis from the beam waist. It is
also assumed that the laser is linearly polarised, so E/E = ê

x

and
the beam is propagating along z. In the experiments presented
in this thesis, the laser is compressed to ultra-short pulses, which
means that the Gaussian function describing the laser also must
be confined in time. This is done by multiplying E with

� (t, z) = exp

"
�2 ln 2

✓
t� z/c

⌧

◆2
#
, (2.1)

which is also a Gaussian function with the full width at half max-
imum time spread ⌧ .1

When focusing a Gaussian beam, the focal spot radius2 is given
by

w0 =
2�0

⇡

f/#, (2.2)

where f/# is the focal length divided by the beam diameter and
�0 is the central wavelength of the pulse. The beam radius at
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2.1 Gaussian Laser Beams

Numerical example. The peak
intensity for a laser pulse with
Epulse = 1 J, ⌧ = 42 fs and w0

= 8 µm is 16⇥ 1018 W/cm2.
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Figure 2.2. The intensity distri-
bution of a Gaussian beam at the
plane of the beam waist. The spot
size, 2w0, is the transversal length
where the intensity has decreased
by a factor e2.
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Figure 2.1. The waist of a focused Gaussian laser beam. The mini-
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some position z can then be calculated by

w (z) = w0

s

1 +

✓
z

z

r

◆2

(2.3)

and is displayed in Fig. 2.1. In Eq. 2.3, z
r

is the Rayleigh length,
which is defined as the distance it takes for the beam’s cross-
sectional area to increase by a factor of two.

Knowing the focal spot size of the laser beam, it is possible to
determine the intensity distribution as

I (t, ⇢, z) = I0

✓
w0

w(z)

◆2

exp


� 2⇢2

w

2(z)

�
�2 (t, z) . (2.4)

The intensity distribution at the beam waist is shown in Fig. 2.2.
The peak intensity, I0, is given by

I0 =

r
16 ln 2

⇡

⇥ Epulse

⇡w

2
0⌧

, (2.5)

where Epulse is the pulse energy.
Light can also be described by it’s vector and scalar potentials,

A and � respectively, where B = r⇥A and E = �r�� @A
@t

. A
useful definition is the normalised vector potential,

a =
eA

m

e

c

, (2.6)

where e is the elementary charge and m

e

is the electron mass.
The maximum amplitude of Eq. 2.6 is often used to characterise
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Scientific Background

Table 2.1. The required intensi-
ties according to Eq. 2.8 for ionis-
ing atoms relevant to this thesis

Ion Intensity (W/cm2)

H+ 1.4⇥ 1014

He+ 1.4⇥ 1015

He2+ 8.8⇥ 1015

the strength of the laser pulse, and can be calculated as

a0 ⇡ 0.86�0 [µm]
q
I0

⇥
W/cm2

⇤
, (2.7)

by noting thatA = A0 cos (kz � !0t) êx and I = c✏0 |E|2 /2. Here,
!0 is angular laser frequency, k = 2⇡/�0 and ✏0 is the permittivity
of free space.

In the experiments discussed in this thesis, and reported in
Papers I to IV, we were working at intensities corresponding to
a0 > 1. When a0 & 1, electrons in the laser field will oscillate
with a speed v? ⇡ c, which means that relativistic e↵ects must
be taken into account for an accurate description of the physics.

2.2 Ionisation

The electric field in a laser pulse with an intensity ⇠ 1018 W/cm2

is so strong that it will drastically perturb the Coulomb poten-
tial felt by the electrons in an atom, and electrons will be able
to spontaneously escape due to over-the-barrier-ionisation. The
critical field needed to perturb the potential to this point is given
by E

c

= E

2
ion/4Ze

3, which yields an e↵ective ionisation intensity
of [11]

Iionisation

⇥
W/cm2

⇤
⇡ 4⇥ 109 (Eion [eV])4 Z�2

, (2.8)

where Eion is the ionisation energy and Z is the charge state of the
resulting ion. Comparing the required intensities in Table 2.1 with
the typical intensity achieved by our laser system (see Section 3.1),
it is realised that only the front of the laser pulse has to reach the
medium for it to ionise. Thus, the main laser pulse is interacting
with a fully ionised plasma.

2.3 Laser-Plasma Interaction

In this section, we highlight the importance to distinguish between
di↵erent regimes of laser-plasma interaction; one where the pump
strength is low enough so that relativistic e↵ects can be ignored,
and the other where relativistic e↵ects are utterly important.

2.3.1 Linear Regime

A plasma can be modelled as a fluid consisting of free electrons
and ions. However, during the time-scale of a ultra-short laser
pulse with I0 ⇡ 1019 W/cm2, only electrons will move. Since the
ions have a much larger mass than electrons, they can be treated
as a stationary, positively charged background. The motion of an
electron in external electric and magnetic fields is described by the

5



2.3.1 Linear Regime

Numerical example. Assuming a
laser wavelength of 800 nm, the
critical density, nc, for neutral he-
lium at T = 300 K is equivalent
to a static pressure of 36 bar.

Lorentz equation, and when the time duration of the laser pulse is
very short, the result is a time-averaged force called the pondero-
motive force, F

p

. The important characteristic is that F
p

/ �rI

[11], which means that the electrons are pushed away from regions
of high intensity. The resulting charge separation creates electro-
static fields, and behind the laser pulse, displaced electrons will
start to oscillate. It is possible to derive a wave equation, which
describes the collective motion of these electrons in the plasma.
For a small charge density displacement �n

e

, it’s solution yields
a dispersion relation for propagation of an electromagnetic wave
(laser pulse) with frequency !0 in the plasma as

!

2
0 �

e

2
n

e

✏0me

= !

2
0 � !

2
p

= k

2
c

2
, (2.9)

where !

p

is the plasma frequency. It is also possible to determine
a corresponding refractive index, ⌘, of the plasma as !0/k = c/⌘,
where

⌘ =

s

1�
!

2
p

!

2
0

. (2.10)

From Eq. 2.9 it is possible to define two di↵erent types of plasmas.
The first is !0 < !

p

, for which k becomes imaginary. In this
case, called an overdense plasma, the electrons are able to move
together with the electric field in the laser pulse, which means
that the laser field is e↵ectively stopped and the pulse can not
propagate through the plasma. The second case is when !0 > !

p

,
and the plasma is transparent for the incoming laser pulse. This
is called an underdense plasma. It is possible to determine a
critical density, n

c

, when the laser frequency is equal to the plasma
frequency, which marks the boundary between these plasma types,
and it becomes

n

c

=
✏0me

!

2
0

e

2
. (2.11)

Overdense plasmas are often formed when an intense laser pulse
interacts with a solid target. They can be used for ion accelera-
tion, and one technique is called target normal sheath acceleration
[12–14]. However, this subject is not covered in this thesis and
from now on only underdense plasmas, where laser propagation is
allowed, will be considered.

From Eq. 2.9 it is possible to determine a plasma wavelength
as

�

p

=
2⇡v

p

!

p

=
2⇡�c

!

p

, (2.12)

where � = v

p

/c is the speed of the plasma wave normalised to
the speed of light. It is therefore possible to resonantly drive
the plasma wave by matching the length of the laser pulse to
the plasma wavelength. Assuming a Gaussian pulse, and a small

6



Scientific Background

3Dephasing can also occur in the
linear regime. In this case the
dephasing length is given by [15]
Ld = �p!2

0/2⇡!
2
p.

relative electron density perturbation the resonance condition is
[11]

c⌧ =

p
2 ln 2

⇡

�

p

⇡ 0.4�
p

. (2.13)

This resonance condition is also valid for large charge separations,
but then the plasma wavelength must be changed to the relativis-
tic counterpart, which will be described in Section 2.3.5.

From Eq. 2.9, it is also possible to find the phase velocity of the
plasma wave, which equals the group velocity of the laser pulse,
as

v

p

=
@!0

@k

=
kc

2

q
k

2
c

2 + !

2
p

. (2.14)

2.3.2 Non-Linear Regime

When the intensity of the laser pulse becomes very high (corre-
sponding to a0 > 1), the speed of the displaced electrons will start
to approach the phase velocity, v

p

, of the plasma wave. The result
is that the wave breaks and it’s growth is e↵ectively stopped. It
is also possible for electrons to enter the accelerating phase be-
hind the laser pulse, and be accelerated by the extremely high
electric fields generated by the charge separation. This way of
letting electrons enter the accelerating region of the plasma wave
is called self-injection. It is also the process which is discussed in
Papers I and III, and the threshold for it to occur is explored in
Paper IV.

As the electrons are accelerated, they will start to catch up
with the laser pulse, and as they outrun the plasma wave, they
will start to decelerate. This is called dephasing,3 and will happen
after an acceleration length of [15]

Ld =
4c!2

0

3!3
p

p
a0. (2.15)

If all electrons are expelled behind the laser pulse, the result
is a positively charged ion channel. This is called the blow-out
regime.

2.3.3 Quasi-Mononergetic Electron Beams

If electrons are continuously injected into the plasma wave behind
the laser pulse, the resulting electron spectrum will have a large
energy spread. However, if the injection can be made very local,
all electrons in the bunch will feel the same acceleration force over
the same distance, and thus reach the same energy after accelera-
tion. To achieve this, the wavebreaking must be local and during
only a very short time. It has been shown that operating just

7



2.3.4 X-Ray Generation

above the injection threshold density, which is the lowest den-
sity where electrons are injected, the injection mechanism obtains
these crucial properties. The e↵ect arises due to beam loading
[16], which means that the electric field of the injected electrons
shields the accelerating field and stops any further injection.

2.3.4 X-Ray Generation

Inside the plasma wave where the electrons are accelerated, strong
radial focusing forces exist due to the positively charged back-
ground of the stationary ions. Thus, if an electron is injected
o↵-axis, it will gain transverse momentum and oscillate about the
optical axis. As for all charged particles, acceleration will cause
the particle to emit radiation. The x-rays emitted are called beta-
tron radiation, and due to the relativistic velocity of the electrons
in the forward directions, these x-rays form a collimated beam also
in the forward direction. It has been shown that the spectrum is
synchrotron-like [17, 18] with keV critical energy.

2.3.5 Relativistic E↵ects

In some of the expressions in the previous section, the relativis-
tic nature of the electron oscillation has been neglected, thus not
being completely accurate for large pump strengths (correspond-
ing to a0 > 1). In this case, the speed of the electron oscilla-
tion will start to approach the speed of light, which means that
the particles will experience an increase in mass. This will al-
ter the dispersion relation by the transverse relativistic factor
�? =

p
1 + a

2 (⇢) /2, where a (⇢) = a0 exp
⇥
�⇢

2
/2w0

⇤
is the laser

strength parameter a distance ⇢ from the axis in the radial direc-
tion. Equation 2.9 now becomes

!

2
0 �

!

2
p

�?
= k

2
c

2
. (2.16)

This means that the plasma wavelength in the relativistic case
becomes

�

(r)
p

= �

p

p
�?. (2.17)

2.3.6 Relativistic Self-Focusing

In an underdense plasma, the electron density is often much lower
than the critical density defined in Eq. 2.11. If n

e

⌧ n

c

, then also
!

2
p

⌧ !

2
0 holds. In the relativistic case, the plasma frequency is

!

p

/

p
�?, which means that the refractive index of the plasma can

be written as

⌘ (⇢)� 1 ⇡ � n

e

2n
c

✓
1� a

2 (⇢)

4

◆
, (2.18)
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Scientific Background

4In the linear case, the pump de-
pletion length is given by [15]
Lpd = !2

0c⌧/!
2
pa

2
0.

since a (⇢) has a Gaussian shape, ⌘ will be peaked at the center of
the beam and fall o↵ towards the wings of the pulse. This means
that the plasma acts as a positive lens and focuses the beam,
counteracting di↵raction over several Rayleigh lengths. The power
threshold for this type of relativistic self-focusing to occur is given
by [19, 20]

P

c

=
8⇡✏0m2

e

c

5
n

c

e

2
n

e

. (2.19)

2.3.7 Laser Pulse Compression

There is also a longitudinal di↵erence in the refractive index of
the plasma. The front of the laser pulse is propagating through
a higher refractive index than the back of the pulse, which in the
blow out regime propagates in vacuum. This means that the pulse
will be compressed in time. A simple estimate of this compression,
after a length l, is [21]

⌧

f

(l) = ⌧0 �
n

e

l

2cn
c

, (2.20)

where ⌧0 is the initial pulse length.

2.3.8 Pump Depletion

The laser pulse energy is not a constant as it propagates through
the medium, since the ionisation and plasma wave excitation re-
quires energy. This means that after a certain length, Lpd, all
energy in the laser pulse will be depleted. The length is called the
pump-depletion length4 and is given by [15]

Lpd =
c⌧0!

2
0

!

2
p

=
c⌧n

c

n

e

. (2.21)

Obviously, the pump-depletion length is shorter for higher elec-
tron densities, since more energy is needed to both ionise and dis-
place more electrons. If the acceleration length is limited by pump
depletion, then the final pulse length will, according to Eq. 2.20,
become ⌧

f

(l = Lpd) = ⌧0/2.
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Table 3.1. Lund multi-terawatt
laser parameters

Central wavelength 800 nm
Pulse energy 1 J
Pulse length 35 fs
Repetition rate 10Hz
Beam diameter 5 cm
Contrast ratio >108

Peak power 30TW

Chapter 3

Experimental Methods

In this chapter, the Lund multi-terawatt laser system and the expe-
rimental vacuum chamber will be presented. At the end, some of
the most important diagnostics used during experiments are briefly
explained. In all experiments presented in this thesis, an intense
and stable laser beam with a focal spot near the di↵raction limit
was necessary.

3.1 Laser System & Target Chamber

The multi-terawatt laser system at the Lund High-Power Laser
Facility, displayed in Fig. 3.1, has as lasing medium a sap-
phire crystal doped with titanium [22], and generates short high-
intensity laser pulses by utilising chirped pulse amplification
(CPA) [2]. The Kerr-lens mode-locked oscillator [23], marked with
a in Fig. 3.2, emits pulses at 80MHz rate. The light has a central
wavelength at 800 nm and a bandwidth of approximately 50 nm.
The pulse train exits the oscillator through an output coupler
and enters a Pockels cell, which, together with a polariser, selects
only ten pulses per second. A Dazzler is in the beam path which

Figure 3.1. The multi-terawatt
laser at the Lund High-Power
Laser Facility.
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3.1 Laser System & Target Chamber

Figure 3.2. A schematic view of
Lund multi-terawatt laser. The
main laser beam is coloured red,
and pump lasers green. The la-
belled areas are: (a) oscillator, (b)
stretcher, (c) regenerative ampli-
fier, (d) first multi-pass, (e) spa-
tial filter, (f) second multi-pass,
(g) output to compressor, (h)
preamplifier, and (i) frequency-
doubled Nd:YAG lasers pump-
ing the amplifier crystals. Note
that the pulse compressor and de-
formable mirror is not present in
the figure.

shapes the light spectrally to precompensate for gain-narrowing
[24] and higher-order dispersion which might occur later in the
optical system.

The first part of the CPA-setup, the stretcher, will immedi-
ately after the Dazzler increase the pulse length to hundreds of
picoseconds, by introducing path length di↵erences between di↵e-
rent spectral components of the pulse. There are several ways
to introduce this spectral and temporal broadening, and in this
setup it is done by a di↵raction grating. The long pulse length
is needed when amplifying to high pulse energies, otherwise the
gain media in the amplifiers and other optical components in the
setup will be damaged by non-linear e↵ects, such as self-focusing
[25, 26].

The total amplification consists of three di↵erent stages; first a
regenerative [27] and then two separate multi-pass amplifiers [28].
The last amplifying crystal is cryogenically cooled. In the first
stage, the laser pulses make 15 round-trips through the closed
cavity before being switched out to the first multi-pass. After
five passes in the second stage, the pulse energy reaches 100mJ.
In preparation for the third, and last, amplifier, a spatial filter
cleans the beam from high-frequency noise, otherwise it might
be in-homogenous and prevent an e↵ective pulse compression or
even damage the compressor gratings. The actual compression,
which brings the pulse duration down to 35 fs, takes place under
vacuum, since the pulses otherwise are destroyed by non-linear
e↵ects in air. As stated earlier, the pulses are optimised by both
the Dazzler and a spatial filter, but there are also other polarisers
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Table 3.2. The di↵erent focal
lengths, f , of parabolas used in
the papers and the di↵raction-
limited FWHM spot sizes they
can produce

f Spot Size Paper(s)

45 cm 9.6 µm IV
75 cm 16 µm I, II, III

Figure 3.3. The experimental vac-
uum chamber with an extra cube
containing an o↵-axis parabolic
mirror.

and Pockels cells which, by time-gating, removes pre-pulses and
amplified spontaneous emission. The amplification of spontaneous
emission for high-power lasers are inevitable. In a hard-pumped,
closed cavity, the gain medium will spontaneously emit radiation.
If this light starts to make round-trips in the cavity, it will be
amplified. After amplification and compression, there is 1 J in
each laser pulse and the beam diameter is 5 cm. A schematic
overview of the laser system is found in Fig. 3.2 and important
experimental laser parameters are summarised in Table 3.1.

The quality of the focal spot is important, as we investigated
in Paper IV (briefly summarised in Section 4.4). One way to opti-
mise the focus of a laser beam is to use an adaptive optics system
to alter the wavefront of the light to reduce optical aberrations.
Our system consists of a deformable mirror and a wavefront sen-
sitive detector (Phasics SID 4). The mirror itself has a reflectivity
higher than 99.9% for 800 nm wavelengths and can deform its sur-
face by applying high voltages over 32 di↵erent control electrodes,
due to the inverse piezo-electric e↵ect. One of the 32 electrodes
changes the curvature of the mirror, which makes it possible to
fine-tune the position of the focal plane inside the experimental
target chamber. One of the key elements of Paper IV was the
deformable mirror’s ability to add spherical aberration, which al-
ters the energy within the full with at half maximum of the focal
spot.

Two di↵erent focusing optics, both o↵-axis parabolic mirrors,
have been used during the experimental work. In Papers I to III,
an f/15 was used, and in IV an f/9. The f-number of the optic
determines the focused beam size. The resulting FWHM spot
sizes for the mirrors in all papers are collected in Table 3.2.

Since the intensity of the light during experiments is very high,
all experiments have to take place under vacuum. The chamber
we use is an aluminium cylinder with 60 cm radius and a pic-
ture of it can be seen in Fig. 3.3. Underneath the chamber floor,
an extra compartment is attached which houses three orthogonal
translation stages. The translation stages gives us the ability to
move the gas jet position i three dimensions under vacuum. A
number of ports on top and on the side of the chamber enables us
to mount external diagnostics (see Section 3.2) or connect other
equipment. An example is the motorised mirrors, which are part
of the laser alignment system. To power and control them, cables
are connected by feed-throughs that do not break the vacuum.
We have a wide range of flanges, pipes and cubes that connect to
the ports, which makes this a versatile vacuum chamber that can
adapt to very di↵erent types of experiments.

A typical experimental setup is shown in Fig. 3.4. Note that
there are usually more equipment in the setup, but it is left out for
viewing purposes. As the beam enters the chamber from the top,
it is guided by mirrors onto the o↵-axis parabola, which focuses

13



3.1.1 Gas Targets

Figure 3.4. Typical experimental
setup for electron acceleration. In
the figure, the o↵-axis parabolic
mirror focuses the incoming laser
beams towards the gas jet. Di-
rectly afterwards, a permanent
dipole magnet is mounted on a
transversal slide which allows it
to move out of the optical axis.
A scintillating screen is also vis-
ible after the magnet. Note that
parts belonging to the alignment
system of the laser, the top-view
camera, interferometer, the 16-bit
CCD camera, as well as the X-ray
sensitive CCD camera are not vis-
ible in this figure.

it to a spot size according to Table 3.2.

3.1.1 Gas Targets

During the experimental work, two di↵erent types of gas targets
have been employed. In the experiments presented in Papers I, II
and IV we used a gas jet capable of producing super-sonic flows,
and for Paper III a glass capillary tube filled with gas served as
target.

Gas Jet

The gas jet we use during experiments has a fast opening time,
and is opened a few milliseconds before the laser pulse arrives.
This is done to ensure a stable gas flow. The nozzle has a conic
shape, and is detachable, which makes it possible to adjust the
plasma length. During the experimental work described later in
this thesis, nozzle diameters of 2mm and 3mm were used. To
have an e�cient plasma wave production, the laser propagation
depends on relativistic self-focusing, which is described in Sec-
tion 2.3.6. Experimentally, a density threshold for self-injection
is observed, which puts a lower limit on n

e

where injection stops
and no electrons are accelerated.

The gas jet is connected to a gas-handling system, which is
built by 6mm steel pipes outside the vacuum chamber (see Fig. 3.5
for a schematic drawing). The system was built to have the ability
to mix gases, which is why a gas reservoir is present. However,
electron acceleration in gas mixtures is not covered in this thesis.
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Figure 3.5. Schematic drawing of
the gas handling system outside
of the vacuum chamber. The sys-
tem is capable of mixing gases in a
reservoir. In the figure, R denotes
regulators, P pressure gauge, and
crosses are valves. Two additional
outputs enable the system to be
partially or completely evacuated.

The pressure inside the gas lines, which is measured by a pressure
gauge (denoted P in Fig. 3.5) determines the resulting electron
density, n

e

, of the plasma.
Great care is taken to ensure that the focal plane lies close to

the edge of the super-sonic gas-flow, since e↵ects such as ionisa-
tion defocusing would otherwise prevent the laser from reaching
intensities required for laser wakefield acceleration. Thus, a sharp
gas jet edge is required, which is why the gas flow has to be su-
personic.

Typically, the di↵raction length of a focused laser is taken to
be the Rayleigh length, z

r

in Eq. 2.3. z
r

would be the acceleration
length limit without relativistic self-focusing (see Section 2.3.6),
which counteracts di↵raction. The result is that the acceleration
is usually limited by either dephasing or pump depletion, which
are described in Sections 2.3.2 and 2.3.8, respectively.

Dielectric Capillary Tubes

One way to increase the acceleration length is to use gas-filled
dielectric capillary tubes, which act as waveguides for the laser
pulse. In addition to guiding the pulse, the capillary will also
couple the laser energy outside of the pulse FWHM to the inter-
action, which is shown in Paper IV to not be the case for a gas
jet operating in the self-injection regime. Through nonlinear pulse
evolution, the intensity of the laser pulse will increase even further
as it propagates through the capillary, which makes it possible to
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use lower intensities to accelerate electrons than for gas jets util-
ising self-injection [29]. It has been shown previously in our lab,
that plasma waves can be excited and driven by focusing laser
pulses into a capillary with lengths up to 8 cm [30], which makes
these tubes good candidates for a future increase of acceleration
length.

3.2 Diagnostics

The laser-plasma interaction that occurs when the laser beam
strikes the gas flow gives rise to interesting physical phenomena
described in Section 2.3, which have to be detected. This section
discusses three diagnostics, which were important for Papers I to
IV, namely how the electron beam is detected, how the betatron
radiation is measured, and how the plasma density is estimated.

3.2.1 Electron Detection

This is, of course, the main diagnostic for electron acceleration
experiments and a very important part of Papers I to IV. The
setup we have used in all laser wakefield acceleration investigations
consisted of three independent parts; a permanent dipole magnet,
a scintillating screen and a CCD camera.

The scintillating screen in the setup detects the electron beam
by fluorescent light, and the type we usually use is Kodak Lanex
Regular. The residual laser light is stopped by attaching an alu-
minium plate to the front of the scintillator. To collect the light
generated in the Lanex screen, a CCD camera is used, which in
Papers I to III has 16 bits/pixel, which means that the camera can
sense 65 536 shades of grey in each pixel. For the study presented
in Paper IV, however, a 12 bit CCD was used. The interaction in-
side the vacuum chamber creates a lot of light and the laser beam
is very intense, so an interference filter in front of the camera lens
in combination with a light shield protects the camera. The setup
can operate in two di↵erent modes, either together with a magnet
to reveal the electron energy, or without to measure beam point-
ing and divergence. When operating without a magnet, simple
trigonometry reveals the divergence and pointing of the electron
beam, since the source is very small and can be considered to be
point-like.

Electron Spectrometer

An electron traveling with velocity v through a magnetic field B
will, due to the Lorentz force, experience a change in momentum,
ṗ = q (E+ v ⇥B). If there is no electrical field and using q

e

as notation for the elementary charge, this expression reduces to
ṗ = �q

e

v⇥B. The work done on the electron by B over a curve
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Figure 3.6. The red line is the
electron trajectory, with bend-
ing radius R inside the magnetic
field. OA denotes the optical axis,
which also is the initial path of the
electron. The grey area represents
a magnetic field pointing in to the
paper. l is the length, in the prop-
agation direction, of the magnetic
field. s is the distance the electron
has been deflected from OA after
the length l + L.

C is W =
R
C

ṗ ⇥ ds = 0, since ds is parallel to v and therefore
orthogonal to ṗ. Now, calculating the change of the electron
energy, which equals W , yields 0 = Ė = d/dt

�
�m

e

c

2
�
, thus � is

constant in time and ṗ = �m

e

v̇.
If B is constant and perpendicular to v, the electron will travel

in a circular arc since the force is orthogonal to bothB and v. The
acceleration for a circular motion is v̇ = �ê

v

v

2
/R, where R is the

radius of the circle traced by the moving electron and ê
v

= v/ |v|.
Thus, the bending radius for an electron in a constant magnetic
field is

R ⇡ �E

ceB

, (3.1)

where � = v/c ⇡ 1 is the normalised speed.
To determine the distance, s, an electron has been deflected

after a length l + L, it is helpful to consider Fig. 3.6. From the
figure, it is obvious that R2 = l

2+(R�x)2, or x = R�
p
R

2 � l

2.
After the magnetic field, the electron will follow a straight tra-
jectory, since it does not feel any forces. This means that
tan (') = (s � x)/L, and with some simple trigonometry, one
can show that tan (') = l/(R � x). The combination of these
equations yields

s = R�
p

R

2 � l

2 +
lLp

R

2 � l

2
, (3.2)

where R is given by Eq. 3.1.
From Eq. 3.2, we can define, for electrons in a certain energy

range, two di↵erent types of magnets. One where l > R, which
yields an imaginary solution of s. This means that the electron can
not escape from the magnetic field, but is caught in a never-ending
circular motion. This is, of course, not the physical reality, since
an accelerating electron will emit radiation and loose energy, so R

is not a constant. This is what could be called a strong magnet,
since R / B

�1. The other case, R � l yields s ⇡ lL/R. Often,
L ⇡ l which implies that s is very small. This is reasonable since
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Figure 3.8. Line-out of the mag-
netic field shown in Fig. 3.7. Gra-
dients are visible on both sides of
the maximum field strength.
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Figure 3.7. The magnetic field strength of the magnet used in Papers I
to IV. Note that the actual magnet is 12 cm with the iron cladding,
but the map indicates an e↵ective length of ⇠10 cm. The size of the
Hall probe also limits the height of the map to 4.4 cm, when the height
of the actual magnet is 5cm.

a large R indicates a low B or a very high E, which makes this a
weak magnet for the electron energy E.

To determine which influence the distance L has on s, it is
possible to calculate that

@s

@L

=
lp

R

2 � l

2
. (3.3)

For a magnetic field strength of 0.65T and electron energy of
100MeV, the bending radius is 0.5m. If the length of the magnet
is 10 cm, then @s/@L = 0.25. Thus, altering L by 1 cm changes s
by 2.5mm for this particular setup.

A map showing the magnetic field strength of the magnet we
have used in experiments is shown in Fig. 3.7. The magnetic field
is not constant over the entire magnet length, and the line-out in
Fig. 3.8 shows that there are gradients several centimetres long
in the field. Calculating an average e↵ective magnetic field might
be possible, but the best solution is to simulate the electron tra-
jectories through this magnetic field. In this way, the e↵ect of
the magnet on highly divergent electron beams is possible to de-
termine. The simulation can be implemented by a fourth-order
Runge-Kutta method with a short time-step �t

s

, where the cor-
responding length c0�t

s

should not exceed the resolution of the
map of the magnet. Our magnetic field map has cells with lengths
0.48mm in the direction of the optical axis, so a suitable time-step
should be �t

s

 0.48mm/c0 ⇡ 1.6 ps. The cell length in the per-
pendicular direction is 0.44mm, and this also yields a time step
of ⇠ 1.6 ps. In this way, the electron will feel the magnetic field
in each cell as it propagates through it in the simulation.
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Figure 3.9. Comparison between
the simulated and constant-field
approximated deflection. The
approximation is based on a mean
field strength of 0.52 T and length
10 cm.

A comparison between the simulated dispersion and constant-
field approximation is shown in Fig. 3.9. The simulation uses the
actual map of the magnet shown in Fig. 3.7, while the constant-
field approximation uses l = 10 cm and the mean magnetic field
0.52T over that length. The di↵erence for 100MeV electrons are
about 0.5mm in s. This means that electrons measured to have
the energy 100MeV in the constant-field approximation actually
have an energy of 98.8MeV according to the simulation. This is
an excellent agreement, so the constant-field approximation can
be used for on-axis electrons. However, it is important to use
an appropriate length for the approximation, which might not
always be trivial to determine. Another important aspect of the
approximation is that the magnetic field has to be centered around
the optical axis, otherwise a di↵erent mean magnetic field must
be used.

The lowest energy displayed in Fig. 3.9 is ⇠ 40MeV, which
is the lowest detectable energy for the setup used during these
simulations. In this case, the cut-o↵ arises because the magnet has
a height which is smaller than it’s length, l, so electrons with R & l

hit the magnet or it’s iron cladding and are stopped. The cut-o↵
can also be caused by letting L be very large. In this case, an
electron that exits the magnet with an R just large enough to not
hit it, could be bent too much and therefore miss the scintillating
screen.

The spectrometer resolution is mainly limited by the beam
divergence and pointing instabilities, and a typical resolution is
displayed in Fig. 3.10. In the figure, a beam with 5mrad uncer-
tainty is plotted and �E is the energy range the beam can be
interpreted as. As expected, the resolution is better at lower en-
ergies than at higher. The reason can be seen in Fig. 3.9. Since
the dispersion is larger for lower energies, the resolution is higher
when compared to higher electron energies.
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3.2.1 Electron Detection

1It is important to distinguish be-
tween counts on the CCD chip and
counts in the image. It is com-
mon that images are saved in a
16-bit format, while the raw data
itself is not 16 bit. For such im-
ages, a rescaling is needed so that
one count on the CCD chip corre-
sponds to one count in the image.
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Figure 3.10. Resolution for the spectrometer setup. In the simulation,
an electron beam with 5 mrad divergence is evaluated using the same
setup parameters as for Fig. 3.9.

In Papers I to III, we present the accelerated charge in pico-
coulombs. This is partly done by measuring the quantum e�-
ciency of the camera and estimating the solid angle of collection
of the optical system. The conversion from CCD counts to abso-
lute charge is energy-dependent, and is done by [31]

dQ

dE
(E0) =N(E0)⇥ (⇤⌦Ttotal cos ✓CCD �spixel)

�1 ⇥

⇥
✓
 exp


�⌧

d

⌧

l

�◆�1

⇥ cos ✓?
ds

dE
,

(3.4)

where Q is charge and E is electron energy. The first factor of the
right-hand side of Eq. 3.4 is the number of counts1 on the CCD
chip corresponding to an energy E0, which is the actual signal
of the measurement. The second factor depends on the geome-
try of the optical setup, where ⇤ is the number of CCD counts
per recorded photon, ⌦ is the solid collection angle, Ttotal is the
total transmission through all optics, ✓CCD is the viewing angle
of the CCD camera and �spixel is the pixel size in the dispersion
direction. The third factor depends on both the scintillator type
( and ⌧

l

), and the delay time, ⌧

d

, which is how much of the
signal that is cut out if time-gating of the camera is used. For
a Kodak Lanex Regular screen,  = 6.95 ⇥ 109 (pC⇥ sr)�1 [32]
and ⌧

l

= 660µs [33]. The forth and last factor depends on the
electron energy, where ✓? is the angle with which the electrons
hit the scintillating screen, and ds/dE is the energy dispersion.
Dividing ds/dE by �spixel yields the conversion between pixel size
and the energy range. The setup-specific variables necessary for
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Table 3.3. The characteristics of the optical detection systems used in
the studies presented in Papers I to III

Paper ⌦ qtotal ✓CCD ⌧

d

�spixel

(msr) (�) (µs) (µm)

I & II 0.963 0.49 43 0 13
III 0.840 0.45 40 76.5 4.65

the absolute charge calibration in Papers I to III are presented
in Table 3.3.

An example of a raw electron spectrum image and it’s eval-
uation is displayed in Fig. 3.11. A peaked spectra with a tail of
lower-energy electrons is typical for laser wakefield acceleration
experiments. The noise seen in the tail arise from three di↵e-
rent sources. First, all CCD:s su↵er from thermal noise, which
means a cooled camera is preferred. The second source is resid-
ual light from the laser-matter interaction or the laser itself. One
can either use time-gating, as was done for Papers III and IV,
or a light-tight shield (Papers I and II). The advantage of using
time-gating is that the experimental setup becomes much simpler.
However, the downside is that the most intense part of the signal
will be lost, which is not the case if a light-shield is utilised. The
third, and probably largest, noise contributor is reflections of the
scintillator light. Since the experiment takes place under vacuum,
the light from the scintillator must pass through an experimental
chamber window where light can be reflected. This means that a
window of good optical quality with anti-reflection coating should
minimise the noise. However, there are also other places where
light can be reflected. One way to reduce it’s influence on the
resulting signal is to identify an area of the raw image where the
main signal is not present. This area can then act as a measure
of the reflections, as well as other noise, and then be subtracted
from the rest of the raw image.

3.2.2 Interferometer

Consider two monochromatic plane waves, which are
represented by their complex wave-functions U1 =p
I0 exp [�i (k · r� !t+ '1)] and U2 defined similarly. The

intensity, I, of their superposition is given by

I = |U1 + U2|2 = 2I0 [1 + cos (�')] , (3.5)

where �' = '1 � '2. Thus, the intensity of the superposition
will be modulated by the phase di↵erence.

If the two waves travel along paths with di↵erent refractive
indices, ⌘1 and ⌘2, respectively, a phase di↵erence between them
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3.2.2 Interferometer

Table 3.4. Phase di↵erences, rel-
ative to vacuum, for light (�
= 632.8 nm) which have trav-
elled 3 mm through di↵erent gases
at standard pressure and tempe-
rature

Gas �' (rad)

He 1.0
H2 4.1
Ar 8.4

Table 3.5. Refractive indices for
helium, hydrogen gas and argon
at standard pressure and tempe-
rature

Gas ⌘

He 1.000 034 879
H2 1.000 138 88
Ar 1.000 281 06
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Figure 3.11. A typical spectrum of laser wakefield accelerated electrons
and the raw image as an insert. This spectrum has a peak at 130 MeV
and the total detected charge is 20 pC. The detection setup has a
lower energy threshold of 40 MeV and the highest detected energy is
155 MeV.

is introduced. Assuming that the two di↵erent media are homoge-
nous and that the wave’s paths are parallel, the phase di↵erence
after a length d can be expressed as

�' =
2⇡d (⌘1 � ⌘2)

�

, (3.6)

where � is the wavelength. Therefore, measuring �' and knowing
d and � together with one of the refractive indices, it is possible to
determine the other. The phase di↵erences relative propagation
in vacuum calculated for � = 632.8 nm and d = 3mm for typical
gases are displayed in Table 3.4. Their corresponding refractive
indices are collected in Table 3.5.

Thus, by knowing how the refractive index of a medium
changes with density, it is possible to determine it from the mea-
sured phase di↵erence.

Our setup is an interferometer which is based on a birefringent
Wollaston prism [34], and was an important part of Paper II.
A schematic of this interferometer type is shown in Fig. 3.12.
The interference is achieved by using an expanded polarised laser
beam, and letting one part of it travel through a medium, while
the other travels through a reference material, which in this case is
vacuum. The beam is then lead through a Wollaston prism, which
divides the beam into two parts with orthogonal polarisations and
separated by an angle ✏ in space. Since the two parts of the
beam now have orthogonal polarisations, they have to propagate
through a polariser, which is oriented at a 45 � angle to both of
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Figure 3.13. Recorded interfero-
gram in helium at 15 bar backing
pressure.

Figure 3.14. Di↵erential image of
the interferogram in Fig. 3.13 and
the unperturbed phase.

Figure 3.15. The x-ray sensitive
CCD camera used for detection of
betatron radiation.

✏

P1 L W P2

x1 x2

Figure 3.12. The expanded linearly polarised beam enters from the left
and the upper part aquires a phase shift as it is propagating through the
gas, while the reference does not. The beam then passes through the
imaging lens. The beam splitting is done in the Wollaston prism, where
the light is divided into an ordinary and extra-ordinary ray. To get an
interference pattern, another polariser is needed. The overlap of the
two circles on the right represents the area where interference occurs.
Note that the imaging plane has been rotated for viewing purposes.

them. The resulting interference pattern has a fringe separation
of

� =
�x2

✏x1
, (3.7)

where ✏, x1 and x2 are defined in Fig. 3.12. This means that the
fringe separation can be changed by adjusting x1 and x2. The
resulting density can then be retrieved from an Abel inversion of
the interferogram, since the gas jet is cylindrically symmetric.

An example interferogram is displayed in Fig. 3.13, which is
recorded using helium at 15 bar backing pressure. In Fig. 3.14, the
same interferogram is shown with the reference phase subtracted,
showing a clearly visible stream of gas.

The nature of this setup sets some restrictions on the illumi-
nation laser. Mainly, there is a need for a high spatial coherence
and intensity uniformity of the laser beam, since di↵erent areas
of the same wavefront interfere.

3.2.3 X-Ray Detection

The x-ray detection was, together with the electron spectrometer,
the main diagnostics for Paper III.

As the electrons wiggle during the acceleration in the plasma
they produce x-ray radiation, as presented in Section 2.3.4. A
simple way to detect the spatial features of the x-ray beam is to
use an x-ray sensitive CCD camera, as the one shown in Fig. 3.15,
and place it in the beam path. However, the quantum e�ciency
of a CCD chip strongly depends on photon energy, so in this
rather simple setup, no information of photon number is available.
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3.2.3 X-Ray Detection

This means that is is imperative to retrieve information of the
photon energy as well. A filter array of di↵erent materials in
front of the camera, and knowledge of the energy-dependent x-
ray transmission through each of them, gives information of the
spectral distribution of the x-ray beam. Then, by assuming a
synchrotron-like spectrum, it is possible to determine the critical
energy, E

c

.
One problem with the x-ray detection is the influence of noise.

The electrons that are accelerated in the plasma are deflected by
a magnet and stopped in the chamber wall. During the deceler-
ation, the electrons produce brehmstrahlung, which can hit the
CCD. To reduce the influence of this radiation, the most obvious
way is to build a dedicated electron beam dump, which minimises
the amount of brehmstrahlung that reaches the x-ray sensitive
CCD camera. Another way is to recognise that the betatron ra-
diation is a collimated beam, whereas the brehmstrahlung will
decrease as 1/L2, where L is the distance between the CCD and
the beam dump. As long as the size of the x-ray beam is smaller
than the CCD chip, the total amount of detected betatron radi-
ation will be the same when L is increased. However, when the
beam becomes bigger than the CCD chip, the amount of detected
betatron radiation will start to decrease at the same rate as the
brehmstrahlung. Thus, placing the x-ray sensitive CCD camera
on axis, but far away from the experimental chamber will reduce
the detected brehmstrahlung, and if the distance is not too great,
the amount of detected betatron radiation will be the same. An-
other way of increasing the signal-to-noise ratio is to put the x-ray
camera inside a lead enclosure, where a small hole on the optical
axis lets the betatron radiation to be detected by the CCD.
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Table 4.1. Laser parameters for
Paper I

Laser Energy 1 J
Pulse Duration 37 fs

Spot Size (FWHM) 16µm

Chapter 4

Summary of Experimental
Results

In this chapter, brief summaries of the experimental results of
Papers I to IV are given.

4.1 Influence of Gas Media on Electron Beam

Quality in Laser Wakefield Accelerators

In this paper, we report an investigation of the di↵erence between
helium and hydrogen as interaction gas for laser wakefield accel-
eration experiments. The background for this experiment was
the unexpected observation in the laboratory that electron beams
emerging from hydrogen plasma seemed to be more stable than
those from helium.

4.1.1 Experiment

The main diagnostic for this experiment was the electron detection
setup which is described in detail in Section 3.2.1. During the
experiment, a 3mm gas jet produced the same number density of
gas with hydrogen and helium, and since both have two electrons,
the resulting electron density was the same for both gases. In
this experiment the electron density was n

e

= 7.5⇥ 1018 cm�3

and the laser conditions are summarised in Table 4.1. To ensure
a valid comparison, all data were collected during the same day,
and continuos control of the laser energy ensured us that the laser
parameters did not change during the experiment. Also, to ensure
high purity, all tubes in the gas-handling system were completely
evacuated each time when switching gases.
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4.1.2 Results
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Figure 4.1. Five consecutive elec-
tron spectra emerging from hyd-
rogen. The images are representa-
tive for the entire series of shots.
They are showing a stable be-
haviour and no high degree of fil-
amentation.
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Figure 4.2. Unlike the images in
Fig. 4.1, these shots in helium are
very unstable and electron beam
filamentation is clearly visible.

Table 4.2. Summary of the expe-
rimental results. �xy and ✓ have
the unit mrad, the unit of Q is pC,
and Em is given in MeV. hai de-
notes the mean of a variable a, and
S (a) the corresponding standard
deviation

H2 He

h�xyi 3.8 6.1
S (�xy) 0.59 2.3

S (✓) 5.1 9.8
hQi 50 120

S (Q) 15 41
hEmi 149 138

S (Em) 28 29

4.1.2 Results

The results of the experiment can be visually summarised in two
figures showing the electron spectra, Fig. 4.1 for hydrogen and
Fig. 4.2 for helium. It is clear that the beams from helium su↵er
from a higher degree of filamentation and instabilities. For this
reason the full width at half maximum (FWHM) beam divergence
is not a good measure of the spread, and we instead use the two-

dimensional standard deviation, �
xy

=
q
�

2
x

+ �

2
y

, of the electron

beam profile images. �2
x

is defined as

�

2
x

=
1

A

ZZ

I

(x� x

m

)2 I (x, y) dxdy, (4.1)

where I (x, y) is the raw image,

A =

ZZ

I

I (x, y) dxdy (4.2)

and

x

m

=
1

a

ZZ

I

xI (x, y) dxdy. (4.3)

�

y

is defined similarly. For a profile with a gaussian distribution,
the FWHM divergence can be calculated as ✓FWHM ⇡ 2.35�

xy

.
The results of this evaluation is shown in Fig. 4.3, and a large
spread in �

xy

for helium is clearly noticeable. The electron beam
pointing for both gases are displayed in Fig. 4.4. Again, a higher
spread is seen for helium shots. A summary of the results of
Paper I is presented in Table 4.2.

Several possible explanations for the di↵erence in stability are
considered in the paper. Helium has two ionisation stages, first He
! He+ and then He+ ! He2+. However, the intensities needed
(see Table 2.1) for these ionisation steps are well below the peak
intensity of the laser pulse, and should not influence the pulse evo-
lution. The initial simulations we have done confirm this, since
they showed no real di↵erence of the laser-pulse evolution between
helium and hydrogen. Another possible reason is ionisation at the
edge of the plasma wave. It has been shown that the electrons
that become trapped in the region behind the laser pulse, travel
along the plasma wave edge [35], and if the laser pulse intensity
is high enough to ionise He+ to He2+, additional electrons will
be borne and captured by the wake. There is also possibilities of
ionisation instabilities due to laser wavefront imperfections, not
included in our initial simulations. The leading edge of the pulse,
where the ionisation takes place, may be influenced by local ion-
isation defocusing and/or filamentation. Since we are working in
a highly non-linear regime, initial imperfections in the wavefront
will evolve during the laser pulse propagation. However, it is clear
from our experimental data that electron beams emerging from
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Summary of Experimental Results
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Figure 4.3. The two-dimensional standard deviation of the recorded
electron beam profiles. Results for hydrogen are shown as blue plus
signs, and for helium as red crosses. The mean of �xy for the two
gases are shown a solid blue line for hydrogen and a dashed red line for
helium.
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Figure 4.4. The pointing of the electron beams are calculated as the
weighted two-dimensional mean of the beam profile images. Shots in
hydrogen are shown as blue plus signs and as red crosses for helium.
The standard deviations for the two series are shown as a blue solid
line and a red dashed line for hydrogen and helium, respectively.
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4.1.2 Results

hydrogen have superior stability compared to those emerging from
helium when it comes to important beam parameters.
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Summary of Experimental Results

Table 4.3. Laser parameters for
Paper II

Laser Energy 1 J
Pulse Duration 42 fs

Spot Size (FWHM) 16µm
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Figure 4.5. The modulated density profile used for the simulations,
which is a simplification of the actual measured density profile. Region
I is where the laser pulse evolves to matched conditions before entering
the density modulated region (II) where electrons are trapped in the
plasma wave. After trapping, the plasma wave contracts as it enters
region III where additional acceleration can occur.

4.2 Staged Laser Wakefield Acceleration Using

Double Density Ramps

The goal of this experiment was to implement density down-
ramp injection by the simple means of introducing a thin wire
in the gas flow, creating a region with lower density. The idea
for this experiment came from an experiment where the gas den-
sity is modulated by introducing a razor blade into the gas flow
[36]. However, by using a steel wire instead of a razor blade, the
laser pulse can evolve to matched conditions before reaching the
density-modulated region of the gas flow.

4.2.1 Experiment

The steel wire used in the experiment had a diameter of 25µm,
and was placed in the gas jet, between the optical axis and
the 3mm gas nozzle orifice. Interferometry done on the gas
flow showed a modulation similar to the one in Fig. 4.5. It
is possible to identify three distinct regions, denoted I, II and

III, respectively, and their densities are n

(I)
e

= 6⇥ 1018 cm�3,

n

(II)
e

= 3⇥ 1018 cm�3 and n

(III)
e

= 6⇥ 1018 cm�3 for a backing
pressure of 9 bar. The length of region II is only ⇠ 300 µm, where
the other two are of the millimetre scale. The backing pressures
during the experiment spanned from 8bar to 12.5 bar.

As diagnostics, the electron spectrometer was used to collect
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4.2.2 Results
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Figure 4.6. A highly mono-
energetic electron spectrum,
peaked at 70 MeV. This spectrum
has, for electrons with energy
higher than 40 MeV, a total
charge of 33.5 pC and a relative
energy spread of 4.3 % (FWHM).

information of electron beam charge and energy, as well as the
divergence.

4.2.2 Results

The most apparent result was a dramatic decrease in relative
energy spread, as well as electron beam divergence. An exam-
ple electron spectra is displayed in Fig. 4.6. The relative energy
spread is only 4.3%, but as is seen in Fig. 3.10, a beam diver-
gence of 5mrad accounts for approximately 3.5% of the spread
at 70MeV. This is quite remarkable, since the expected energy
spread then is below 1%. Energy spreads of this magnitude has
only been achieved with other, more complicated, external injec-
tion mechanisms, such as colliding beams [37]. Over almost all
of the scanned backing pressure range, the wire-injection method
resulted in beams with ten times more charge than beams from
self-injection, which is also remarkable.

It was also found that the resulting electron beam parameters
were very sensitive to the wire position. The reason for this is
that the laser pulse needs to evolve before entering region II, and
also the fact that the length of this region is only ⇠ 300 µm.

To get a picture of the physics behind the wire injection, we
made simulations of the process. For the particle-in-cell (PIC)
simulations, we used key parameters from the experiment, such as
laser energy, focal spot size as well as a simplified density profile
of the measured density map shown, in Fig. 4.5. The results
showed that the acceleration mechanism can be separated into
four di↵erent stages, where the first happens in region I. Here,
the laser pulse evolves due to self-compression and relativistic self-
focusing, without reaching wavebreaking.

When the laser pulse reaches the density gradient, the plasma
wavelength is increased rapidly, which allows electrons between
the first and second bucket to be trapped inside the first plasma
wave period behind the pulse. This is expected, and has been
reported on previously [38–40]. What happens next is, however,
quite interesting. As the density is again increased, leading to
region III, the simulation showed that the electron bunch is trans-
ferred to the second plasma wave period, due to the rapid decrease
in plasma wavelength. There also appears to be some sort of fil-
tering of the electron bunch, reducing the transversal spread of
the individual electrons in the bunch. If the distance between
the laser pulse and the electron bunch is assumed to be constant
during this transition, it is possible to determine an optimal den-
sity ratio between region II and III, where the electrons end up
in the accelerating phase of the second plasma wave period. This

happens when n

(III)
e

⇡ 4n(II)
e

, which means that, according to
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Summary of Experimental Results

Eq. 2.12,

�

(II)
p

=

s
n

(III)
e

n

(II)
e

�

(III)
p

= 2�(III)
p

. (4.4)

Letting the electron bunch accelerate in the second plasma wave
period, instead of the first, eliminates any interaction between the
laser pulse and the electron bunch [41]. This might also be one
explanation to the observed decrease in beam divergence for this
injection scheme.

It should also be noted that even though the optimal density
ratio between the last two regions is 4, the laser pulse has to
be able to propagate through the low-density region without too
much di↵raction for the acceleration in region III to take place.

The experimental results showed that our technique for staged
laser wakefield acceleration yielded electron beams with very low
spectral and spatial spread, as well as higher charge when com-
pared to self-injected electrons. It is thus very interesting and will
be further studied.
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4.3 Enhancement of X-Rays Generated by a Guided Laser Wakefield Accelerator inside Capillary Tubes

Table 4.4. Laser parameters for
Paper III

Laser Energy 1 J
Pulse Duration 40 fs

Spot Size (FWHM) 16µm

4.3 Enhancement of X-Rays Generated by a

Guided Laser Wakefield Accelerator inside

Capillary Tubes

In this experiment, it was found that the generation of x-rays was
enhanced when performing laser wakefield acceleration inside a
capillary tube instead of a gas jet.

4.3.1 Experiment

During this experiment, the two main diagnostics were the elec-
tron spectrometer, with a detection limit at 42MeV, and the x-ray
sensitive CCD camera. Three di↵erent targets were used, where
two were capillary tubes. They di↵ered in length, l

c

, and diame-
ter, D

c

, where the first had l

c

= 1.0 cm and D

c

= 178µm and the
second had l

c

= 2.0 cm and D

c

= 152µm. The third target was a
2mm super-sonic gas jet, which acted as a comparison reference.
For all three targets, hydrogen was used as interaction gas.

4.3.2 Results

Previous studies [30, 42] have shown that the intense laser pulse
can be guided over several centimetres inside capillary tubes,
which allows energy outside of the full width at half maximum to
be guided and avoid di↵raction. This is not the case for a gas jet,
as we found out in Paper IV and will be discussed in Section 4.4.
The self-injection density threshold was found to be around
5.4⇥ 1018 cm�3 for the 1.0 cm tube, which, as expected for a low
density, resulted in a low charge electron bunch with Q < 1 pC.
Since there are few electrons, the generated x-ray fluence is also
low. Increasing the density to 8.1⇥ 1018 cm�3, resulted in more
charge, and also brighter x-rays. The measured x-ray fluence gen-
erated by this electron bunch was 5.7⇥ 105 photons/mrad2 and
the spectrum had a critical energy of E

c

= 5.4 keV. Using the
longer (2.0 cm) capillary tube, it was found that the maximum
x-ray fluence occurred at the same electron density. However, the
stability of the measure fluence was better. This can be attributed
to the improved laser guiding due to the smaller diameter of this
capillary tube.

When the target was changed to a 2mm gas jet, the electron
density had to be increased for self-injection to occur. For this
target, the maximum x-ray fluence, 2.7⇥ 104 photons/mrad2, was
measured at an electron density of 1.5⇥ 1019 cm�3. The x-ray
spectrum had a critical energy E

c

= 4.6 keV. A possible reason
for this di↵erence lies in the laser-pulse guiding properties of the
capillary, which enables the electron bunch to be accelerated over
a longer distance at a lower electron density. This means that
both the pump depletion length, defined in Eq. 2.21, as well as the
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Summary of Experimental Results

dephasing length, found in Eq. 2.15, will be longer than for a gas
jet, letting the electrons accelerate to higher energies. This was
detected as lower mean electron energies when using the gas jet
instead of the capillary. The guiding of the laser pulse inside the
tube also means that the local intensity can become higher than
the initial intensity, which is also shown in simulations. The initial
a0 = 1.6 would in the 178µm diameter capillary tube, evolve
to 4 < a0 < 5.5. The simulations also showed that the laser-
pulse evolution, injection and acceleration occurred over the first
10mm inside the capillary, which reinforces the statement that the
guiding is an important aspect of the injection and acceleration
processes in capillary tubes.
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4.4 Self-Injection Threshold in Self-Guided Laser Wakefield Accelerators

Table 4.5. Laser parameters for
Paper IV

Laser Energy  0.7 J
Pulse Duration � 40 fs
Spot Size (FWHM) 9.6 µm

4.4 Self-Injection Threshold in Self-Guided

Laser Wakefield Accelerators

In this section, the results of a systematic study of the threshold
for self-injection is discussed. More details are given in Paper IV.
Before our study, it was believed that self-injection would occur
at a fixed value of ↵P/P

c

, where ↵ is the energy within the full
width at half maximum of the focal spot, P the laser pulse power,
and P

c

the critical power for relativistic self-focusing, as defined in
Eq. 2.19. During the study, we varied key variables and derived a
new condition for the self-injection in laser wakefield accelerators.

4.4.1 Experiment

As stated in Section 3.1, the deformable mirror was important
for this study, since we wanted to change ↵ without altering the
laser pulse power E

p

. This was done by adding in a controlled way
spherical aberration to the focal spot, moving energy out from the
central part of the focal spot to the wings. It was important to
have a symmetric spot, since an asymmetric focal spot a↵ects the
injection [43]. We also varied electron density, n

e

, the energy in
the laser pulse and the pulse length ⌧ . All these variables could be
changed independently of each other. E

p

was altered by changing
the pumping of the last amplification stage in the laser and ⌧ by
changing the grating separation in the laser pulse compressor. The
pulse lengths were scanned between 40 fs and 80 fs. The 2mm gas
jet we used could produce electron densities up to 5⇥ 1019 cm�3,
which could be varied by changing the backing pressure. During
this experiment, we only used helium as interaction gas.

4.4.2 Results

It was found that changing ↵ is equivalent to changing E

p

, which
is consistent with a self-injection threshold based on ↵P/P

c

. This
also implies that the quality of the focal spot is very important
for laser wakefield accelerators. However, altering ⌧ and thus P ,
within the limits of our study, did not a↵ect the self-injection
threshold, which indicated that the laser-pulse compression, de-
scribed in Section 2.3.7, plays a crucial role on the injection me-
chanism.

Our proposed explanation is that the laser-pulse compression
will eventually produce the matched conditions needed for self-
injection to occur. This allowed us to present an improved ex-
pression for the threshold as

↵E

p

>

⇡✏0m
2
e

c

5

e

2


ln

✓
2n
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e

◆
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�3
n

c

n

e
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Summary of Experimental Results

thus the important factor is the energy within the full width at
half maximum of the laser focal spot. Our model fits accurately
with our own experimental data, as well as previously presented
data for laser systems with di↵erent pulse energies and pulse du-
rations. By using Eq. 4.5, it is possible to determine the electron
density needed to inject electrons into the plasma wave. How-
ever, knowledge about focal spot quality and acceleration length
is required.
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Chapter 5

Summary & Outlook

One of the main themes of my experimental work have been the
stabilisation of the electron beam. It is important for future ap-
plications that the present fluctuations associated with electron
beams generated by laser wakefield acceleration are reduced. As
a comparison, the measured relative energy spread of the injected
electrons in Paper II was found to be < 4% at an electron energy
of 70MeV. In the research field of laser wakefield acceleration, this
is a remarkably low spread, but when compared to conventional
accelerators, relative energy spreads < 0.2% (rms) are not uncom-
mon. However, these accelerators are limited by electrical break-
down, which limits the accelerating electric fields to ⇠ 102 MV/m.
In a plasma-based accelerator, no such breakdown exists, and the
accelerating electrical field is ⇠ 102 GV/m. Thus, a possibility
of a hugh reduction of size and cost for future electron acceler-
ators could be achieved in the future by utilising laser wakefield
acceleration.

As mentioned earlier in the thesis, there are several ways to
improve the electron beam stability, where the most basic tech-
nique is presented in Paper I. By just choosing a di↵erent gas, we
showed that the stability of important electron beam parameters
can be increased by as much as 50%. In Paper II, we also pre-
sented a technique to simultaneously increase charge and decrease
divergence of the electron bunch by modulating the electron den-
sity. Paper III presented an increase of the x-ray fluence by using
a capillary instead of the normally employed gas jet. The connec-
tion between these experiments are apparent; by letting the laser
pulse remain constant, we enhanced the resulting electrons and
x-rays by changes of the target. This is a good philosophy, the
laser development will enable us to always increase the focused in-
tensity which will increase the accelerated electron’s energy, but
if we can not control the interaction e�ciently, there will always
be large fluctuations in the resulting electron beam. Also, as we
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showed in Paper IV, it is not only the energy of the laser pulse
that is of importance for reaching the threshold for self-injection,
but also the quality of the focal spot. To me, at least, this is a
very good reason to continue the development of novel and better
targets for laser wakefield acceleration.
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Role of the Author

I have been one of the team in charge of operating the laser system
during the experiments presented in Papers I to IV, as well as
taking part in the experimental work. In all experiments, the
multi-terawatt laser system at the Lund Laser Centre was used.

I Influence of Gas Media on Electron Beam Quality
The influence which the choice of gas has on the electron
beam quality was investigated. Through a comparative
study we showed that using H2 as laser-matter interaction
medium instead of He, commonly used previously by most
groups, dramatically increased stability in the self-injection
regime when using gas jets. I had a leading role in the expe-
rimental work and I did most data evaluation. I also wrote
the manuscript.

II Staged Laser Wakefield Acceleration Using Double
Density Ramps
The e↵ect of density modulation by introducing a very thin
steel wire in a supersonic gas flow was investigated. The
results showed that the density modulation increased the
charge yield and dramatically decreased the electron beam
divergence. Simulations reinforces the physical description
of the process. I took part of the experimental work, and
had the main responsibility when evaluating electron spec-
tra, which produced information about beam charge and
energy distributions. I also gave constructive feedback on
the manuscript.
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III Enhancement of X-Rays Generated by a Guided
Laser Wakefield Accelerator inside Capillary Tubes
Here, we reported on the findings that the betatron radia-
tion generation from electrons accelerated inside a capillary
tube was enhanced. The results showed an order of magni-
tude increase in the fluence of photons when comparing with
betatron radiation generated in a gas jet plasma. I took part
in the experimental work, mainly on the electron spectro-
meter. I evaluated all electron spectra, producing informa-
tion on charge and energy distribution, and gave feedback
on the manuscript.

IV Self-Injection Threshold in Self-Guided Laser
Wakefield Accelerators
The wavebreaking threshold was studied by varying the
quality of the focal spot, the energy in the pulse and the
pulse duration. A simple model predicting if, and when, the
wave would break was developed, showing good agreement
with the experimental data. I took part in the experimental
work and gave feedback on the manuscript.
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Paper I

Influence of Gas Media on Electron Beam Quality in Laser Wakefield Accelerators

K. Svensson, F. Wojda, M. Burza, G. Genoud, A. Persson, L. Senje, O. Lundh,a) and C.-G. Wahlström
Department of Physics, Lund University, PO Box 118, SE-221 00 Lund,
Sweden

(Dated: 15th April 2012)

A comparative study of hydrogen and helium as medium for laser wakefield acceleration is presented. Higher
stability in important electron beam parameters, such as charge, beam pointing and beam variance, is reported
for hydrogen. The beam pointing fluctuations are reduced by 50 % when using H2. The two-dimensional
standard deviation of the beam charge distribution is decreased by 40%. Electron beams emerging from
the laser-matter interaction in H2 have an average charge 60% lower than beams from He, but the charge
fluctuations are reduced by 65%.

The use of high-intensity lasers as a mean for electron
acceleration in underdense plasmas is an active area of
research. It has been demonstrated that electron pulses,
accelerated over short distances (⇠mm), can achieve high
energy, high charge, low relative energy spread, and small
beam divergence1–3. The plasma can be created by fo-
cusing an intense laser pulse on the edge of a supersonic
gas flow, where the front of the pulse ionises the me-
dium. As the laser pulse is passing through the plasma,
electrons are displaced by the ponderomotive force and
creates a wake behind the pulse where trapped charge
can be accelerated to high energies. The trapping can
be done in several ways, where one of the simplest in
practice is called self-injection. Here, the plasma wave
is driven to high amplitude which causes it to break and
plasma electrons to enter the accelerating fields in the
wake.

Since self-injection of electrons into the wake is a highly
non-linear process depending on the self-focusing and
self-compression of the laser pulse, the shot-to-shot fluc-
tuations are usually large. It is di�cult to control the
resulting characteristics of the beam, since it depends on
multiple entangled parameters, such as longitudinal posi-
tion of injection, e↵ective acceleration length and amount
of trapped charge, to name a few. Several research groups
have investigated the influence of laser parameters on
electron beam quality4–6, and other recent techniques to
improve the stability include colliding pulse injection7,
ionisation injection8,9 and density-gradient injection10.
However, the choice of gas for plasma creation has not
been as extensively examined. The refractive index, ⌘,
in a plasma with multiple ionisation stages will have a
gradient, since ⌘ (r, t) ⇡ 1 � n

e

(r, t) /2n
c

, where n
e

is
the number density of free electrons and n

c

is the critical
plasma density for laser propagation. A gradient in the
refractive index will refract the laser, so usually low-Z
elements such as He or H2 are chosen to minimise the ef-
fect. However, due to its favourable chemical properties,
He is commonly used instead of H2 as gas medium for
LWFA-experiments.

a)
Electronic mail: olle.lundh@fysik.lth.se

In this paper, we present a comparative study of H2

and He as gas media, and investigate experimentally how
the choice of gas influence the electron beam quality in
the self-trapping regime. During the experiment, the
Ti:Sapphire multi-TW laser system at the Lund Laser
Centre (LLC) delivered 42-fs laser pulses at a 10Hz re-
petition rate. This CPA system (�0 = 800 nm) delivered
⇠ 1 J per pulse on target. The 5-cm diameter beam is fo-
cused with a 75 cm focal length o↵-axis parabolic mirror
to a 16µm focal spot. This gives an estimated intensity of
⇠ 1019 W/cm2 in the focal plane and an associated initial
normalised vector potential a0 ⇡ 1.7 , which after pulse
compression11 reaches ⇠ 2.4 if the interaction length is
limited by pump depletion.

The target inside the experimental vacuum chamber
is a supersonic jet of gas, which flows from a 3-mm dia-
meter circular nozzle. A vacuum pump connected to the
gas-handling system ensures that no mixing occurs when
switching gases. The study is conducted at an electron
density of 7.5⇥ 1018 cm�3, which is taken to be twice the
neutral gas density.

To detect the electron beam, a scintillating screen
(Kodak Lanex Regular) is placed 38 cm from the gas
nozzle in the laser forward direction. The setup can be
operated in two di↵erent modes; either directly to de-
termine electron beam spread and pointing stability, or
with a permanent dipole magnet (length 12 cm and aver-
age field strength 0.65T on the optical axis) to determ-
ine electron energies from the beam deflection. The op-
tical system that images the Lanex screen is calibrated,
which allows absolute charge in the electron beam to be
determined12,13. The lowest detectable electron energy
with this setup with magnet is ⇠ 40MeV and the charge
detection limit is ⇠ 1 pC.

A selection of electron profiles is shown in Fig. 1. As
can be seen, many of the helium shots su↵er from fila-
mentation, which is why the full width at half maximum
(FWHM) beam divergence is not a good measure of the
beam spread. Instead, the two-dimensional standard de-
viation, �

xy

, of the images is used to quantify the beam
profile quality. This technique takes into account the
beam spread as well as any filamentation. The large dif-
ference in beam profile quality is seen directly in Figs.
1(c) and 1(d), where the average of 40 shots in H2 and

1
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H2

(a) (c)

He

(b) (d)

Figure 1. False-colour images of five consecutive shots in hy-
drogen (a) and helium (b). Due to the di↵erence in total
charge between the hydrogen and helium shots, the colour
scale is di↵erent for the two series. On some shots, a dis-
persed tail can be seen. It is believed that these are low-
energy electrons that are a↵ected by fringe fields from the
permanent magnet. The dipole magnet is removed from the
optical axis, but remain inside the experimental chamber. (c)
and (d) show the average electron beam profile for 40 shots
in hydrogen and helium, respectively.

He, respectively, are shown. For H2, the 40-shot average
is similar to the individual shots seen in Fig. 1(a), which
is not the case for He (compare Figs. 1(d) and 1(b)).
Large fluctuations are also clearly visible in the electron
spectra for He in Fig. 2(b). Again, beams originating in
H2 show a higher stability than those from He.
The pointing of electron beams accelerated in plasma

produced from H2, marked in blue in Fig. 3, experience
a smaller spread than the ones from He (red). A good
measurement of this stability is the standard deviation,
S(✓), of the recorded shots’ pointing. The results in Table
I show a 50% smaller S(✓) if H2 is used instead of He for
electron-beam generation. The higher stability is also
visible in Fig. 4, where most images corresponding to
beams from H2 have �

xy

< 5mrad. Beams from He, on
the other hand, show beam charges about 140% higher,
but at the expense of more unstable beams. This is mani-
fested in the average and deviation of �

xy

, which are 60%
and 290% larger for He than for H2, respectively. It is
not only the actual beam charge that is higher for He
than for H2, as seen in Fig. 4 and Table I, the stand-
ard deviation in charge is also 40% larger. The relative
charge spread, however, is similar for both gases.
It should also be noted that the beams in Fig. 1(a) have

an elliptical shape with the major axis oriented along the
laser polarisation, which is a behaviour seen previously14.
The spread in charge is much larger for He in Fig. 4

compared to Fig. 3, which is partly due to the energy de-
tection threshold, i.e. electrons with energies lower than
40MeV do not contribute to the detected charge. There
are also some beams with very high charges (> 500 pC).
However, no significant di↵erence is found relating to the
highest measured electron energy, E

m

, between to the
di↵erent gases.
In this paper, it has been shown that choosing H2 as

target gas for LWFA dramatically increases the stability
of important electron beam parameters, such as pointing,
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Figure 2. (a) and (b) show false-colour images of five con-
secutive electron spectra recorded with hydrogen and helium,
respectively. Higher degree of filamentation and pointing in-
stability in helium is clearly visible. To emphasise the dif-
ference in shot-to-shot fluctuations, the average of 40 shots
is shown in (c) and (d). The average of the hydrogen shots,
(c), resembles the individual shots, which is not the case for
helium as seen in (d). Due to the large di↵erence in electron
beam charge, the colour scale is not the same in the di↵erent
series.

Table I. Summary of results. hfi denotes the mean value of
a variable f and S(f) the corresponding standard deviation.
Due to the cut-o↵ of charge when operating in the spectro-
meter mode of the setup, only shots without are used when
determining the charge of the electron beam.

Gas
h�

xy

i S (�
xy

) S (✓) hQi S (Q) hE
m

i S (E
m

)

(mrad) (mrad) (mrad) (pC) (pC) (MeV) (MeV)

H2 3.8 0.59 5.1 50 15 149 28

He 6.1 2.3 9.8 120 41 138 29
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Figure 3. The data points are centred around their mean
values. The standard deviation of the pointing is shown as
solid (hydrogen) and dashed (helium) circles.
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Figure 4. The two-dimensional standard deviation of the
beam charge distribution is compared with the total beam
charge.

charge and beam variance. The two-dimensional stand-
ard deviation is reduced by 40% and pointing fluctu-
ations by half. The charge in the electron beam is 60%
lower for H2 compared to He, but the fluctuations are
decreased by 60%. No significant di↵erence in maximum
electron energy between beams from the di↵erent gases
is noticed.
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Figure 5. Detected beam charge of electrons with energy >
40MeV as a function of highest electron energy. The data
points for helium have again a larger charge spread. The mean
of the maximum energy has been marked by solid (hydrogen)
and dashed (helium) lines.
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A novel approach to implement and control electron injection into the accelerating phase of a laser wakefield
accelerator (LWFA) is presented. It utilizes a wire, which is introduced into the flow of a supersonic gas
jet, creating shock waves and three stages of differing but nearly constant plasma density. As a result, electron
acceleration takes place in four separate stages: Laser self-compression, injection, bunch transfer into the second
bucket of the plasma wake and acceleration. Compared to self-injection by wavebreaking of a nonlinear plasma
wave in a constant density plasma, this novel wire injection scheme increases beam charge by up to one order
of magnitude. Electron acceleration in the second bucket reduces electron beam divergence by ⇡ 25%, while
resulting in quasi-monoenergetic spectra with . 1% relative spread due to the highly localized injection at the
density downramp shock wave.

In plasma based laser driven electron accelerators, high lon-
gitudinal field strengths of the order > 100GV/m can be sus-
tained in the plasma oscillation produced in the wake of an in-
tense laser pulse [1]. This allows for short acceleration lengths
and together with the relatively compact high power table top
laser systems readily available [2] give an advantage over con-
ventional accelerators using RF cavities.

In most experiments, injection of electrons into the acceler-
ating structure relies on breaking of the plasma wave, which
then can self-inject electrons. This scheme is rather simple
and quasi-monoenergetic beams have been produced in this
way [3–5]. Electron beams of low spectral spread and diver-
gence are necessary in order for these accelerators to be attrac-
tive for applications [6–8]. However the wavebreaking pro-
cess is highly nonlinear and in order to achieve higher qual-
ity beams, means of controlling the injection process are nec-
essary. Both, charge and instant of electron injection from
the background plasma into the accelerating and focusing
phase of the wakefield are crucial [9–11]. In this respect self-
injection [12–14] is inferior to most schemes with external
injection control, such as colliding pulse techniques [15–18],
ionisation injection [19, 20] or density gradients [21–23]. The
research presented in this article involves the third named type
of controlled injection. In this case, at the downwards gradi-
ent the plasma wavelength is increased rapidly enough for the
plasma wave to break as a result of the wave phase irregularity
created at the transition.

A shock wave and thus a very abrupt density transition has
been produced by introducing a knife edge into a supersonic
gas flow [24]. With the driving laser aiming close to the blade,
a well defined plasma boundary, followed by a shock wave
and a downwards gradient will be encountered by the laser.
Alternatively, an auxiliary pulse may produce an electron de-
pleted region by a formation of an ionisation channel followed
by hydrodynamic expansion [25, 26]. Our experiment relates
to those as we modulate plasma densities along the laser prop-
agation axis to control injection externally.

We believe that a thin wire, as a novel tool, introduced into
a gas jet, can produce an extremely sharp electron density
downramp for gradient injection due to the only some microns
thick boundary layers that are available in supersonic shock
waves [27]. Laser plasma machining, which requires accurate
spatial and temporal overlap with a second laser pulse, may
suffer from ionisation defocusing, and ionises electrons corre-
sponding to the auxiliary laser’s radial intensity profile, which
varies over beam diameter. After hydrodynamic expansion,
the density modulation will be fundamentally different from
the modulation produced by a wire and may be less steep.
Another advantage of the wire is the possibility for the pulse
to propagate in the undisturbed plasma prior to reaching the
shock waves. It has time to match itself to the experimental
conditions by relativistic self-focusing, self-modulation and
compression by nonlinear interaction with the plasma with-
out significant trapping to take place (stage 1). A knife edge,
which is also capable of producing extremely sharp shock
wave gradients, lacks the amount of control to independently
adjust position and density ratios before and after the shock
wave, where localized injection is supposed to occur (stage
2). Our method combines advantages of both setups, while
circumventing the rigidity of the knife edge setup and the in-
herent increased complexity of two beam experiments. How-
ever besides enabling stage 1 and 2 in one single experiment, a
key feature of the wire injection scheme, never utilized before,
is a controlled charge transfer of the injected electron bunch
from the first into the second bucket of the plasma wake os-
cillation. This is accomplished by a rapidly shrinking plasma
wavelength at a proceeding shockwave upramp (stage 3). This
filters the already injected bunch and isolates it from the laser
field during acceleration (stage 4), improving its longitudinal
and transverse emittance. Ingeniously, stage 4 is driven by the
same already matched laser pulse from stage 1. The wire in-
jection scheme presented in this article is thus a novel, staged,
four step, laser wakefield accelerator.

The experiment was conducted at the Lund Laser Centre,
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Sweden, where a Ti:Sa CPA laser system provides pulses at
800nm central wavelength with 42fs duration at an energy of
approximately 1J on target. A deformable mirror provides a
nearly diffraction limited focal spot with of an f/15.5 off-axis
parabolic mirror ⇠ 700 µm above the orifice of a 3mm diam-
eter supersonic gas nozzle, which provides the target gas. The
laser is focused on the entry density upramp of the gas jet
boundary producing a spot with ⇡ 9.3 µm intensity FWHM
diameter. A wire is spanned and positioned over the nozzle
but below the laser interaction area by a motorized holder.
This produces three distinct plasma density regions for the
laser interaction (see white broken line function in Fig. 5
b)), separated from each other by shock waves. Interferomet-
ric measurements of plasma densities are carried out using
hydrogen at 9bar backing pressure. Densities scale linearly
with backing pressure. Initially the laser pulse encounters a
region of constant density (region I), which has been deter-
mined to ⇡ 6⇥1018 cm�3. After ⇠ 1mm it encounters the first
shock wave and downwards gradient, which is expected to be
 20 µm as suggested by [28]. Here in region II, the plasma
density is reduced to only ⇡ 3⇥1018 cm�3 for ⇠ 300 µm. Af-
ter that, the second shock wave is encountered followed by
region III, which provides a similar density plateau as in re-
gion I but at a different length, until the end of the gas jet is
reached. By adjustments of wire position, thickness and Mach
number, gradients and density ratios between region I and II
can be tailored to match the requirements for electron injec-
tion and laser guidance. Shock wave divergence angle and
density ramps have been found to be symmetric as long as the
wire is < 0.5mm off the nozzle centre. If no wire is present,
the plasma density is comparable to that at the plateau regions
I and III.

As diagnostics serve a top view camera as well as a per-
manent magnet electron spectrometer quipped with a Lanex
screen (Kodak Lanex Regular), whose emission is recorded
by a 16 bit CCD camera. Based on previous work [29, 30] the
electron spectrometer is calibrated in absolute charge. The
setup is depicted in Fig. 1.

FIG. 1: Experimental setup: The laser pulse arriving from the left
impinges on the gas jet ⇡ 0.7mm above the nozzle. The wire is
positioned ⇡ 0.2mm above nozzle rim. Top view and a permanent
magnet Lanex electron spectrometer serve as primary diagnostics.
The origin (h,y,z=0) is centred above the nozzle at laser height

Stainless steel wires with 300 µm, 200 µm, 50 µm and
25 µm diameter have been tested, but only the latter two stim-
ulate injection, with a much improved performance of the
25 µm wire. Thicker wires inevitably increase the density di-
luted region II both in depth and width, promoting diffrac-
tion and making it difficult to maintain a sufficiently strong
laser driver in the second high density region. Hydrogen and
helium have both been tested as target gas but with the wire
present, only hydrogen produced electron beams.

A wire height scan reveals increased probability for the
wire injection scheme to work with reduced distance. How-
ever, closer than h = �0.65mm dramatically reduces the
wire’s lifetime. As no improved performance on the pro-
duction of electron beams can be observed between h =
�0.35mm to h =�0.50mm, the latter position is chosen.

A z-scan conducted with the 25 µm wire at hopt =
�0.50mm and a backing pressure around the threshold for
self-injection reveals the sensitivity of the wire position on
the production of electron beams (threshold is defined here as
plasma density resulting in beams with < 10% of the maxi-
mum charge observed during a pressure scan). This window
is found to be ⇠ 200 µm wide only. Outside this, beam charge
is comparable to the self-injection case without density mod-
ulation.

Pressure scans are carried out at what has been found to
be the optimum spatial parameters: dopt = 25 µm, hopt =
�0.50mm, zopt = �0.07mm. The wire injection scheme is
found to be rather robust with regard to backing pressure.
Below the self-modulated LWFA regime at ⇡ 11bar, beam
charge is increased by one order of magnitude, as shown in
Fig. 2. Divergence during wire injection seems to be unaf-
fected by the pressure but is on average only 75% of the value
encounterd in the self-injection case.

FIG. 2: Comparison of divergence, charge and brightness of elec-
tron beams with the wire at hopt =�0.5mm (red stars) as compared
to nonlinear wavebreaking and self-injection LWFA (blue crosses).
Every data point corresponds to one shot. Failure rate with wire is
below 5% and thus comparable to the wireless self-injection process

Example spectra can be seen in Fig. 3, showing the spec-
tral range from ⇠ 43MeV to infinity. The effects of the wire
are threefold: It injects a charge ⇠ 10 times higher than
that available without wire while at the same time provid-
ing beams with a quasi-monoenergetic spectra and reduced
divergence, thus brightness is increased dramatically. A weak
self-injected background charge can be identified in most of
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FIG. 3: Example spectra with comparable charge and variable wire
position as recorded on the Lanex screen using 9.5bar backing pres-
sure. Besides the rather strong peak when the wire is present, weak
background self-injection can be seen in all spectra.

FIG. 4: Example spectra of beams with variable charge and fixed
wire position; left: wire injection at 9bar backing pressure; right:
self-injection at 12bar backing pressure to compensate for the charge
increase in the wire injection case as indicated in Fig. 2; each group
has been sorted according to integrated charge

the shots. Within limits, energy tuning is possible by altering
the wire’s z-position (Fig. 3). From this a field gradient of
⇠ 250GV/m may be estimated.

From the same data, a relative spectral spread DE
E  4% can

be calculated. Note however, that spectrometer dispersion and
divergence have not been deconvoluted here. In fact, 4mrad
divergence (see Fig. 2) produces an apparent DE

E ⇡ 4% at
100MeV, thus the real relative spectral spread is expected to
. 1%. Electron beam mean energies are generally lower with
wire but are compensated for by improved beam quality.

Fig. 4 compares spectra with and without wire at backing
pressures, such that the resulting beam charge is comparable
for both cases. Thus self-injection at 12bar backing pres-
sure is compared to wire injection at 9bar. The tendency of
decreasing peak energy with increasing charge due to beam
loading [10], which is clearly visible in the wire injection
case, indicates that injection probably still occurs at the same
z-position.

The 3D fully relativistic parallel PIC code ELMIS [31] is
used to investigate the physical mechanisms responsible for
the experimentally observed phenomena. Key parameters are
taken from the experiment with the plasma densities approxi-
mated by a broken-line function mirroring the interferometric
density data and with gradients (⇠ 20 µm) as motivated ear-
lier. 140attoseconds correspond to one time step in the sim-
ulation and an 80 µm⇥80 µm⇥80µm box is represented by
1024⇥ 256⇥ 256 cells. The ions (H+) are mobile. During
the simulation the average number of virtual particles of both
types is 0.5 billion.

When traversing the first high density area (region I in
Fig. 5), the laser pulse gets focused transversely and gener-
ates a highly nonlinear plasma wave, which nevertheless does
not reach breaking and thus neither provides longitudinal nor
transverse electron self-injection. In line with previous studies
[21, 23, 32] at the density downramp, the leading cavity of the
nonlinear plasma wave rapidly expands behind the laser pulse
and thereby catches electrons accumulated between the first
and the second bucket. In region II these electrons form an
electron bunch. At the entry to the second high density area
(region III), the cavity size rapidly shrinks so that the gen-
erated electron bunch is moved to the second bucket but not
necessarily to its accelerating phase. Therefore electrons may
now decelerate and fall further behind until they reach the ac-
celeration phase of the second bucket, as depicted in Fig. 5
a).

We can state the following new aspect of this staged elec-
tron acceleration concept: If the distance between the laser
pulse and the electron bunch remains constant while passing
the density upramp, the size of the plasma cavity in the high
density region should ideally be half the size of what it has
been in the low density region in order to match acceleration
phases. Thus densities should roughly differ by a factor four
under the premise that either the laser pulse can traverse re-
gion II with sufficient guiding by the plasma or region II being
sufficiently short. However, the allowed density regime is not
too sensitive to actual plasma densities and gradients. For the
case of non-matched wire injection conditions, electrons in re-
gion III may first decelerate but eventually they will reach the
proper position for further acceleration.

The initial dephasing of injected electrons entering the sec-
ond high density region, followed by a rapid acceleration over
no more than half a millimetre, where the gas jet ends, ex-
plains the rather short acceleration lengths that can be deduced
from the field estimates related to Fig. 3. This also leads to the
observed lower final energy of the electrons compared to the
self-injection case. At the same time it explains why electron
acceleration can only be observed when laser interaction takes
place at a certain distance to the wire as this affects the en-
countered density ratios. Should the electrons due to a density
mismatch end up in the decelerating phase and not manage
to reach the accelerating phase before the end of the gas jet,
no beams of high energy electrons are observed. This is what
happens with helium, which could not provide suitable ratios
as a result of its fluid characteristics, while working with sim-
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FIG. 5: a) Plasma electron density distribution (green), accelerated
electron bunch (red) and laser pulse (blue) shown at the axial section
for the instant of laser pulse passing the corresponding density re-
gions I-III. b) Electron energy distribution as a function of the laser
pulse z-position and plasma density distribution (white curve).

ilar plasma densities, Mach number and void lengths. Gen-
erally, a matched wire injection scheme has to be the goal of
future attempts utilizing this scheme.

If acceleration takes place in the first bucket, an effect of the
laser field acting directly on the accelerating electron bunch
can be observed [33]. Thus electron acceleration in the sec-
ond bucket, isolated from the laser pulse, may as well explain
the experimentally observed reduced divergence. Addition-
ally simulations show a filtering effect during the transition
from region II to region III, seemingly reducing the transverse
spread of the bunch. Note that the number of injected elec-
trons is sensitive to the plasma density gradient [34].

Using a wire to split the interaction into several stages
may increase reproducibility. Decoupling of the pulse self-
compression phase from the injection allows the laser pulse

to reach a steady state independent of spot fluctuations at the
entrance of the gas jet.

In conclusion, the wire injection scheme has successfully
been demonstrated as an alternative to more complex two
beam setups. Beam features include a by ⇡ 25% reduced di-
vergence and one order of magnitude charge increase if com-
pared to the nonlinear self-injection case. Their spectra are
quasi-monoenergetic features with . 1% relative spread. For
enhanced performance, a matched wire injection regime is
proposed, omitting the initial deceleration in the second high
density region by adjusting the prevailing density ratios.
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Enhancement of X-rays generated by a guided laser wakefield accelerator
inside capillary tubes
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Electrons accelerated in the nonlinear regime in a laser wakefield accelerator experience transverse oscillations
inside the plasma cavity, giving rise to ultra-short pulsed X-rays, also called betatron radiation. We show
that the fluence of X-ray can be enhanced by more than one order of magnitude when the laser is guided by a
10 mm long capillary tube instead of interacting with a 2 mm gas jet. X-rays with a synchrotron-like spectrum
and associated critical energy ∼ 5 keV, with a peak brightness of ∼ 1 × 1021 ph/s/mm2/mrad2/0.1%BW,
were achieved by employing 16 TW laser pulses.

Since their discovery X-rays have contributed to many
fields of science and the development of new X-ray
sources is an active field of research. Ultra-short X-ray
pulses1,2 can be generated in a laser wakefield accelerator
(LWFA). In the so-called blow-out regime of LWFAs, the
ponderomotive force of an intense laser pulse focused in a
plasma blows the electrons out of a volume of radius sim-
ilar to the laser focal spot radius. The charge separation
between electrons and ions is associated to electric fields
with an amplitude of the order of ∼100 GV/m. These
fields can trap and accelerate longitudinally plasma elec-
trons to high energy, typically hundreds of MeV, over
only a few millimetres, and at the same time wiggle the
electrons transversely. The X-ray pulses produced by this
mechanism have spectra similar to synchrotron radiation
and are often called betatron radiation. The betatron
radiation has intrinsically striking features for ultra-fast
imaging: a pulse duration on the femtosecond scale3 and
a perfect synchronization to the pump laser.
The use of such X-rays sources for imaging applica-

tions has already been demonstrated4,5 with photon en-
ergies in the range 1-10 keV and peak brightness of
1022 ph/s/mm2/mrad2/0.1%BW. As they are produced
by relatively compact laser systems, they have a large
potential for dissemination among various user commu-
nities. Their development has thus attracted a lot of
attention in the past few years, mostly to characterize
their properties3,6,7, or to control them8,9. Scalings de-
veloped for betatron radiation predict that the X-ray
photon energy and brightness can be enhanced by in-
creasing the laser intensity or/and decreasing the plasma
density10. For example, X-rays extending to 50 keV
were observed11by using a peak focused intensity larger
than 1020 W/cm2. The use of laser guiding in capil-
lary tubes has been shown to enable electron acceleration
and X-ray emission at low plasma density and low laser
intensity12,13.
In this letter, we report on the ability to increase

a)Electronic mail: brigitte.cros@u-psud.fr

the number of photons produced in the 2-10 keV range
by using a lower density, longer plasma inside capillary
tubes, compared to the plasma density and length usu-
ally achieved with gas jets. Using 16 TW laser pulses,
the generated X-ray peak brightness is multiplied by 30
when the laser beam is guided by a 10 mm long capillary
tube instead of using a 2 mm long gas jet.

Experiments were performed at the Lund Laser Cen-
tre, Sweden, where a Ti:Sa, 800 nm central wavelength,
laser system delivers an energy of up to 1 J in 40 fs full
width at half maximum (FWHM) pulses. A deformable
mirror is used after compression to compensate for wave-
front distortions in the focal plane. The laser beam was
focused, using a f/15 off-axis parabola, to an Airy-like
spot with 19.7±0.8 µm radius at first minimum. With
an energy of 650 mJ in the focal plane, the peak intensity
was estimated to be (5.4 ± 0.1)×1018 W/cm2, giving a
normalized laser strength parameter a0 = 1.6. Capillary
tubes filled with hydrogen gas were used to confine the
gas and to partially guide the laser beam. The spectra
of electrons accelerated in either a gas jet or capillary
tubes were measured by a spectrometer, composed of a
10 cm long permanent magnet, with a central magnetic
field of 0.7 T, deflecting the electrons subsequently in-
tercepted by a phosphor screen (Kodak Lanex Regular)
imaged onto a CCD camera. Electrons below 42 MeV
did not reach the phosphor screen and were not detected.
The beam charge was obtained by the absolute calibra-
tion of the Lanex screen14. X-rays generated by betatron
oscillations in the LWFAs were recorded by a X-ray CCD
camera placed 110 cm away from the capillary exit on the
laser axis, providing a collection angle of 12×12 mrad2.
The X-ray camera was located outside the vacuum cham-
ber, behind a 300 µm thick beryllium window, and a 5
mm air gap. A set of metallic filters (V, Fe, Ni, Sn, and
Zr), held together by a 30µm wire grid, was used in front
of the camera to determine the critical energy associated
to the X-ray spectrum in the range 2-10 keV.

Fig. 1 shows the main characteristics of the electrons
and X-rays produced inside a 10 mm long, 178 µm diam-
eter capillary tube for two values of the plasma electron
density, ne. The electron energy spectra in (b) and (e)
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FIG. 1. Single shot raw Lanex images, energy spectra, and
X-ray beam images obtained after a 10 mm long, 178 µm
diameter capillary tube for two values of the plasma electron
density (a) to (c): ne = (5.4 ± 0.3) × 1018 cm−3; (d) to (f):
ne = (8.1± 0.5)× 1018 cm−3.

were extracted from the raw Lanex images seen in (a)
and (d), respectively, by summing in the vertical direc-
tion and rescaling in the horizontal direction to account
for magnet dispersion. The electron spectra typically ex-
hibit rather large energy spread and the total charge and
maximum energy are strongly dependent on the plasma
electron density. The lower density case is close to the
density injection threshold13 and leads to a maximum
energy of the order of 300 MeV (measured at 10% of the
maximum of the spectrum), with a low beam charge of
0.9 pC, and a divergence FWHM of 5.2 mrad. No X-
rays were detected for this shot as seen in Fig. 1(c). At
ne = (8.1 ± 0.5) × 1018 cm−3, a 18 pC electron bunch
was measured with a maximum energy of ∼120 MeV, as
shown in Fig. 1(e). The corresponding beam divergence
is about 5.8 mrad. Fig. 1(f) shows the associated X-ray
beam transmitted through the different filters.
The X-ray spectrum can be characterized

by a synchrotron-like2 spectrum of the form
d2I/(dEdΩ)θ=0 ∝ (E/Ec)2K2

2/3(E/Ec), where K2/3

is the modified bessel function of order 2/3. The critical
energy is given by Ec = 3h̄Kγ2ωβ , where K = γrβωβ/c
is the wiggler strength parameter with γ, rβ , ωβ denoting
the relativistic factor, the amplitude and frequency of
betatron oscillation, respectively. The critical energy
was evaluated from the transmission of X-rays through
the different metal filters with a least squares method11.
In the case of Fig. 1(f), it was found to be 5.4 keV,
which is higher than in previous observations1,12 with
similar laser power.
The maximum X-ray fluence measured is (5.7± 0.6)×

105 ph/mrad2 [Fig. 1(f)]. To estimate the peak bright-
ness of this X-ray source, the source size and duration
are needed. The source size can be estimated from the

expression of critical energy15 as rβ = Ecc/3h̄γ3ω2
β . The

relativistic factor is determined using the mean energy
of the electron spectra Ēe, where Ēe is the average of
electron energies weighted by their respective spectral
intensities. For the shot plotted in Fig. 1(e), Ēe is
calculated to be 88±4 MeV, and the source size esti-
mated to be rβ = 2 ± 0.3 µm. This estimation is vali-
dated by 3D simulations performed with the particle-in-
cell code CALDER-CIRC16, for input parameters close
to the experimental ones. They show that the laser pulse
non linear evolution in the 178 µm diameter capillary
tube leads to a maximum normalized vector potential
in the range 4 < a0 < 5.5, and produces accelerated
electrons with a mean energy of about 130 MeV. The
transverse and longitudinal sizes of the electron bunch
in the simulation are 1.3 µm and 10 µm (∼35 fs), re-
spectively, in reasonable agreement with the estimation
from the measurements. The peak brightness achieved
in our experiment is estimated, using rβ = 2 µm, to be
∼ 1× 1021 ph/s/mm2/mrad2/0.1%BW, and the wiggler
strength parameter, K $ 10. Taking into account the
divergence of the X-ray beam, θ = K/γ, the estimated
total photon number over the whole spectrum is of the
order of 109 per shot.

The X-ray fluence can be changed by varying the
plasma density, as presented in Fig. 2 for two different
capillaries. In both cases, the X-ray fluence is maximum

FIG. 2. X-ray fluence as a function of the plasma electron
density for (a) a 10 mm long, 178 µm diameter capillary and
(b) a 20 mm long, 152 µm diameter capillary; the other pa-
rameters are the same as for Fig. 1.

for a density of the order of 8×1018 cm−3. The influence
of the plasma electron density on the X-ray fluence can
be understood as a result of the influence of the density
on the laser propagation and related electron injection
and acceleration. For the parameters of this experiment,
at lower densities, electron trapping is not efficient, re-
sulting in a lower beam charge, as seen in Fig. 1. As
the plasma density is increased, trapping becomes more
efficient and more charge can be accelerated but the ac-
celeration length and thus the electron energy, become
smaller due to the shortening of the electron dephasing
and laser depletion lengths. For the given laser intensity,
the maximum X-ray fluence is achieved in the 10 mm long
capillary tube. Simulations in the 178µm capillary tube
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for the optimum electron density show that the overall
process of laser non-linear evolution, electron injection
and acceleration, and X-ray emission occur over the first
10 mm of propagation. Fluctuations of the X-ray fluence
are smaller at the output of the 152µm diameter, 20 mm
long capillary: this can be attributed to the fact that
the capillary diameter is smaller favoring a more stable
laser guiding. In this case more X-rays are produced at
low densities: it can be due to higher intensities achieved
locally inside the capillary, or an evolution of the laser
pulse leading to electron injection and acceleration over
a distance larger than 10 mm.
The enhancement of the X-ray fluence due to the

length and density of the plasma is demonstrated in Fig. 3
by the comparison of the X-ray fluence measured for two
targets, 10 mm long capillary tube and 2 mm gas jet,
for the same experimental conditions. It shows that for

FIG. 3. (a) X-ray fluence, (b) mean energy and (c) charge of
electrons as a function of plasma density for the 10 mm long
capillary (red squares) and the 2 mm gas jet (blue dots).

the intensity used in this experiment, the use of a capil-
lary tube allows electron self-injection to happen at lower
density than in the gas jet. The capillary provides a long
distance for laser evolution to the threshold required for
self-trapping12,13, and helps collecting and refocusing the
energy initially in the wings of the laser spot16; the exci-
tation of multiple modes and their beating can also give
rise locally to higher intensity than in vacuum, thus fa-
voring an increase of a0. For the gas jet, electron trapping
starts around ne = 11×1018 cm−3, which results in lower
energy electrons, as electron energy inversely depends
on plasma density. In the intermediate density range
(11 − 13) × 1018 cm−3, a higher mean electron energy
is achieved when the capillary is employed. The max-
imum X-ray fluence in the capillary corresponds to the
density where the maximum electron charge is measured.
The maximum X-ray fluence obtained with the gas jet is
2.7× 104 ph/mrad2 for ne = 15× 1018 cm−3. Using the
values obtained from experimental data, Ec = 4.6 keV,
Ēe = 56 MeV, the source size is estimated to be 2.4 µm
and the corresponding peak brightness is ∼ 3 × 1019

ph/s/mm2/mrad2/0.1%BW, similar to the result of Ref.
[1].
In conclusion, we demonstrate that betatron radi-

ation is significantly enhanced by guiding the laser
in a capillary tube allowing electron acceleration in a
low density, long plasma. In particular, ∼ 1 × 1021

ph/s/mm2/mrad2/0.1%BW is the brightest X-ray beam
achieved with a <20 TW laser. The dependence of the X-
ray beam parameters on the capillary tube diameter and
length provide additional control of the interaction and
its systematic study will be the subject of future work.
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A laser pulse traveling through a plasma can excite large amplitude plasma waves that can be used to

accelerate relativistic electron beams in a very short distance—a technique called laser wakefield

acceleration. Many wakefield acceleration experiments rely on the process of wave breaking, or self-

injection, to inject electrons into the wave, while other injection techniques rely on operation without self-

injection. We present an experimental study into the parameters, including the pulse energy, focal spot

quality, and pulse power, that determine whether or not a wakefield accelerator will self-inject. By taking

into account the processes of self-focusing and pulse compression we are able to extend a previously

described theoretical model, where the minimum bubble size kprb required for trapping is not constant but
varies slowly with density and find excellent agreement with this model.

DOI: 10.1103/PhysRevSTAB.15.011302 PACS numbers: 52.38.Kd, 41.75.Jv, 52.35.Mw

Laser wakefield acceleration, where an intense laser
pulse drives a plasma wave with a relativistic phase
velocity, is a promising technique for the development of
compact, or ‘‘tabletop,’’ particle accelerators and radiation
sources. Plasma waves driven in moderate density plasmas
can support electric fields over a thousand times stronger
than those in conventional accelerators. Laser driven
plasma waves have demonstrated electron acceleration to
’ 1 GeV in distances ’ 1 cm [1–3]. These compact parti-
cle accelerators have significant potential as bright x-ray
sources [4–6] offering peak brightness comparable to 3rd
generation synchrotron sources in x-ray flashes on the
order of just 10 fs.

At the heart of the laser wakefield acceleration concept is
the fact that electron plasma waves with relativistic phase
velocities are driven to very large amplitudes, where they
become highly nonlinear. If the plasma wave is driven
beyond a threshold amplitude, the wave breaks. When the
wave is driven far beyond the wave breaking threshold, the
wave structure is destroyed and large amounts of charge can
be accelerated to high energy butwith a broad energy spread
[7]. With appropriately shaped laser pulses this normally
catastrophic process of wave breaking can be tamed to
produce high quality beams of electrons. This is because
close to the wave breaking threshold the nature of wave
breaking changes—some electrons from the background
plasma can become trapped in the wave without destroying
the wave structure, a process called self-injection.

The highly nonlinear broken wave regime [8] is used in
many experiments to produce quasimonoenergetic electron
beams [9–11]. In such experiments a threshold plasma
density is commonly observed, below which no electron
beams are produced. Because of the inverse scaling of the
electron beam energy with plasma density, the highest
energy beams achievable with a given laser system are
achieved just above the threshold, and it is well known
that many of the beam parameters including the spectrum
and stability are also optimized just above the threshold
density [12,13]. It is also well known that to achieve
self-injection at lower densities higher power lasers are
required—although the exact scaling of the threshold with
laser power is not well known. A number of techniques to
improve the electron beam parameters including stability
and total charge have recently been demonstrated by using
alternative injection schemes [14–18]. Crucially these
schemes all rely on operating the laser wakefield accelera-
tor (LWFA) below the self-injection threshold. A number
of recent purely theoretical papers have addressed the
dynamics of wave breaking or self-injection [19–22].
Clearly a good understanding of the self-injection thresh-
old is important for the development of laser wakefield
accelerators. We report here on a series of experiments
which identify the key laser and plasma parameters needed
to predict the density threshold and we develop a model
capable of predicting the self-injection threshold density
for a given set of experimental parameters.
In LWFA experiments the laser pulse self-focuses due to

the transverse nonlinear refractive index gradient of the
plasma [23,24] and the spot size decreases towards a
matched spot size. This matched spot size occurs when
the ponderomotive force of the laser balances the space
charge force of the plasma bubble formed. In situations
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where there is no loss of energy during self-focusing, nor
any change in the pulse duration, the final matched spot
size, and hence the final intensity, is simply a function of
!P=Pc. P is the laser power; ! is the fraction of laser
energy within the full width at half maximum intensity of
the focal spot—important because energy in the wings of
the spot are not self-focused by the plasma wave and
so do not contribute; Pc is the laser power where
relativistic self-focusing dominates over diffraction, Pc ¼
ð8"#0m2

ec
5=e2Þðnc=neÞ ’ 17nc=ne GW (where ne is the

background plasma electron density and nc is the critical
density for propagation of the laser in the plasma). We
might therefore expect that the self-injection threshold
would occur at a fixed value of !P=Pc [25]. However, it
is also known that the longitudinal nonlinear refractive
index gradient also has a significant effect on the pulse
properties [26,27] and we expect this to have an affect on
the self-injection threshold.

The experiment was carried out using the multi-TW
laser at the Lund Laser Centre. The laser delivered pulse
energies of up to 0.7 J in pulses as short as 40 fs, corre-
sponding to a peak power of 18 TW. An f/9 off-axis
parabolic mirror was used to focus the pulse. A deformable
mirror was used to optimize the focal spot, producing a
spot size of 16$ 1 $m FWHM. For a Gaussian focal spot
the theoretical maximum fraction of energy within the
FWHM is ! ¼ 1=2, the best focus that we obtained had
! ¼ 0:48. The focal plane was positioned onto the front
edge of a supersonic helium gas jet with an approximately
flat top profile of length 1:8$ 0:1 mm.

To investigate the self-injection threshold, we studied
the effect of the plasma density ne, the total laser energy E,
the focal spot quality !, and the pulse duration % on the
amount of charge in the electron beam. We chose to use
the total charge in the electron beam as the diagnostic of
self-injection as it provides a clear unambiguous signal
of an electron beam.

The charge was measured using an electron beam profile
monitor, consisting of a Lanex screen placed on the back
surface of a wedge (which was used to collect the trans-
mitted laser light). The wedge was 1 cm thick and made of
glass and therefore prevented electrons below approxi-
mately 4 MeV reaching the Lanex. The Lanex screen
was imaged onto a 12 bit CCD camera. To reduce the
amount of background light from the interaction, a narrow
band interference filter matched to the peak emission of the
Lanex screen was placed in front of the camera. In addi-
tion, the camera was triggered several microseconds after
the interaction but within the lifetime of the Lanex fluo-
rescence. The Lanex screen was calibrated using the abso-
lute efficiency data, absolute response of the CCD camera,
and the details of the imaging system [28]. A beam profile
monitor was used in preference to an electron spectrometer
due to the fact that it has a higher sensitivity (i.e. the
signal produced by a low charge beam dispersed inside a

spectrometer will drop below the background level,
whereas the same low charge beam will produce a bright
image on the profile monitor). Also close to the threshold
we do not expect the electrons to have particularly high
energy (i.e. injection could be occurring but the electron
beam energy could be outside the range of the electron
spectrometer).
The gas jet could produce electron densities up to ne ¼

5% 1019 cm&3. The laser pulse energy was varied by
altering the energy pumping the final laser amplifier. We
used the deformable mirror to reduce ! by adding varying
amounts of spherical aberration. Spherical aberration has
the effect of decreasing ! without introducing asymmetry
to the focal spot and without significantly affecting its size.
Degrading the focal spot symmetrically was desirable as
asymmetric pulses can drive asymmetric wakes which can
have a strong effect on the dynamics of self-injection [29].
The pulse duration was altered by changing the separation
of the gratings in the compressor. Changing the grating
separation introduced both a chirp to the pulse spectrum
and a skew to the pulse envelope. To take this into account,
we investigated both positive and negative chirps.
Figure 1 shows the effect of varying the laser pulse

energy within the focal spot on the self-injection threshold.
Keeping the total laser energy constant and degrading the
focal spot (i.e. lowering !) moves the threshold to higher
plasma densities. We also observe an increase in the
threshold density when we keep ! constant and reduce
the laser pulse energy. In fact, we find that the two effects
are equivalent, i.e., that the threshold shifts according to
the product!E. This demonstrates that it is only the energy
within the FWHM of the focal spot that contributes to
driving the plasma wave. This emphasizes the importance

FIG. 1. Electron beam profiles for various plasma densities for
different values of the amount of laser energy within the FWHM
of the focal spot. (a), (b), and (d) kept the total laser energy
constant but varied ! whereas (c) reduced the laser energy. Each
panel is an average of five shots and is displayed on a logarithmic
color scale.
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of laser focal spot quality in LWFA experiments [30],
which are often performed with ! ! 0:3 [2,25].
Improving the focal spot could therefore result in a signifi-
cant increase in the electron beam energy achievable from
a given laser system.

The observed variation of the threshold with !E is as
expected for one based on !P=Pc but this can only be
confirmed by the behavior of the threshold when we vary
the laser pulse duration, keeping !E constant. When we do
this we see markedly different behavior.

We kept the plasma density constant, at a value just above
the threshold density for the optimally compressed pulse.At
this density (ne ¼ 1:6# 1019 cm$3), with full laser energy
(!E ¼ 0:32 J) and the fully compressed pulse (" ¼ 42 fs)
we observed a bright electron beam. When we reduced
either the plasma density or the pulse energy by a small
factor (20%–25%) this beam disappeared, i.e., we dropped
below the threshold. Even after increasing the pulse dura-
tion by a factor of 2, electrons are clearly still injected, as
shown in Fig. 2. This is true regardless of the chirp of the
laser pulse, however we do see an enhancement of the total
charge using positively chirped (red at the front) pulses as
reported previously [31]. These pulses have a fast rising
edge indicating that the precise shape of the pulse may play
a role in the total charge injected. The direction of chirp of
the pulse may also affect the rate at which pulse compres-
sion occurs [32]. For both directions of chirp the fact that the
threshold behavior is so significantly different to that ob-
served when varying!E suggests that pulse compression is
indeed playing an important role in determining whether or
not the accelerator reaches wave breaking.

In Fig. 3 we plot the total charge observed on the profile
monitor screen for the various data sets. Figure 3(a) shows
the total charge, plotted against the pulse power normal-
ized to the critical power for self-focusing, for the data sets
where we varied the plasma density and the energy within
the focal spot (either by varying the spot quality ! or
total pulse energy E). The charge rises rapidly with in-
creasing !P=Pc until eventually reaching a plateau at

around !P=Pc ! 4. There is an increase in the total charge
of a factor of 10 between !P=Pc ¼ 2 and !P=Pc ¼ 4 for
both sets of data. The fact that both data sets lie on the same
curve confirms the fact that it is the energy within the focal
spot which determines the wakefield behavior. This sup-
ports the hypothesis that energy in the wings of the focal
spot is not coupled into the accelerator: energy in the wings
of the spot is effectively wasted.
Figure 3(b) shows the charge plotted against !P=Pc for

a data set where we kept the plasma density and !E
constant but varied the pulse duration (by introducing
either positive or negative chirp). The markedly different
behavior is once again apparent: rather than the rapid
increase of charge between !P=Pc ¼ 2 and !P=Pc ¼ 4
the charge is approximately constant for each data set.
Figure 3(c) plots all of the data sets (varying !, E, and ")

against a scaled pulse energy !Ene=nc rather than the

FIG. 2. Electron beam profiles for various pulse durations at
fixed !E and at a plasma density just above the threshold density
for injection for 40 fs pulses. The pulse duration was varied by
changing the compressor grating separation which introduces a
chirp to the pulse: (a) negative chirp; (b) positive chirp.

1

10

100

1000

0 2 4 6 8

el
ec

tr
on

ch
ar

ge
[p

C
]

1

10

100

1000

0 2 4 6 8

el
ec

tr
on

ch
ar

ge
[p

C
]

1

10

100

1000

0 2 4 6

el
ec

tr
on

ch
ar

ge
[p

C
]

a)

b)

c)

scaled pulse energy, αEne/nc [mJ]

scaled pulse power, αP/Pc

scaled pulse power, αP/Pc

FIG. 3. (a) Electron charge (>4 MeV) versus !P=Pc keeping
the pulse duration constant but varying focal spot quality and
plasma density (closed circles) or total pulse energy and plasma
density (open squares) but keeping pulse duration constant.
(b) Electron charge versus !P=Pc varying pulse duration while
keeping plasma density and energy in focal spot constant.
(c) Data from (a) and (b) plotted versus !Ene=nc. Each data
point is an average of five shots and the error bars represent 1
standard deviation.

SELF-INJECTION THRESHOLD IN SELF-GUIDED LASER . . . Phys. Rev. ST Accel. Beams 15, 011302 (2012)

011302-3

71



Self-Injection Threshold in Self-Guided Laser Wakefield Accelerators

scaled pulse power. The fact that the pulse duration data set
now fits closely with the !E data sets confirms that pulse
compression is playing an important role in determining
whether or not the wakefield accelerator reaches self-
injection.

A recent paper that examined the trajectory of electrons
inside the plasma bubble [21] predicts that self-trapping
will occur when the radius of the plasma bubble (rb) is
larger than a certain value given by

kprb > 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnð2"2

pÞ # 1
q

; (1)

where "p $
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nc=ð3neÞ

p
[33] is the Lorentz factor associ-

ated with the phase velocity of the bubble. When this
condition is met, an electron starting at rest a distance rb
from the laser axis and following an elliptical trajectory in
the bubble fields (thus defining the edge of the bubble) will
be accelerated by the bubble fields up to "pmec

2 by the
time it reaches the back of the bubble. A key feature of this
model is that the normalized bubble size required for self-
injection kprb is not constant with density. As Eq. (1)
depends only on the plasma density and bubble size, we
can determine the minimum pulse properties required to
reach the threshold by noting that the radius of the bubble
is related to the pulse energy and duration through [34]

kprb ¼ 2
ffiffiffi
2

p "
!E

#Pc

#
1=6

: (2)

Combining Eqs. (1) and (2) yields an expression for the
minimum pulse energy required to reach self-injection:

!E>
$%0m

2
ec

5

e2

$
ln
"
2nc
3ne

#
# 1

%
3 nc
ne

#ðlÞ; (3)

where #ðlÞ is the pulse duration after a propagation length l.
A simple model for the rate of pulse compression was put
forward in Ref. [27] based on the fact that the front of the
pulse travels at the group velocity of the laser in the plasma
and the back of the pulse travels in vacuum, this produces
#ðlÞ $ #0 # ðnelÞ=ð2cncÞ. The interaction length will be
limited by either the length of the plasma target or the
pump depletion length lpd ’ c#0nc=ne [34]. For the deple-
tion limited case Eq. (3) reduces to

!P

Pc
>

1

16

$
ln
"
2nc
3ne

#
# 1

%
3
: (4)

The threshold density for self-injection for a given experi-
ment can be calculated from (3) and (4). This model
requires knowledge of the initial pulse energy, pulse dura-
tion, and the length of the plasma to predict the threshold.
As Eqs. (3) and (4) are transcendental, the density thresh-
old for a given laser system must be found numerically.

A previous study showed that, at low density, the
threshold is approximately !P=Pc > 3 [25], this can be
rearranged into a similar form to Eq. (3):

!E> 3
$%0m

2
ec

5

e2
nc
ne

#0: (5)

We can then use Eq. (5) to predict the density threshold for
specific experimental conditions. To use this model only
the initial pulse power is required to calculate the threshold
density. Combining !P=Pc > 3 and Eq. (2) reveals that
this threshold model is also equivalent to stating that the
minimum bubble size for self-trapping is constant with
density (kprb > 3:4) in contrast to Eq. (1).
In Fig. 4 we plot the variation of the observed threshold

density with laser energy (!E). We have defined the ex-
perimentally observed threshold density as lying in the
region between the highest density where we observe no
electron beam and the lowest density where we clearly
observe a beam. We also show the theoretical threshold
density based on Eqs. (3) and (4), and the predicted thresh-
old based on Eq. (5). Its agreement with the experimental
data indicates that our model accurately predicts the self-
injection threshold, confirming that the threshold is
reached because the laser pulse undergoes intensity ampli-
fication due to a combination of pulse compression and
self-focusing.
Our measurements of the threshold density for self-

injection have been made with only moderate laser pulse
energies &1 J. Many laser wakefield experiments are now
being performed with pulse energies &10 J and the valid-
ity of this model at these higher laser energies can be
verified by applying it to previously published data. We
restrict ourselves to data obtained from experiments with
gas jets as guiding structures can affect the trapping thresh-
old by changing the way pulse evolution occurs [30] or by
introducing additional effects such as ionization injection
[35]. To calculate the density threshold for a particular set
of experimental parameters, the following information is
required: the laser energy E, the focal spot quality !, the
initial pulse duration #, and the maximum plasma length l.
Equations (3) and (4) or Eq. (5) can then be used to
calculate the expected density threshold for the two mod-
els. Kneip et al. [2], using a 10 J, 45 fs, 800 nm laser pulse
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FIG. 4. Observed density threshold as a function of laser
energy (!E) for our experiment. The solid curve represents
our threshold model. The dashed curve represents a threshold
based on !P=Pc > 3.
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with ! ¼ 0:3, observed a threshold density of ne ¼ 2–3"
1018 cm#3 in an 8.5 mm long plasma; our model predicts
that the threshold density for self-injection should occur at
ne $ 3" 1018 cm#3. Froula et al. [25], using a 60 fs,
800 nm laser with !E $ 6 J, observed a threshold density
of ne $ 3" 1018 cm#3 in an 8.0 mm plasma; our model
also predicts ne $ 3" 1018 cm#3. Schmid et al. [36] us-
ing an 8 fs, 840 nm laser with !E $ 15 mJ, observed
electron beams at a density of ne $ 2" 1019 cm#3 in a
plasma 300 "m long; our model predicts a threshold of
ne $ 2:2" 1019 cm#3. Faure et al. [11], using a 33 fs,
820 mn laser, reported a dramatic decrease in the number
of accelerated electrons at ne $ 6" 1018 cm#3 in a 3 mm
gas jet with !E $ 0:5 J. Our model predicts a threshold
density of ne $ 7" 1018 cm#3.

These additional data points, together with those from
this experiment, are presented in Fig. 5. Because of the fact
that our model does not depend on a single experimental
parameter, we plot the experimentally observed density
threshold nt for each experiment on the x axis and against
the calculated threshold nmodel obtained using either
Eqs. (3) and (4) or Eq. (5). Figure 5 shows that our model
is in good agreement with experiments over nearly 3 orders
of magnitude in laser energy, whereas the threshold based
on Eq. (5) matches the observed threshold over only a very
limited range of pulse energies: it overestimates the thresh-
old density for low energy laser systems and, on the other
hand, would significantly underestimate the threshold for
very high energy laser systems.

We note that simulations by Yi et al. [22] show that, at
very low density and an initial laser spot size less than the
matched spot size, diffraction of the laser pulse leads to a
lengthening of the bubble which plays a role in determin-
ing self-injection. In that work they see self-injection with
a 200 J, 150 fs laser pulse at a density of ne ¼ 1017 cm#3.
Our model predicts that the threshold would be
ne $ 4" 1017 cm#3—actually in reasonable agreement
with [22], however our model relies on pulse compression
occurring over$ 10 cmwhereas Yi et al. show that in their

simulations injection occurs after just 5 mm. This indicates
that our model is only valid for initial laser spot sizes
greater than or equal to the matched spot size (as is the
case for the experiments shown in Fig. 5).
We now use our model to predict the self-injection

threshold density for lasers currently under construction.
For example, our model predicts that a 10 PW laser (300 J
in 30 fs, # ¼ 0:9 "m, such as the Vulcan 10 PW laser at
the Rutherford Appleton Lab, or the ELI Beamlines facility
in the Czech Republic) could produce electron injection at
as low as ne $ 2" 1017 cm#3 (assuming ! ¼ 0:5) in a
6 cm long plasma. For a 1 PW laser (40 J in 40 fs, # ¼
0:8 "m, such as the Berkley Lab Laser Accelerator,
BELLA), our model predicts that self-injection will occur
at a density of ne $ 9" 1017 cm#3 in 2.4 cm.
The lower the threshold density of a wakefield accelera-

tor, the higher the maximum beam energy. However, for
self-injecting accelerators there must be acceleration after
injection, requiring operation at densities slightly above
this threshold so that injection occurs earlier in the
interaction.
In summary, we have measured the effect of various

laser parameters on the self-injection threshold in laser
wakefield accelerators. The simple model we use relies
on the fact that pulse compression and self-focusing occur
and that only the energy within the FWHM of the focal
spot contributes towards driving the plasma wave. We find
that in cases where the interaction is limited by pump
depletion, the threshold can be expressed as a ratio of
P=Pc, but this ratio is not the same for all laser systems:
for higher power lasers the threshold occurs at a higher
value of P=Pc than for lower power lasers. When the
plasma length is shorter than the pump depletion length,
we find that the length of the plasma is an important
parameter in determining the injection threshold.
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