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Abstract

This PhD thesis reports on investigations of the atomic scale structure of model catalysts

relevant for the catalytic oxidation of CO and methane over Pd, and NOx reduction over

silver-alumina, important reactions in automotive catalysts. By using complementary ex-

perimental techniques such as X-ray Photoelectron Spectroscopy, High Pressure X-ray Pho-

toelectron Spectroscopy, Surface X-ray Diffraction, Low Energy Electron Diffraction, Infrared

Spectroscopy, and Scanning Tunneling Microscopy, combined with theoretical calculations,

the work presented in this thesis aims at an atomistic characterization of the active sites for

silver-alumina and Pd model catalysts which may help to the design of new and improved

catalysts. The results highlight the complexity of the different structures that may form upon

oxygen interaction with Ag and Pd single crystal surfaces.

The gas adsorption studies (CO, NO) on clean and oxidized silver surfaces give insights into

the chemical properties of the surfaces, information important for the understanding of the

reaction mechanism for the NOx reduction. We have been able to propose models for the

adsorption sites for CO and NO on oxidized Ag surface and to propose a model system for

the NOx reduction over silver-alumina.

A particular surface orientation of bulk Pd oxide, the PdO(101) was found to be active for

the oxidation of methane. Our studies allow us to reveal the active sites on the surface, in-

formation important for the design of better catalysts. Moreover, the results from the CO

oxidation over Pd(100) give new insights into the reaction mechanism. The active phase

switches between a surface with chemisorbed oxygen to a surface oxide when the oxygen

partial pressure is increased.
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Populärvetenskaplig Sammanfattning

Katalys är en nyckelteknik inom kemisk industri och spelar en förvånansvärt viktig roll i

vårt moderna samhälle. Många av de produkter och kemikalier som används i vårt dagliga

liv produceras faktiskt med hjälp av katalysatorer. En annan mycket viktig tillämpning är

att avlägsna giftiga ämnen från fordonsavgaser. Det mest fantastiska är att en katalysator

snabbar på och förenklar en reaktion utan att själv förbrukas under reaktionen! I hetero-

gen katalys, där reaktanterna är i gasfas och katalysatorn ett fast material, sker reaktionen på

ytan av katalysatorn, men förståelsen av denna process på atomär nivå är mycket begrän-

sad. För att öka förståelsen och därmed möjliggöra en mer rationell utveckling av framtida

katalysatorer har jag, i den här avhandlingen, undersökt ytstrukturen av katalytiskt aktiva

material i kontakt med reaktionsgaser.

Industriella katalysatorer är oftast mycket komplexa materialsystem och består av aktiva

metallpartiklar utspridda på en porös metalloxid, vilket gör dem svåra att karakterisera på

atomär nivå. Därför skapar man istället modellsystem som är lättare att studera. I den

här avhandlingen har vi använt modellsystem bestående av enkristallina katalytiskt aktiva

metallytor som med hjälp av yt-känsliga experimentella tekniker kan karakteriseras på en

atomär nivå. Speciellt har vi studerat katalytisk oxidering av CH4 och CO över palladium,

och reducering av NOx över silver-aluminiumoxid på en atomär nivå. Dessa reaktioner är

bland de viktigaste i en katalysator i ett modernt fordon.

Vi har undersökt hur silver- och palladiumytor växelverkar med gaser såsom CO, CH4, NO

eller H2 i en omgivning av höga mängder syre. För detta ändamål har vi använt en kombi-

nation av experimentella tekniker och teori och resultaten har gett en ny förståelse för hur

dessa gaser växelverkar med dessa ytor. De komplexa syrestrukturer som bildas på palla-

dium och silver vid höga syretryck, visar mycket annorlunda adsorptionsegenskaper än de

rena ytorna, information som kan visa sig vara viktig i mer realistiska miljöer. Med hjälp av

högupplöst fotoelekronspektroskopi har vi kunnat visa hur dessa gaser adsorberar på den

syretäckta silverytan, och föreslår vidare ett modellsystem för att i detalj kunna studera NOx

reducering över silver-aluminiumoxid.

I avhandlingen visas också att en speciell palladiumoxid yta, PdO(101) är mycket aktiv för

oxidering av både kolmonoxid och metan. Våra mätningar tillåter oss att avslöja de aktiva

sätena på ytan och ny information om reaktionsmekanismen, information som är viktig för

utvecklingen av bättre katalysatorer.
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Preface

About four years ago I entered the arena of surface science and catalysis with the goal to build

a logical understanding of the main catalytic phenomena associated with automobile ex-

hausts catalysis. During my years as a PhD student I have investigated the surface structure

of complex catalytic materials and their function at conditions approaching real industrial

working conditions of the catalyst and the results are presented in this thesis. The overall aim

of my work was an improved understanding of the connections between surface reactivity

and structure on the atomic scale. The studies were performed at large scale synchrotron

radiation facilities (MAX IV- Sweden, Bessy-Germany, Anka-Germany, ESRF-France, ALS-

USA), at the University of Florida and in our home laboratories. The calculations presented

in this thesis were performed at the University of Vienna and Chalmers University of Tech-

nology.

The thesis starts with an introduction to the research field, some theoretical aspects of re-

action kinetics and the methods used. The results are summarized in the following papers,

which are included in the second part of the thesis:

I High-resolution core-level spectroscopy study of the ultrathin aluminum oxide film on

NiAl (110),

N. M. Martin, J. Knudsen, S. Blomberg, J. Gustafson, J. N. Andersen, E. Lundgren, H.

Härelind Ingelsten, P.-A. Carlsson, M. Skoglundh, A. Stierle, G. Kresse,

Phys. Rev. B 83, 125417 (2011)

I planned the experiment, took part in the Photoelectron Spectroscopy measurements, an-

alyzed the data and wrote the manuscript.

II High-coverage oxygen-induced surface structures on Ag(111),

N. M. Martin, S. Klacar, H. Grönbeck, J. Knudsen, J. Schnadt, S. Blomberg, J. Gustafson,

and E. Lundgren,

submitted (2014)

I planned and took part in the Photoelectron Spectroscopy measurements. I have been

responsible for analyzing the spectroscopy data and wrote the manuscript.

III Mechanism for reversed photoemission core-level shifts of oxidized Ag,

H. Grönbeck, S. Klacar, N. M. Martin, A. Hellman, E. Lundgren, J. N. Andersen,

Phys. Rev. B. 85, 115445 (2012)

I took part in the Photoelectron Spectroscopy measurements and the discussions about the

manuscript.
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IV Carbonate formation on p(4×4)-O/Ag(111),

J. Knudsen, N. M. Martin, E. Grånäs, S. Blomberg, J. Gustafson, J. N. Andersen, E. Lund-

gren, S. Klacar, A. Hellman, H. Grönbeck,

Phys. Rev. B 84, 115430 (2011)

I took part in the measurements, analyzed part of the data, and took part in the discussion

regarding the manuscript.

V Facile NOx interconversion over preoxidized Ag(111),

S. Klacar, N. M. Martin, J. Gustafson, S. Blomberg, Z. Liu, S. Axnanda, R. Chang, E. Lund-

gren, H. Grönbeck,

Surf. Sci. 617, 167 (2013)

I planned and took part in the Photoelectron Spectroscopy measurements. I have been

responsible for analyzing the spectroscopy data and wrote part of the manuscript.

VI Toward a silver-alumina model system for NOx reduction catalysis,

N. M. Martin, E. Erdogan, A. Mikkelsen, H. Grönbeck, J. Gustafson, and E. Lundgren,

in manuscript

I planned the experiment, took part in the measurements, performed the analysis of the

results and wrote the manuscript.

VII Dissociative adsorption of Hydrogen on PdO(101) studied by HRCLS and DFT,

N. M. Martin, M. Van den Bossche, H. Grönbeck, C. Hakanoglu, J. Gustafson, S. Blomberg,

M. A. Arman, A. Antony, R. Rai, A. Asthagiri, J. F. Weaver, and E. Lundgren,

J. Phys. Chem. C, 117 (26), 13510 (2013)

I planned and took part in the Photoelectron Spectroscopy measurements, analyzed the

spectroscopy data and wrote the manuscript.

VIII Oxidation and reduction of Pd(100) and aerosol-deposited Pd nanoparticles,

R Westerström, M. E. Messing, S. Blomberg, A. Hellman, H. Grönbeck, J. Gustafson, N.

M. Martin, O. Balmes, R. van Rijn, J. N. Andersen, K. Deppert, H. Bluhm, Z. Liu, M. E.

Grass, M. Hävecker, E. Lundgren,

Phys. Rev. B. 83, 115440 (2011)

I participated in the High Pressure X-ray Photoelectron Spectroscopy measurements and

in the discussions regarding the results.

IX CO adsorption on clean and oxidized Pd(111),

N. M. Martin, M. Van den Bossche, H. Grönbeck, C. Hakanoglu, F. Zhang, T. Li, J. Gustafson,
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J. F. Weaver, and E. Lundgren,

J. Phys. Chem. C, 118, 1118 (2014)

I planned and took part in the Photoelectron Spectroscopy measurements, analyzed the

spectroscopy data and wrote the manuscript.

X Effects of non-local exchange on core-level shifts for gas-phase and adsorbed molecules,

M. Van den Bossche, N. M. Martin, J. Gustafson, C. Hakanoglu, J. F. Weaver, E. Lundgren,

H. Grönbeck,

in manuscript

I planned and took part in the Photoelectron Spectroscopy measurements, analyzed the

spectroscopy data and participated in the discussions regarding the manuscript.

XI The active phase of Palladium during methane oxidation,

A. Hellman, A. Resta, N. M. Martin, J. Gustafson, A. Trinichero, P.-A. Carlsson, O. Balmes,

R. Felici, R. van Rijn, J. W. M. Frenken, J. N. Andersen, E. Lundgren, H. Grönbeck,

J. Phys. Chem. Lett. 3, 678 (2012)

I took part in the Surface X-ray Diffraction measurements and took part in the discussions

regarding the results.

XII Oxide thickness dependent ligand effect,

N. M. Martin, M. Van den Bossche, A. Hellman, H. Grönbeck, C. Hakanoglu, J. Gustafson,

S. Blomberg, N. Johanson, Z. Liu, S. Axnanda, J. F. Weaver, and E. Lundgren,

submitted (2014)

I planned the experiment, took part in the measurements, analyzed the spectroscopy data

and wrote the manuscript.

XIII In situ X-ray Photoelectron Spectroscopy of model catalysts: At the edge of the gap,

S. Blomberg, M. J. Hoffmann, J. Gustafson, N. M. Martin, V. R. Fernandes, A. Borg, Z. Liu,

R. Chang, S. Matera, K. Reuter, and E. Lundgren,

Phys. Rev. Lett. 110, 117601 (2013)

I participated in the High Pressure X-ray Photoelectron Spectroscopy measurements and

in the discussions regarding the results.
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M. Martin, J. Knudsen, A. Vlad, E. Lundgren, A. Stierle, F. Basenbacher, J. V. Lauritsen,

Phys. Rev. Lett. 107, 036102 (2011)

XV Structure of the Rh2O3(0001) surface,
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Andersen, F. Mittendorfer and J. Gustafson,
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Surf. Sci. 616, 13510 (2013)

XVII A High Pressure X-ray Photoelectron Spectroscopy study of CO oxidation over Rh(100),

J. Gustafson, S. Blomberg, N. M. Martin, V. Fernandes, A. Borg, Z. Liu, R. Chang, E. Lund-
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Introduction

1.1 Background and research motivation

Catalysis is a key technology in chemical industry and plays a vital role in our modern so-

ciety. Most of the products and chemicals used in our daily life are produced by the use of

catalysis at one stage or another. Catalysts are widely used in the pharmaceutical industry,

in the production of fuels and plastics and in solving air and water pollution problems [1].

As almost every aspect of modern living is dependent on catalysis, this subject is well worth

studying and understanding [2, 3] and therefore a significant amount of research is devoted

to improve catalysts.

The birth of the field of catalysis took place in 1836, when J. J. Berzelius defined the phe-

nomenon of catalysis in order to explain different transformation reactions [4]. Some years

later, in 1895, W. Ostwald proposed a definition for a catalytic material (Nobel Prize 1909)

that is still valid today: "A catalyst is a substance, which affects the rate of a chemical reaction

without being part of its end products." [5] During the reaction, the catalyst forms bonds with

the reactants, which may result in intermediate species to form and react, at a much lower

energy cost than in the absence of a catalyst. This is schematically illustrated in Fig. 1.1. By

introducing a catalyst, the energy barrier between reactants and products is reduced by pro-

viding an alternative reaction path consisting of steps with lower activation energy than for

the uncatalyzed reaction. This will be discussed further in Chapter 5.

One of the first applications of catalysis was the synthesis of ammonia (N H3), an important

ingredient for making fertilizers, realized in 1909 by F. Haber (Nobel Prize 1919) using an os-

mium catalyst [6]. Later, C. Bosch (Nobel Prize 1931) transformed the process to industrial

scale producing the first plant in 1913. The technology has later been applied worldwide

using iron or copper catalysts, which enabled engineers to carry out the reactions at more

ambient temperatures. During the 20th century catalysis has been the subject of extensive

research, new techniques allowing insights into the atomic scale properties of different sur-

faces have been developed, enabling scientists to move a step further towards understand-

ing catalysis on the atomic scale [7]. It became possible to study the catalytic mechanisms

when the Langmuir-Hinshelwood kinetics became available in the mid 1920s. The devel-

3
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Figure 1.1: Comparison of the activation energy barriers of an uncatalyzed reaction and the
same reaction with a catalyst. A substantial energy barrier has to be overcome in the uncat-
alyzed reaction and, therefore, has a slower rate. The catalyst lowers the energy barrier but
does not affect the actual energies of the reactants or products.

opment of the surface science field and vacuum technology in the second half of the 20th

century has contributed significantly to our understanding of catalysis. A recent Nobel Prize

in Chemistry to surface scientist Gerhard Ertl (2007) in the field of catalysis emphasizes the

importance of surface science research in this field [8]. Aside from the experimental meth-

ods, theoretical studies utilizing density functional theory (DFT) calculations have also con-

tributed to a better understanding of the reaction mechanisms on different surfaces.

Catalysis can be divided into two categories: homogeneous and heterogeneous catalysis.

This thesis deals with heterogeneous catalysis, where the reactants and the catalyst are in

different phases. Usually the catalyst is a solid and the reactants are either gases or liquids

[9]. Many industrially important reactions are catalyzed by the surfaces of solids. Heteroge-

neous catalysts are often composed of metals and metal oxides. The initial step in heteroge-

neous catalysis is usually the adsorption of reactants. The steps involved during a catalytic

reaction will be described in Chapters 4 and 5.

One important application of heterogeneous catalysis concerns protection of the environ-

ment through removal of toxic substances from automotive exhaust. A good example is the

catalytic converter found in the car exhaust gas systems. Most modern cars are equipped

with a catalytic converter removing most of the toxic exhaust gases from the processes in

a combustion engine. Its function is to reduce harmful emissions from entering the atmo-

sphere. Due to incomplete combustion, the exhaust gas contains a mixture of different gases

such as CO and unburned hydrocarbons, together with NOx , which are harmful to the envi-
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ronment. The catalytic converter used in most combustion gasoline engines is the so-called

Three Way Catalyst (TWC) [10, 11] introduced in the 1970s. It consists of noble metal par-

ticles (Pt, Rh, Pd) supported on a ceramic monolith and is able to reduce the emissions of

NOx , CO and unburned hydrocarbons (HC) with high efficiency.

Surprisingly, many catalysts used today are designed by a trial-and-error approach. This is

because many of the catalytic processes are not understood on a fundamental level, moti-

vating an impressive amount of work in this field in the last decades. Despite these efforts,

many essential questions about catalytic reactions remain unanswered. An atomic scale un-

derstanding of the reaction mechanisms is needed for the design of better catalysts that can

keep up with our developing world. The work presented in this thesis aims at understanding

a part of the fascinating and indispensable phenomenon of catalysis and answering some

questions related to the activity and the active phase.

1.2 This work

The aim of the work presented in this thesis is to generate fundamental atomic scale in-

sights of the catalytic oxidation of CH4 and CO over Pd, as well as NOx reduction over silver-

alumina, among the most important reactions in automotive catalysts. This thesis is struc-

tured as the following: the thesis starts with an introduction to the surface science approach

to catalysis (Chapter 2) and the structure of surfaces (Chapter 3). Then, concepts of gas-

surface interaction such as adsorption of gases, chemisorption, the d-band model and chem-

ical reactions are presented in Chapters 4 and 5. The description of the experimental tech-

niques used in this work is presented in Chapter 6 and the results are summarized in Chapter

7 and presented in Papers I to XIII.

In the first part of the results presented in the present thesis (Papers I-VI) we have initiated

a study to understand the silver-alumina model catalyst used for lean NOx reduction. In

order to reduce fuel consumption and thereby CO2 production, it is desirable to use diesel

and lean-burn engines with a high air-to-fuel ratio. The TWC has a disadvantage, though,

namely that it can only efficiently reduce NOx , while oxidizing CO and HC simultaneously,

in a very narrow air-to-fuel ratio. Using lean-burn and diesel engines, the air-to-fuel ratio

is too high for the TWC to efficiently reduce NOx . The CO and unburned HC found in the

exhausts of engines running at stoichiometric conditions are needed to reduce NOx over

the TWC [12], but the high oxygen content in the lean-burn exhaust may also form inac-

tive oxides [13]. Therefore, a different approach to reduce NOx in oxygen excess atmosphere

is needed. Among other material systems, it has been observed that a catalyst based on

aluminum oxide impregnated with Ag is effective in reducing NOx [14, 15] when using an

additional hydrocarbon, such as ethylene as a reducing agent. The exact structure of this
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catalyst is unknown, and the role of the Ag is not clear. However, owing to the presence of

oxygen during the lean NOx reduction, it is not unlikely that the Ag is highly coordinated

to oxygen or even oxidized. The starting point in understanding the silver-alumina catalyst

was to investigate the role of the Ag in the catalyst. We have studied the oxidation of a silver

single crystal surface and showed that a set of different oxygen-induced surface structures

may form. Moreover, the interaction of silver oxide with CO and NO was also investigated. In

this way we have been able to propose models for the adsorption sites of CO and NO on an

oxidized Ag surface, information important for the understanding of the reaction pathway

of the catalytic reduction of NOx to N2. Furthermore, we have studied the structure of the

aluminum oxide film grown on NiAl(110) (γ-alumina) that serves as a model support for the

bulk alumina and have developed a model system for facilitating studies of NOx reduction

over silver-alumina.

The second half of the thesis focuses on the understanding of Pd catalysts used for methane

and CO oxidation reactions (Papers VII-XIII). Methane is the main component in natural

gas with the highest hydrogen-to-carbon ratio and therefore containing a high amount of

energy. It is used in natural-gas engines for automotives, and it is expected that the use of

methane fueled engines will increase in the nearby future. The exhaust gases from natural-

gas (methane) engines contain hydrocarbons consisting mostly of unburned methane. Since

this gas is a significant greenhouse gas (a greenhouse factor of 20 compared to CO2), it is im-

portant to remove it from the exhaust gas using a catalyst. Palladium is known to be an im-

portant catalyst for the cleaning of automotive exhausts as well as in methane combustion.

At the moment very little work is available for natural-gas engine exhaust which contains

excess oxygen. It is however believed that Pd is even more active for methane oxidation at

excess oxygen when a bulk-like Pd oxide may form. The aim of this work was to under-

stand how methane is oxidized using Pd as a catalyst under realistic conditions. As previous

work suggested a bulk-like PdO as responsible for the increased activity of this catalyst, we

have studied the oxidation of Pd in ultra-high vacuum conditions following the preparations

methods described in the literature to produce a high quality Pd oxide film (Paper VII). The

gas adsorption measurements (Papers VII-IX) on the PdO film confirmed the assignment of

the undercoordinated metal atoms at the surface of the oxide and therefore we concluded

that the PdO film grown on Pd(100) and Pd(111) exposes the (101) orientation. Armed with

this information we have studied the methane oxidation over Pd using high pressure X-ray

Photoelectron Spectroscopy and Surface X-ray Diffraction. The measurements strongly sug-

gest that there is an increased methane oxidation over Pd when PdO(101) is formed and that

the reaction proceeds over the 3-fold coordinated Pd atoms at the surface of the oxide (Pa-

pers XI-XII). This information is a key for an atomic-scale understanding of the methane

interaction and oxidation over Pd in an oxygen rich environment in close to realistic envi-

ronments.



2

The Surface Science Approach to
Catalysis

The aim of the surface science approach to catalysis is to obtain an atomic level understand-

ing of the catalyst and preferably to pinpoint the location of the active sites on the surface

[16]. An industrial catalyst consists of active metal nanoparticles dispersed on an oxide sup-

port to maximize the surface area and to reduce the amount of catalyst needed. Atomic scale

surface characterization of this kind of systems, under working conditions, is very difficult,

if not impossible. Thus, our ability to relate the observed effects in reactivity to the atomic

scale is limited and attention has been turned into studying simplified systems as already

suggested by I. Langmuir in 1922 (Nobel Prize 1932): "In order to simplify our theoretical

consideration of reactions at surfaces, let us confine our attention to reactions on plane sur-

faces. If the principles in this case are well understood, it should then be possible to extend the

theory to the case of porous bodies" [17].

Since then, scientists have made considerable progress in understanding the catalytic re-

action mechanisms by studying metal single crystal surfaces in ultra-high vacuum (UHV)

conditions [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] culminating with the Nobel Prize in

Chemistry awarded to Gerhard Ertl in 2007 for his ground-breaking surface science studies

of catalysts [8]. To emphasize the importance of the surface science approach to catalysis,

the mechanism of some catalytic reactions has been elucidated from UHV measurements as

for example ammonia synthesis [31].

2.1 Single crystal surfaces as model catalysts

Model catalysts are systems that are easier to study than real catalysts and they can be used

to correlate the observed activity effects to particular sites on the surface. The model cata-

lysts traditionally studied in surface science, and in the present work, consist of well-ordered

single crystal surfaces of catalytic materials that are prepared under UHV. The surface struc-

ture of the materials used in this work will be presented in more detail in Chapter 3. Using

surface science techniques the atomic structure, electronic and chemical properties can be

7
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investigated. Then the reaction on model catalysts can be compared to reactions on more

realistic catalysts [32].

2.2 Pressure and materials gap

Although several studies have reported a good agreement, the UHV methodology used in

surface science differs from the real world catalysis, with elevated pressures and high sur-

face area materials introducing the so-called pressure and materials gaps between applied

catalysis and the surface science community [8]. The pressure gap refers to the difference in

pressure between the UHV surface science experiments (P < 10−6 mbar) and the atmospheric

or elevated pressure at which real catalysts operate (up to 100 bar), while the materials gap

refers to the structural difference between the single crystal model catalysts and the metal

nanoparticles dispersed on an oxide support in a real catalyst.

During the last years significant research has been conducted to close these gaps. Recently,

new developments in experimental techniques capable of in situ studies under elevated

pressure conditions have been added to the arsenal of surface science techniques [29, 33,

34, 35, 36, 37, 38, 39]. In this thesis techniques such as Surface X-ray Diffraction and high-

pressure X-ray Photoelectron Spectroscopy have been used to investigate the NOx reduction,

CO and methane oxidation reactions under conditions closer to real application conditions

as reported in Papers V, VIII, XI-XIII. Increasing the complexity of the model systems, for

example by growing the active catalyst material as nanoclusters on a specific facet of a rele-

vant metal oxide support [40, 41, 42, 43], is one way to bridge the materials gap. In the work

presented in this study the complexity of the model systems investigated was gradually in-

creased from single crystals to dispersed metal nanoparticles on oxide support (Papers VI,

VIII).



3

Surface Structures

One of the major properties of the catalyst is the surface structure [44]. Therefore, under-

standing the basics of surface structure is essential to understand catalysis. A surface can

be defined as an abrupt termination of the bulk where the atoms do not have neighboring

atoms in the direction out of the surface. This undercoordination results in free bonds at the

surface that are available for interaction with incoming molecules. Most surfaces consist of

a mixture of flat regions and defects, with a different local distribution of atoms at each of

these surface sites.

3.1 Crystal structure

In order to study surfaces, the basics of crystal structure must first be understood. A crys-

tal consists of atoms arranged in a pattern that repeats periodically in three dimensions.

The smallest unit from which the whole crystal can be constructed by translational displace-

ments is called the primitive unit cell [45]. A crystal, inside which all unit cells are aligned

with the same orientation is called a single crystal. A material which consists of crystallites

with different orientations is called polycrystalline. In this thesis single crystal surfaces were

mostly studied and the focus will therefore be on the geometry of single crystals.

To describe crystalline solids, the position of each atom in the unit cell needs to be specified.

This is usually referred to as the basis. Most metals can be described by a cubic unit cell (see

Fig. 3.1). By placing an atom at each corner of the cube the simple cubic (sc) structure is ob-

tained. Adding an atom in the center of the cube will result in the body centered cubic unit

cell (bcc) and by placing an atom at the center of each face of the cube will result in the face

centered cubic unit cell (fcc). Relevant for this thesis are the fcc and bcc lattices, described in

the next section.

A single crystal is grown from a molten metal and by cutting its surface along a desired ori-

entation the surface is created. Laue X-ray diffraction is used to check for accuracy of the

orientation and the surface is later mechanically polished. Generally, it is difficult to cut a

crystal to exactly the required surface and therefore the surface usually presents steps relat-

ing to the angle of the cut (≈ 0.5◦ off the indicated plane). Different single crystal surfaces

9
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Figure 3.1: Crystal unit cells. a) Simple cubic (sc), b) body centered cubic (bcc), c) face cen-
tered cubic (fcc). The atoms are represented by the blue spheres.

were used in this thesis, NiAl(110), Ag(111), Pd(111) and Pd(100) and their surface structure

can be described by the bcc (NiAl) and fcc (Ag, Pd) lattices, respectively.

3.2 Surfaces

As surfaces with certain orientations have been studied in this work, it is important to dis-

tinguish between different surface orientations. This is done by using the so-called Miller

indices, which is a way to describe planes within a unit cell of a crystal. If these planes are

extended within the crystal they will include atoms arranged in a periodic fashion. These

planes are defined by their intersection points with the coordinate system but written as

reciprocal values (the inverse distance from the origin to the intersection). For cubic struc-

tures, these Miller indices are also referred to as (hkl). The notation [hkl] denotes the vector

perpendicular to the (hkl) surface. If the Miller indices are 0 or 1 the planes are called low

index planes.

In this thesis the low index surface orientations of Pd, Ag (both described by a fcc lattice) and

NiAl (described by a bcc lattice) single crystal surfaces are studied in more detail. Fig. 3.2

and Fig. 3.3 show the structures of the (100), (110) and (111) surfaces for the fcc and bcc

structures, respectively. The coordination of the atoms in each of these surface planes is

different. The (100) surface forms a squared periodicity on the surface, while a hexagonal

periodicity is observed for the (111) plane. For a fcc lattice (see Fig. 3.2) each atom in the

surface plane has 6 neighbors for the most closed packed (111) surface, 4 for the (100) and

only 2 neighbors for the (110) surface. Coordination has a significant effect on the reactivity

as surfaces with lower coordination atoms have the highest surface free energy (see Section

3.5) and from a thermodynamic point of view there will be a tendency to minimize this en-

ergy by bonding with other molecules. This is also important for the equilibrium shape of

nanoparticles which, according to Wulff construction (section 3.6.2), expose the common
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low surface-energy facets.

3.2.1 Clean surfaces

The cleanliness and chemical composition of surfaces can be determined experimentally

using surface science techniques described in Chapter 6. In Fig. 3.4 the Low Energy Elec-

tron Diffraction (LEED) patterns and X-ray Photoelectron spectra from the clean Ag(111),

NiAl(110), and Pd(100), some of the single crystal surfaces used in the present work, are pre-

sented.

Ag is a noble metal crystallizing in the fcc structure with a lattice constant of a=4.0853 Å and a

melting temperature of almost 1235 K [46]. The electronic configuration for Ag is 4d10s1. The

(111) surface is a so-called "closed packed" surface. The surface unit cell is hexagonal, with

an atomic distance of a/
p

2=2.88 Å as illustrated by the LEED pattern shown in Fig. 3.4 (a).

The Ag 3d5/2 spectrum recorded at normal emission with a photon energy of 430 eV shows a

single peak at a binding energy of 368.16 eV corresponding to bulk Ag.

The NiAl(110) surface serves as a substrate on which an aluminum oxide film may be grown.

NiAl is one of several ordered nickel-aluminum alloys [47]. It has a bcc structure with Ni

atoms at the corners of the cube and an Al atoms in the center, similar to CsCl with a lattice

constant a=2.89 Å and high melting point of 1911 K. The high melting point of the alloy al-

lows for high preparation temperatures. The (110) surface has a rectangular unit cell with

sides of a
p

2=4.08 Å and a, respectively as illustrated in Fig. 3.3 (b). The LEED pattern in

Fig. 3.4 (b) shows a rectangular lattice. The Al 2p X-ray Photoelectron spectrum is decom-

posed using 2 components that are each split into two peaks separated by 0.4 eV due to the

spin-orbit splitting and with an intensity ratio of 1:2. The blue component is assigned to Al

atoms in the bulk of the NiAl and the red component shifted 0.1 eV towards lower binding

energy to the surface Al atoms [48]. Similar shift has been observed for some other alloy sys-

tems [49, 50].

Pd is a transition metal crystallizing in the fcc structure with a lattice constant a=3.89 Å [51]

and a melting point of 1828 K. In the (100) orientation, the surface unit cell (see Fig. 3.2 (c))

is squared with a lattice constant of a/
p

2=2.75 Å. The LEED pattern in Fig. 3.4 (c) shows a

squared (1× 1) lattice. The Pd 3d spectrum shows a bulk Pd component at about 335 eV

(black) and a surface component (shifted -0.3 eV with respect to bulk Pd) from the Pd atoms

located in the surface layer (brown).
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Figure 3.2: The unit cell and the low index (111), (110) and (100) planes ((a),(b) and (c)) with
the corresponding cut surfaces for a fcc lattice.
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the corresponding cut surfaces for a bcc lattice.
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Figure 3.4: The LEED patterns and the corresponding X-ray Photoelectron spectra from the
clean (a) Ag(111), (b) NiAl(110) and (c) Pd(100) samples. The electron and photon energies
used were: (a) 120 eV, 430 eV, (b) 60 eV, 130 eV, (c) 60 eV and 435 eV, respectively.

3.3 Surface reconstructions

Because of the missing neighbors in the direction out of the surface, a surface exhibits dif-

ferent properties as compared to the bulk of a crystal. For many surfaces, a rearrangement

of the atoms can occur in order to minimize the surface energy [52]. Two kinds of rearrange-

ments may occur when surfaces are created: relaxations and surface reconstructions.

Relaxation refers to a small rearrangement of the surface layers but with no changes in the

periodicity parallel to the surface or in the symmetry of the surface. The reconstruction of

surfaces, on the other hand, involve a change in the periodicity of the surface structure and

even a change in surface symmetry, with large displacements of the surface atoms. Most of-

ten a new surface unit cell, different from the bulk unit cell, is formed. The clean surfaces

used in this thesis (Pd(111), Pd(100), Ag(111), NiAl(110)) do not reconstruct in UHV condi-

tions.

3.3.1 Adsorbate-induced reconstructions

The adsorption of atoms or molecules on a surface leads to the formation of bonds between

the adsorbate and the substrate (see Chapter 4). The most common on-surface adsorption
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Figure 3.5: Possible adsorption sites on a hexagonal lattice: on-top, bridge and three-fold
hollow.

sites on a hexagonal lattice are shown in Fig. 3.5. The difference between the fcc and hcp

sites is that in the former case the adsorbate molecule is located above a metal atom of the

third layer, while it is located above the metal atom of the second layer for the latter case. A

useful notion when describing adsorbate structures is the coverage. Usually the coverage is

expressed in MonoLayers (ML), where 1 ML corresponds to the number of substrate atoms

in the surface layer.

In order to minimize the surface energy, the adsorbate will often arrange in well-ordered

structures. Adsorbate structures are described in relation to the unit cell of the substrate.

This is done by using the Woods notation (see Fig. 3.6), which is a way of describing ordered

surface structures as reconstructions or adsorbate arrangements. The unit cell of the ad-

sorbed gas molecule, defined by the two vectors b1 and b2, is usually referred to the units of

the bulk terminated surface of the substrate [53, 54]. Wood’s notation first involves specify-

ing the lengths of the two overlayer vectors, b1 and b2, in terms of the surface vectors a1 and

a2, respectively. This is then written in the format :

c/p(
b1

a1
× b2

a2
)Rθ−X , (3.1)

where c, p denotes centered or primitive cell, a,b are the unit vectors, θ is the angle of

rotation between the adsorbate and the substrate lattices, and X represents the adsorbed

molecule.

Fig. 3.6 shows different adsorbate structures of CO adsorption on a clean Pd(111) surface

for different CO coverages. The initial exposure of Pd(111) to CO results in the formation of

(
p

3×p
3)R30◦ and c(4×2)-2CO structures with coverages of 0.33 and 0.5 ML, respectively,

while at higher coverages a (2×2)-3CO structure can form with CO occupying the 3-fold hol-

low, bridge and atop sites [55]. The c(4×2)-2CO structure is further discussed in Paper IX.
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Figure 3.6: Wood’s notation for different adsorbate structures formed upon CO adsorption
on Pd(111).

Adsorption of gases on a metal surface may also be accompanied by a reconstruction of the

surface atoms. For instance, the O2 adsorption is usually dissociative and most often, at

higher oxygen pressures, the surfaces tend to reconstruct forming different oxide structures.

3.4 Oxidation

Metals are generally unstable when exposed to an oxidative environment and most of them

are forming metal oxides. In general, the oxidation can be defined as the reaction between a

metal and oxygen atoms, with the oxygen atoms mixing with the metal atoms forming a new

compound. In an initial stage of oxygen interaction with the metal surface, the oxygen can

be chemisorbed on the surface. The chemisorption process will be described in more detail

in Chapter 4. If one continues to dose oxygen onto a metal surface, the oxygen coverage will

increase up to a critical value where the repulsive interaction between the O ad-atoms pre-

vents adsorption on the nearest neighbor site and it becomes energetically more favorable

for the oxygen atoms to start penetrating the metal surface and form an oxide [56].

3.4.1 Oxide growth

Generally the oxidation process of metal surfaces is discussed within a nucleation and growth

model. In a first step, stable oxide nuclei are formed on the metal surface from which the

film may grow. Oxide growth can be described by the growth models described in Section

3.6.1. In order for the oxidation to proceed the oxygen molecule needs to dissociate on the

surface and a charge transfer between the metal and oxygen occurs. The oxidation kinetics

is dictated by both the supply of metal atoms, which have to detach from the metallic net-

work, and by the atomic surface oxygen species which have to be formed by dissociation of

molecular oxygen from the gas phase. Also, the transport of at least one reactant through

the product is important. In order to replace a metal-metal bonding with a metal-oxygen

bonding, energy is needed which is usually accomplished by increasing the temperature.
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Metal oxides represent an interesting class of materials with a wide range of applications.

In this work several types of oxides have been studied at the atomic scale to understand

and eventually to improve the physical and chemical properties of their surfaces. Below the

structures formed upon oxidation of Ag and Pd are discussed.

3.4.2 Oxidation of Ag(111)

When exposed to oxygen, the Ag(111) surface displays a range of reconstructions depend-

ing on the oxygen coverage. Due to the importance of Ag oxides in various applications,

these structures have been studied intensively since the 1970s [57, 58, 59, 60, 61, 62, 63]. De-

spite over 40 years of research, a detailed understanding of many of these structures is still

missing and recent studies indicate that the oxidation of Ag(111) is more complicated than

previously believed [64]. This may have implications for the understanding of the catalytic

processes over Ag.

Ag O 

(a) (b)

Figure 3.7: (a) The unit cell of the Ag2O. The (111) plane is indicated by the dashed line. The
one layer model of the (111) orientation of Ag2O is shown in (b).

The first observed oxygen-induced structure on Ag(111) is the p(4× 4) structure. This sur-

face structure was observed in 1972 by G. Rovida et al. [63]. A structural model based on a

Ag-O-Ag three layer slab of bulk oxide Ag2O in (111) orientation rotated by 30◦ was proposed

(see Fig. 3.7 (b)). Since then different techniques have been used to solve the structure and

different models have been proposed [65, 66, 67, 68, 69, 70, 71]. A more convincing model

based on several experimental techniques combined with theoretical simulations was pre-

sented by Schmid [72] and Schnadt [73] in 2006. The reported model was found to have no

resemblance to bulk silver oxide, instead a structure composed of a triangular arrangement

of six Ag atoms was proposed. The Ag atoms in the triangles are placed in either fcc or hcp

sites as illustrated in Fig. 3.8. Each pair of Ag triangles is connected by two O atoms, resulting

in six oxygen atoms per unit cell.
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c(4  8) p(7  7)p(4  4)

Figure 3.8: Oxygen-induced surface structures on Ag(111): p(4×4), c(4×8) and p(7×7). The
red spheres represent the O atoms, the gray spheres the Ag(111) substrate atoms and blue
spheres the overlayer Ag atoms. The unit cells are indicated by the black lines and the yellow
lines indicate the Ag6 building blocks.

In addition to the p(4×4) structure, a number of other oxygen-induced structures on Ag(111)

have been reported. The p(4×5
p

3)rect and c(3×5
p

3)rect structures have similar O coverage

(0.375 ML for the p(4×4) and p(4×5
p

3)rect phases and 0.4 ML for the c(3×5
p

3)rect phase)

and are composed of triangular arrangements of Ag atoms [64].

In paper II we have studied the oxidation of Ag(111) with atomic oxygen. The results show

the formation of more oxidized silver surfaces as compared to the p(4×4) phase for higher

oxygen exposure, namely the c(4× 8) and Ag2O like phases. The proposed model for the

c(4×8) phase is shown in Fig. 3.8. The Ag atoms occupy both bridge and hollow sites and the

O atoms are located in bridge or on-top positions. Above 0.5 ML, bulk-like Ag2O islands start

to form on the Ag(111) surface. The bulk silver oxide, Ag2O was found to grow in a Stranski-

Krastanov growth mode on Ag(111) [74]. A model based on a hexagonal arrangement with a

p(7×7) periodicity was proposed for a single-layer Ag2O bulk-like oxide as shown in Fig. 3.8.

It consists of hexagonal rings structures of Ag atoms coordinated to two O atoms where the

bonding of the oxide layer to the substrate is mediated by O atoms sitting on bridge, three-

fold and on-top sites.

In this work we have studied the interaction of silver oxides with CO and NO and found that

CO/NO may react with the adsorbed oxygen on the p(4×4) structure and form carbonates

(CO3) or nitrates (NO3). The results are presented in Papers IV-V.

3.4.3 Pd oxidation

The interaction of Pd with oxygen has extensively been studied in the literature [75, 76, 77, 78,

79, 80, 81]. The oxidation of Pd(100) results in first the formation of two ordered overlayers

in UHV, the p(2×2) and c(2×2) with coverages of 0.25 and 0.5 ML, respectively where oxygen

atoms occupy the 4-fold hollow sites as illustrated in Fig. 3.9 [82, 83]. These chemisorbed

structures were also observed during CO oxidation in a 1:1 ratio of CO and O2 below 450◦ C
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p(2  2)/(100) c(2  2)/(100) p(2  2)/(111)

(a) (b) (c)

Figure 3.9: Schematic representation of the p(2×2) (a) and c(2×2) (b) adlayer structures on
Pd(100) and p(2×2) (c) structure on Pd(111). The blue spheres represent Pd atoms while the
small red spheres are O atoms.

(Paper XIII). A similar chemisorbed overlayer has also been observed to form on Pd(111) [84]

(p(2×2), 0.25 ML as shown in Fig. 3.9 (c)).

At higher oxygen coverages a surface oxide forms with a (
p

5×p
5)R27◦ in plane periodic-

ity and a coverage of 0.8 ML, accompanied with a reconstruction of the topmost Pd layer as

illustrated in Fig. 3.10 (a). We found that a similar surface oxide also forms on Pd nanopar-

ticles (Paper VIII). As reported earlier [78], this surface oxide can be described by a bulk-like

PdO(101) overlayer on top of Pd(100) where the Pd atoms are coordinated to 2 or 4 O atoms

and the O atoms are coordinated to 3 or 4 Pd atoms. Every second row of oxygen atoms is

located slightly below the surface as it can be seen in the side view image in Fig. 3.10 (a).

In contrast, the resemblance to the bulk oxide is lost when a surface oxide forms on the more

closed surface of Pd, the (111) surface. The surface oxide that forms on Pd(111) has a "per-

sian carpet" like structure in STM with a (
p

6×p
6) periodicity, a coverage of 0.67 ML and

a Pd5O4 stoichiometry [80]. The Pd atoms occupy bridge or hollow sites and are coordi-

nated to 2 or 4 O atoms as shown in Fig. 3.10 (b). Similar to the (
p

5×p
5)R27◦/Pd(100), the

(
p

6×p
6)/Pd(111) presents a buckling of the O lattice: half of the O atoms are sitting at the

interface between the surface oxide and the substrate and are also coordinated to the sub-

surface Pd atoms.

By further oxidation of the Pd surface, a bulk-like 3D oxide may form. The bulk PdO crys-

tallizes in a tetragonal structure (a=b= 3.043 Å , c= 5.336 Å) [85] with all Pd atoms having an

equivalent planar coordination to 4 O atoms and all O atoms are tetrahedrally surrounded

by 4 Pd atoms (Fig. 3.11 (a)). It has been reported that a bulk oxide forms on the Pd(100)

surface in oxygen excess atmosphere above 600 K with a Stranski-Krastanov growth mode

[83, 86] where the islands of PdO are formed on top of the surface oxide resulting in a quite

rough surface. PdO(101) has been shown to be the most favorable orientation of the PdO on

Pd(100) due to the low misfit of the film and the substrate [87]. This is the only low index
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Figure 3.10: Schematic representation of the (
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6) (b) surface
oxides on Pd(100) and Pd(111), respectively. The unit cells are indicated by the red squares.
The blue spheres represent Pd atoms while the small red spheres are O atoms. The Pd atoms
at the surface are lightened.

surface termination of bulk PdO that has undercoordinated metal atoms at the surface. The

stoichiometric PdO(101) surface consists of alternating rows of Pd or O atoms with different

coordinations (3- or 4-fold coordinated) with half of the surface O and Pd atoms coordina-

tively unsaturated (undercoordinated). In Paper VII we have confirmed previous investiga-

tions [88, 89] and by using spectroscopy techniques we have found strong indications that a

PdO(101) also form on the Pd(111) surface.

3.5 Phase stability

Different adsorbate-substrate structures may be formed during the adsorption of gases. The

stability of these structures is determined by the total surface free energy, which should be

minimized. The system with the lowest surface free energy is the most stable one.
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Figure 3.11: The tetragonal unit cell of bulk PdO (a) with the (101) plane indicated. Model
structure of PdO(101) showing both top (b) and side views (c-d). Pd and O atoms are indi-
cated by the green and red colours, respectively.

A useful method that has also been used throughout this work to complement the experi-

mental data and predict the stability of different adsorbate-substrate structures is ab initio

thermodynamics which is described in more detail in Chapter 6 (section 6.7.2).

Surface free energy

The internal energy of a system, E, depends on the entropy, S, the volume, V and the number

of particles N in the system. It costs energy to form a surface and the internal energy of a

system will increase by a value proportional to the area of the surface formed, A, and the

proportionality constant is called the surface free energy, γ:

E sur f = T S −pV +µN +γA, (3.2)

where T is the temperature, p is the gas pressure and µ is the chemical potential of the sys-

tem. The surface free energy plays a very important role in the determination of the equi-

librium structure of a surface. Introducing the Gibbs free energy of the surface (G sur f =
E sur f −T S +pV ), the surface free energy can be written as:

γ= 1

A
[G sur f −Nµ], (3.3)

For a multicomponent system in equilibrium with a gas reservoir, the surface free energy is

written as:

γ(T, pi ) = 1

A

[
G sur f −

∑
i

Niµi (T, pi )

]
, (3.4)

where i refers to the various species present in the system and the chemical potential de-

pends on the pressure and temperature conditions of the surrounding gas phase. Surfaces

will always tend to minimize the surface free energy.
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3.6 Thin films

3.6.1 Growth modes

The adsorption process may result in the creation of a thin film/overlayer on the exposed

surface. The growth of thin films have previously been described in the literature [90]. In

general three different growth modes can be distinguished and are illustrated in Fig. 3.12

[91]: Frank-van-der Merwe (FM), Vollmer-Weber (VW)and Stransky- Krastanov (SK) growth.

The FM growth mode is usually encountered for overlayers with surface energy lower than

the substrate (γsubstr ate > γi ner f ace +γ f i lm , where γx represents the surface free energy of

material X ) and no strain resulting in a complete wetting of the substrate, i.e. layer-by layer

growth. When the interaction between the layer atoms is greater than the film-substrate in-

teraction, a 3D island growth is observed (VW) (γsubstr ate < γi nter f ace +γ f i l m). Sometimes,

the layer-by-layer growth at a given thickness may be replaced by a 3D growth, generally

referred to as a SK mode.

(a) (b) (c)

Figure 3.12: Different modes of film growth: (a) Frank-van-der Merwe, (b) Vollmer-Weber
and (c) Stranski-Krastanov growth modes.

3.6.2 Wulff construction

Wulff construction is a method to determine the thermodynamically most stable shape of

a crystal (particle) by assuming minimal surface free energy. The construction is based on

Wulff’s assumption that the distance from the center of the particle (crystallite) to the surface

of a particular plane is proportional to the surface free energy. The particle shape is thought

of as a polyhedron with several possible different faces i , which have a specific surface free

energy γi . The surface plane with the smallest free energy will dominate over the others. The

closed packed surfaces have in general the smallest surface free energies and dominate on

small particles as for example the (111) surfaces for the fcc and hcp metals and (110) for the

bcc metals [92, 93]. When a face of the crystal makes contact to the substrate, the interfacial

energy should also be considered. A large interface energy leads to wetting of the surface. It

is important to note that the surface free energy of a particle may change depending on the

surrounding gas pressure, which in turn affects the surface structure, changing its equilib-

rium shape.
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Gas-surface Interaction

As described previously in Chapter 2, the aim of the surface science approach to catalysis

is to obtain an atomic scale understanding of catalytic reactions. On a molecular level this

means understanding the adsorption and desorption of molecules on the nanoparticles, the

breaking of bonds in the reactant molecules and the formation of bonds in the products.

One of the most important reactions in heterogenous catalysis is the reaction between the

gas molecules with the metal surface [94]. The interaction of gases with NiAl(110), Ag(111),

Pd(111) and Pd(100) surfaces has been studied in this work. This chapter contains the main

concepts involved when gases adsorb and dissociate on a metallic surface. For this, knowl-

edge of the adsorption process and adsorbate geometries are important.

Adsorption is the process where molecules from the gas phase (adsorbates) bind on a solid/

liquid surface (adsorbent, substrate). In 1932, Lenard-Jones presented a theory of adsorp-

tion [95]. The opposite process, in which the molecules are removed from the surface, is

called desorption. It is important to note that the adsorption of a gas onto a solid is dif-

ferent from the absorption of a gas into a solid, the latter referring to the process in which

the gas molecules dissolves into the bulk of the material [96]. Depending on the bonding

energy between the surface atom and the gas molecule/atom, the adsorption process can

be divided into two classes: a weak interaction between adsorbate and the substrate (ph-

ysisorption) with a small adsorption energy (< 0.3 eV) and a stronger interaction (> 1 eV)

with the formation of a chemical bond between the adsorbate and the surface (chemisorp-

tion) [97]. Chemisorption involves a rearrangement of the valence electrons of the substrate

and adsorbate and electrons are shared or exchanged. If the interaction modifies the molec-

ular structure of the adsorbate, the molecule may dissociate and the process is referred to as

dissociative adsorption.

Fig. 4.1 shows the potential energy curves for a molecule X2 approaching a surface. When

the molecule approaches the metal surface it will first encounter a weak Van der Waals in-

teraction and can be physisorbed on the surface if no chemical bonds are formed. At closer

distances, the wave function of the electrons in the molecule and in the surface atoms start

to overlap leading to a repulsion. Because of repulsive forces, the potential energy increases

as the molecule approaches the metal surface. If the molecule can interact with the sp and

23
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Figure 4.1: Lenard-Jones potential energy curves for a molecule X2 approaching a metal sur-
face illustrating the different adsorption states. The position of the cross points between the
three curves is only representative. Ea is the activation energy for the dissociative adsorp-
tion, Qa represents the heat of adsorption (chemisorption) and Ed is the activation energy
for the desorption of the atoms. Edi ss represents the dissociation energy of the molecule in
the gas phase and ET S represents the transition state energy.

d bands of the metal atoms (chemical interaction, see section 4.1 below) it may become

chemisorbed and a shallow minimum is reached. If the molecule has enough energy to over-

come the energy barrier Ea then it may dissociate into two chemisorbed atoms (dissociative

chemisorption) and the energy of the adsorbed atoms is Qa . As it will be presented later,

the stronger the bond of the constituent atoms to the surface, the lower the dissociation

barrier will be. The chemisorption of 2X atoms is associated with a strong bond forma-

tion and the crossing point between the two curves marks the activation energy for disso-

ciative chemisorption. The desorption of the chemisorbed atoms has an activation energy

Ed =−Qa +Ea .

The main concepts behind adsorbate surface interactions are given below. For a more de-

tailed description the reader is referred to, for example, references [10, 98, 99, 100].

4.1 Chemical bonding

4.1.1 Bonding in molecules and metals

When two atoms A and B interact their wavefunctions overlap, electrons are shared and a

bond is formed. The molecular orbitals are formed as linear combinations of atomic orbitals.

Each atomic orbital has an electron energy and for a molecular orbital there are two energy



4.2. NEWNS-ANDERSON MODEL 25

levels where the electron can reside: bonding and antibonding levels. Molecular orbital en-

ergy diagram for CO and O2, two of the most used molecules in the present work, are given

in Fig. 4.2. For the CO molecule, the s and p atomic orbitals are so close in energy that some

additional mixing takes place (sp hybridization) [101].

For a metal, the metallic bond can be understood by making use of the tight binding model

and describing the system as a linear combination of the different participating orbitals, sim-

ilar to the orbital picture of molecular bond discussed above. The metallic bond is formed

2p

C O

CO

2p

2s

2s

2π∗

3σ

4σ∗

5σ

1π

6σ∗

O
2

O O

2p    2p

5

1π

σ

2s 2s3σ

6σ∗

4σ∗

2π∗

(a) (b)

Figure 4.2: Molecular orbital energy level diagram for the CO (a) and O2 (b) molecules.

by the interaction of s, p and d orbitals from many atoms. The s and p orbitals are shared

among all the other atoms in the crystal while the d orbitals are more localized. There is a

large overlap between the sp orbitals (strong interaction) giving rise to a continuous (broad)

band of levels, while there is little overlap (weak interaction) between the d orbitals forming

a narrow band [102, 103]. A band can be viewed as a collection of many molecular orbitals

and each energy level in a band is called a state. The density of states (DOS) represents the

number of states at a given energy. The bands are filled with electrons up to the Fermi level.

Almost all of the samples used in the work presented in this thesis are single crystal transi-

tion metals. A transition metal has partially filled sp-band and a d-band filled to a certain

degree. Fig. 4.3 shows a typical DOS for a transition metal.

4.2 Newns-Anderson model

The Newns-Anderson model describes the main features involved when an adsorbate ap-

proaches the surface of a metal and the interaction between the electronic levels of the metal

and adsorbate [104, 105]. The product formed when an atom or a molecule from the gas
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Figure 4.3: Schematic illustration of the density of states (DOS) of a transition metal.
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Figure 4.4: Schematic illustration of the formation of a chemical bond when an adsorbate
state (a) interacts with sp (b) and d (c) states of a transition metal. The DOS is projected onto
the adsorbate state and the metal PDOS is shown for comparison in (d). Recreated from
[103].

phase adsorbs and forms a bond on the surface is called adsorbate. The adsorbate-surface

interaction is considered as a two step process. First the adsorbate (Fig. 4.4 (a)) interacts with

the sp states and secondly with the d-band of the metal [98]. By interaction with the sp-band

the energy levels of the adsorbate broaden and shift down in energy as shown in Fig. 4.4 (b).

In practice, due to the large number of electronic states, it is convenient to project the DOS

of the interacting metal-adsorbate system on the adsorbate levels. The interaction with the

d-band will give rise to a two level situation with bonding and antibonding states, located

below and above the metal d-band, respectively, as shown in Fig. 4.4 (c). In the case of a

molecule adsorbed on a surface, both the bonding and antibonding orbitals of the molecule

contribute to the chemisorption bond by interaction with the sp states and d-band of the

surface as it will be described below for CO chemisorption (section 4.4). It is the number of

the metal-adsorbate antibonding states that strengthens the adsorbates bonding to the sur-

face. When these antibonding states are located above the Fermi level they are empty and

therefore a stronger bonding of the molecule to the substrate may take place.

The above discussion considers only the hybridization between the overlapping adsorbate-
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Figure 4.5: The influence of the position of the d-band centre in determining the strength of
the metal-adsorbate interaction. Adapted from [103].

metal states, which will lead to an attraction as long as the antibonding metal-adsorbate

states are not completely filled. In addition, according to quantum mechanics, when the

electronic states overlap, they shall be orthogonal, which leads to a Pauli repulsion between

the adsorbate and the metal states. This repulsion will counteract the attractive effect when

the antibonding metal-adsorbate states are completely filled [106].

4.3 d-band and surface reactivity

The adsorbate interaction with the sp-band of the metal can not explain the difference in

bonding for the different transition metals as they have similar sp-bands. It is the filling of

the d-band that differs among the transition metals. Most of the transition metals have a

partially filled d-band. Moving to the right in the periodic table the filling of the d-band in-

creases, the width of the band decreases because the overlap between the d states decreases,

and the d-band center shifts down. The position of the metal d-band center influences the

antibonding filling of the metal-adsorbate system. Stronger bonding will take place for met-

als that have a d-band closer to the Fermi level (e.g. Pd) as illustrated in Fig. 4.5. A continued

filling of the d-band towards the right in the periodic table will result in a graduate weak-

ening of the adsorbate-metal bond strength [107]. Therefore, a weaker bond is expected for

metals with a deeper (low) lying d-band like Ag or Au.

This is illustrated in Paper III where we have compared the interaction between atomic oxy-

gen and the Pd(111) and Ag(111) surfaces. Fig. 4.6 shows the projected density of states

(PDOS) of O 2p on the Pd(111) and Ag(111) d-bands (red line). The Pd(111) d-band is high

lying and upon interaction of the O 2p with the d-band of Pd, the O 2p-metal states are ob-

served to split into bonding and antibonding components, with antibonding states above
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Figure 4.6: PDOS of Pd(111), O/Pd(111), Ag(111) and O/Ag(111). The red line represents the
projection on O 2p. Adapted from Paper III.

the Fermi level. In contrast, Ag has a filled d-band and the interaction of O 2p with the low

lying, narrow d-band of Ag has a much lower contribution to the bonding of oxygen due to

the fact that the antibonding states are located below the Fermi level and are filled. There-

fore oxygen adsorbs weaker on Ag as compared to Pd.

A narrowing of the d-band at the surface of a metal as compared to the bulk is often observed

and is due to the reduced coordination of the surface atoms [103]. In order to retain the same

number of electrons the d-band shifts upwards. The same applies to the undercoordinated

sites on a surface. The d-band of the undercoordinated atoms will be narrower and shifts

upwards. This results in a stronger bonding with the adsorbate molecules, which increases

the transition state energy and therefore lowers the dissociation barrier of the molecule,

Ea=Edi ss-ET S (see Fig. 4.1). The fact that the undercoordinated atoms show an increased

adsorption energy for different gas molecules has been observed in Papers VII-IX.

Further, the d-band model can be applied to understand ligand field effects, where the prop-

erties of an atom are modified by its neighbors. As discussed in Papers XI-XII, the underco-

ordinated metal (Pd) atoms with an oxygen atom below were observed to facilitate methane

oxidation over Pd. The presence of the oxygen atom underneath reduces the repulsive in-

teraction between the undercoordinated Pd atoms and methane which allows for methane

dissociation. An obvious conclusion can be drawn from the points discussed above: in order

to enhance the reactivity one shall find ways to shift the metals d-band upwards.
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4.4 Molecular chemisorption: examples

An example of a simple diatomic molecule adsorption on a metal surface is given in this

section to illustrate how the surface bond formation takes place for a molecule. CO ad-

sorption has been studied in detail experimentally and in several theoretical investigations

[108, 109, 110]. CO is known to adsorb molecularly in an upright orientation with the oxygen

atom pointing upwards on the late transition metals. This is due to the fact that the highest

occupied molecular orbital (HOMO) is localized on the C atom making it the most reactive

part of the molecule [111].

The molecular orbital-energy level diagram for the CO molecule is shown in Fig. 4.2 (a). In a

simplified picture suggested by Blyholder, bonding between CO and a metal or metal oxide

surface occurs through electron donation from the CO 5σ (HOMO) molecular orbital to un-

occupied metal states, accompanied by back-donation from the surface to the CO 2π* lowest

uncoccupied molecular orbital (LUMO) [112]. The interaction of CO with a metal sp states

gives rise to a broadening and a downshift of the 2π* and 5σ states, while the interaction with

the d-band gives rise to bonding and antibonding states as illustrated in Fig. 4.7 for CO ad-

sorption on Pt(111). The antibonding part of the 5σ orbital is located above the Fermi level

and is therefore empty indicating a depletion of charge from the 5σ orbital. Before adsorp-

tion, the 2π* orbital is empty and upon interaction with the d-band of Pt the bonding part

of this orbital becomes filled due to charge transfer from the metal to CO strengthening the

bonding to the surface. In some cases the back donation from the metal d-band to the 2π*

level of CO is suppressed if the metal d-band is low lying (i.e. Ag, Au) giving rise to a weak

CO-metal bond. Only associative CO adsorption has been observed in my work (Papers IV,

VIII, IX).

Vacuum Coupling to sp Coupling to d Pt(111)

CO PDOS CO PDOS

2π∗

5σ∗

Figure 4.7: The PDOS onto the 5σ and 2π* orbitals of CO in vacuum and on Pt(111) sp and d
states. Recreated from [103].

Because NO has a similar molecular orbital structure to that of CO it is expected that NO
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adsorption will be similar to CO adsorption. Still, because NO has one extra valence electron

compared to CO, located in the antibonding orbital, the NO molecule is expected to dissoci-

ate more easily than the CO as the bond to the substrate is increased upon adsorption. This

was also observed experimentally for the Rh case, where it was observed that CO does not

dissociate while NO does [113]. In Paper V we have investigated the NO adsorption on an ox-

idized Ag surface and observed the dissociation of NO at room temperature (RT) conditions

with the formation of nitrates (NO3) and even more complex NOx species.

A similar interaction as described above for the CO chemisorption takes place during the

oxygen interaction with a metal surface. O2 is a diatomic molecule that has been shown to

adsorb differently on different metal surfaces. For example, it has been observed to adsorb

dissociatively on Cu(100) [114] and molecularly on Pt(111) at 77 K [115]. The molecular en-

ergy diagram for O2 is shown in Fig. 4.2 (b). The position of the metal d-band will influence

the adsorption process of O2 on different transition metals. The donation of electrons from

the metal atoms to the antibonding 2π* orbital of oxygen leads to a weakening of the internal

O2 bond and has as a consequence the dissociation of the oxygen molecule.
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Surface Chemical Reactions

One of the aims of surface science, as discussed in Chapter 1, is to explain surface chemical

reactions. A chemical reaction (transformation) involves breaking of bonds between atoms

and formation of new ones. Most catalytic reactions rely on chemisorption of the reactant

on the surface so that significant electron transfer can take place [116].

To understand a chemical reaction, two basic questions are to be answered:

• Is the reaction energetically favorable? This is the subject of chemical thermodynamics

(describes the system energy);

• If yes, how fast will it proceed? This is the subject of chemical kinetics (describes the

rate at which a chemical reaction occurs).

An interesting example is the transformation of diamond to graphite. Diamond and graphite

are both forms of carbon, but graphite is thermodynamically more stable at environmental

temperature and pressure conditions since it has a lower free energy. Therefore, from a ther-

modynamic point of view, diamond should transform to graphite under ambient conditions.

A huge amount of energy is, however, needed to break the C-C bonds in diamond and there-

fore there is a high activation energy for the transformation to proceed [117]. A schematic

representation of the transformation of diamond to graphite is shown in Fig. 5.1. The acti-

vation energy represents the height of the energy barrier that has to be surmounted for the

reaction to proceed (see Fig. 1.1). Thus thermodynamics, that only tells us that a reaction will

happen if the products are more stable than the reactants, is not the whole story of chemical

reactions. We also have to know whether the reaction can or will occur at a reasonable rate.

A brief theoretical approach to chemical kinetics is given below.

5.1 Reaction kinetics

5.1.1 Reaction rates and power rate laws

A general reaction between molecules A and B to give product molecules C and D can be

described by:

a A+bB 
 cC +dD, (5.1)

31
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(a) (b) (c) (d)

Figure 5.1: Schematic representation of the transformation of diamond to graphite (a-d).
The bonds strength that hold the C atoms together in diamond (a) are weaker than those in
graphite (d) where the atoms are strongly bonded into sheets that can slide over each other.
Recreated from [118].

where a, b, c, d are the stoichiometric coefficients for the reaction. The frequency of colli-

sions between A and B will be proportional to the concentration of each. One can follow the

progress of a reaction by monitoring either the decrease in concentration of the reactants or

the increase in concentration of the products. The reaction rate can be expressed in terms of

the change in concentration with time:

Rate =− 1

a

d [A]

d t
=−1

b

d [B ]

d t
= 1

c

d [C ]

d t
= 1

d

d [D]

d t
, (5.2)

where d [X ], is the change in concentration of substance X over a time period dt. The minus

sign in front accounts for reactants that are being consumed. The rate of a reaction is related

to the concentration of reactants through a proportionality constant called the rate constant,

k, which describes the speed of the reaction. Then the rate can be written as:

Rate = k[A]x[B ]y , (5.3)

where the sum x + y is called the "order" of the reaction. This equation is also called the rate

law. The reaction order gives information of how the reaction rate changes with the concen-

tration of the reactants. In order to understand how the concentrations of the species in a

chemical reaction change with time it is necessary to integrate the rate law. This can easily

be done for the first order reactions, where the reaction rate is limited by the concentration

of one of the reactants, but things get more complicated for higher order reactions. For first

order reactions one gets:

Rate =− 1

a

d [A]

d t
=−k[A], [A] = [A]0e−kt a , (5.4)

i.e. an exponential decay, where [A]0 is the initial concentration of A.
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Figure 5.2: Arrhenius plot example for the CO2 formation rate over Pd(100) at a total pres-
sures of O2+CH4 of 0.7 mbar. The ratio between O2 and CH4 was kept constant (5:2).

5.1.2 Temperature dependence of the rate: Arrhenius equation

The dependence of the rate constant of a reaction on temperature can be expressed by the

following equation, known as the Arrhenius equation:

k(T ) = Ae−Ea /RT , (5.5)

Where Ea is the activation energy (kJ/mol) of the reaction, R is the gas constant, A is the

collision frequency and T is the temperature. The preexponential factor, A = A(T ), is also

a function of temperature but the temperature dependence is much weaker and therefore

can be considered as constant in the above equation. This implies that the rate of a specific

reaction will increase drastically as the energy barrier is reduced and even a small reduction

of the activation energy can improve a catalyst significantly.

Equation (5.5) can also be expressed as:

ln(k) = ln(A)−Ea/RT. (5.6)

By plotting the logarithm of the rate constant against the reciprocal temperature (1/T), a

straight line is obtained as illustrated in Fig. 5.2. The slope of the line is equal to −Ea/R and

the intercept with the y axis is A. The activation energy can be obtained from the slope of

the curve. It is interesting to note that the activation energy does not depend on an absolute

number for the change in activity, but a relative change is fine. Therefore, the change in

the gas concentration may be used instead of calculating the rate constant as, according

to equation 5.4, the rate constant is proportional to the change in concentration/pressure.

This has been employed in Paper XII where the mass spectrometry signal was used for the

Arrhenius plots.

5.2 Catalytic reactions

The aim of the work in this thesis is to help developing new catalysts by providing a molec-

ular (atomic scale) picture of the way surfaces catalyze chemical transformations. Catalytic
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reactions are often more complex than presented in the balanced equation. In most cases,

they do not occur as a single step from initial state to final state as illustrated by eq. (5.1). The

reactions that occur in a single step are called elementary reactions. The complex reactions

consist of a series of elementary reactions, which have individual rate constants describing

the speed of that specific step. The total reaction rate is almost completely determined by

the elementary step with the highest energy barrier (= the rate determining step (RDS)). It is

the height of the highest barrier and not the number of steps that determines the overall rate

of the reaction.

Understanding catalytic reactions at the atomic level means unraveling the catalytic mecha-

nisms and determine the kinetic parameters of all elementary steps. These include adsorp-

tion of reactants on the surface, diffusion on the surface, formation of product molecules

and finally desorption from the surface. The sites where reacting molecules adsorb and later

react are called active sites. Catalysts usually react with one or more reactants to form inter-

mediates that subsequently give the final reaction product, and the catalyst is regenerated at

the end of the reaction, as illustrated in the following typical reaction scheme:

X +C at → XC at (5.7)

Y +XC at → X Y C at (5.8)

X Y C at → ZC at (5.9)

ZC at → Z +C at , (5.10)

where C at refers to the catalyst surface. Each of the steps involved are called elementary

steps. The overall reaction can simply be written as:

X +Y → Z . (5.11)

Apart from accelerating chemical reactions catalysts can also influence their selectivity by

decreasing the energy barrier for one particular reaction, which without the catalyst might

be kinetically unfavored. This means that the same reactants can result in different products

if different catalysts are used.

In this thesis the interaction of different molecules with solid surfaces, as well as subsequent

reactions between the molecules have been studied and therefore this will be the focus of

the remaining part of this chapter. The theory of gas adsorption on surfaces at equilibrium

can be described by the Langmuir adsorption isotherms that give the relationship between

the coverage of a particular gas and its pressure above the surface [52, 119]. For associative

adsorption the coverage will be given by :

θ = kP A

1+kP A
, (5.12)
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(a) (b) (c)

Figure 5.3: (a) Langmuir-Hinshelwood, (b) Eley-Rideal and (c) Mars-van Krevelen mecha-
nisms.

(Langmuir adsorption isotherm for associative adsorption) where k is the adsorption equi-

librium constant. There are cases when the adsorbate molecule splits into individual atoms

when bonded to the surface (for example O2 or H2 usually dissociate upon adsorption). In

this case the relation for the coverage becomes:

θ =
√

kP A2

1+kP A2
. (5.13)

(Langmuir adsorption isotherm for dissociative adsorption). As k decreases exponentially

with T , increasing T will result in a lower coverage and most of the reactants will be driven

back to the gas phase.

5.2.1 Reaction mechanisms

Depending on how the gas molecules react with and on the catalytically active surface, vari-

ous reaction mechanisms have been observed and they are schematically illustrated in Fig. 5.3

for the CO oxidation reaction.

The Langmuir-Hinshelwood mechanism is shown in Fig. 5.3 (a). In this mechanism both

reactants are adsorbed on the surface where they diffuse and may react and form the prod-

uct with a probability k [120]. If we assume that the reaction between the two adsorbed

molecules is the RDS then the reaction rate will be given by:

Rate = kθAθB (5.14)

where θA, θB are the coverages of species A and B, respectively and k is the rate constant

given by relation (5.5). Using the Langmuir adsorption isotherms one can write expressions

for the coverages of the two molecules and translate them into pressures of the gases above

the surface. This was, however, not the focus of my work and therefore I will not give further

details.
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The Eley-Rideal mechanism is shown in Fig. 5.3(b) and is based on the assumption that only

one of the reactant species is adsorbed on the surface and the other is in the gas phase when

the reaction occurs [121]. There is no competition of the different species for the adsorption

sites and the reaction rate will be given by:

Rate = kθAPB (5.15)

This mechanism has only rarely been observed. An example is the carbon dioxide hydro-

genation over Ni catalyst (CO2 +H2(a) → H2O +CO) [122].

Finally the Mars-van Krevelen mechanism is shown in Fig. 5.3 (c). In this mechanism one

of the reactants is stored on the surface forming a layer of metal-reactant (MR), such as a

surface oxide, and the other reactant adsorbs on the surface and can react with it reducing

the surface [123]. It is also called the red-ox (reduction-oxidation) mechanism. A vacancy is

formed on the surface when the reaction product desorbs and this can be filled again by one

of the reactants. Below I will illustrate how these mechanisms can be applied to the reactions

studied in this thesis.

5.3 Oxidation reactions: Pd surfaces in semi-realistic

conditions

When it comes to catalytic reactions, it is still an open question whether the surface oxides

are catalytically active for oxidation processes or inactive. It has been argued that oxides may

deactivate the catalyst by blocking the active sites for the gas molecules to adsorb. In order

to obtain an understanding of the molecules-oxide interaction, one can study the reduction

or oxidation on preformed oxides. Therefore, a large part of the work presented in this thesis

deals with the oxidation of Pd and Ag and the interaction with simple molecules such as CO,

NO, and H2.

Our measurements reveal that CO does adsorb on the undercoordinated metal sites at the

surface of the PdO(101) where it may react with oxygen and form CO2. Thus, an oxide may

present active sites that are different from the sites on the clean metal surface and can there-

fore be promising for catalytic reactions.

CO oxidation reaction

After many years of research, the reaction mechanism for one of the simplest catalytic reac-

tion, CO oxidation over Pt- group metals, is still not known. Early research indicated that the

reaction occurs via a Langmuir Hinshelwood mechanism, where both CO and oxygen adsorb

on the metallic surface and react to form CO2. More recent research indicates that, at high

oxygen pressures, the reaction proceeds via a Mars-van Krevelen mechanism over Ru(0001)
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when a RuO2(110) forms on the surface [124]. It has been reported that in particular the un-

dercoordinated Ru atoms at the surface of the oxide are responsible for the increased activity

of the RuO2.

A particular surface orientation of bulk PdO, the PdO(101) is very similar to the RuO2(110),

because both contain undercoordinated metal atoms that are expected to be reactive, and

therefore a similar situation is also expected for CO oxidation over Pd. In paper XIII we

have studied the CO oxidation over Pd(100) under high pressure conditions (0.5 Torr total

pressure) at different partial pressures of O2 and CO. The results show that the metal with

chemisorbed oxygen is the active phase for low oxygen partial pressures. As the oxygen

partial pressure was increased, the surface oxide (
p

5×p
5)R27◦ was observed to be highly

active for CO oxidation. Thus the CO oxidation mechanism can be interpreted as both Lang-

muir Hinshelwood or Eley-Rideal mechanisms at low oxygen pressure as previously reported

[125], or a Mars-van Krevelen mechanism at high oxygen pressures.

CH4 oxidation reaction

The mechanism for methane oxidation over Pd catalyst is complex and has extensively been

studied over the past 25 years due to its attractive potential for catalytic combustion appli-

cations. As methane is a very stable molecule, dissociative methane adsorption on metal

surfaces shows a very low probability. In Papers XI-XII we have studied the total methane

oxidation reaction over Pd(100) under oxygen excess. The results show that the PdO(101)

has an increased activity for methane oxidation, suggesting a Mars-van Krevelen reaction

mechanism. Our measurements also show that a single PdO(101) plane (the (
p

5×p
5)R27◦)

is much worse than two layers of PdO(101) to dissociate CH4. Interestingly, the activation

barrier for the methane molecule to dissociate was found to drop from 4.5 eV in the gas

phase to below 0.7 eV over the PdO(101) surface. This is a lower activation energy compared

to the calculated value for a single layer PdO(101) (Ea=1.2 eV).
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Techniques for Studying Surfaces

This chapter describes the methods that have been used in the present work to enable sur-

face investigations on the atomic scale. The surface sensitivity of electron based methods

can be understood from the short mean free path of low energy electrons, as described be-

low. Most of the experiments were performed at synchrotrons, therefore a brief introduction

to synchrotron radiation is given in the first part of this chapter.

6.1 Low energy electrons and surface sensitivity

Standard surface science techniques, such as X-ray Photoelectron Spectroscopy or Low En-

ergy Electron Diffraction, employ low energy electrons as a probe to study surfaces. When

electrons are emitted from a metal at low kinetic energies, they originate mostly from the

surface atoms due to their short mean free path. The mean free path is the distance that the

electron travels in the solid before it experiences the first event of inelastic scattering (energy

loss process) [126] and it depends on the electrons kinetic energy. In Fig. 6.1 is shown the in-

elastic mean free path in different materials as a function of the kinetic energy [127]. As it

depends to a less extent on the specific material, the curve shown in Fig. 6.1 is also called the

universal curve for the electron mean free path. It can be observed that in the energy range

of 10 to 1000 eV the mean free path of electrons is about 10 Å providing the surface sensitivity

of electron based methods using electrons of these energies.

6.2 Synchrotron radiation

X-rays were discovered by W.C. Röntgen in 1895 and enabled scientists to probe crystalline

structures at the atomic level. Since their discovery, X-rays have become an extremely im-

portant tool in the physical, chemical and biological sciences and in the fields of medicine

and engineering.

X-ray sources have continuously been developed. Usually the X-rays are generated by bom-

barding a metal (anode) with high-energy electrons. X-ray sources can also be based on elec-

tron accelerators where the electrons are accelerated to very high speeds (v ≈ c) and when

39
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Figure 6.1: The universal curve for the electron mean free path as a function of the kinetic
energy of the electrons. The surface sensitivity of electron based methods can be understood
from the short mean free path of electrons with kinetic energy in the energy range 10-1000
eV. Image adapted from [127].

forced to turn they emit intense X-ray beams called synchrotron radiation. The synchrotron

radiation is emitted along the curved orbit of a bending magnet and at those velocities the

angular distribution of the radiation is mainly in the forward direction [128]. Synchrotron

radiation has several advantages compared to the conventional laboratory X-ray sources.

Higher intensity, brilliance (the number of photons per unit time and solid angle) and tun-

ability (from IR to hard X-rays), high degree of polarization, time resolution (radiation is

emitted in short pulses with high frequency) are the most important benefits. By the use of

insertion devices such as wigglers and undulators, the light intensity can be increased and

better performance can be achieved, leading to the so-called third generation synchrotron

radiation sources.

6.3 X-ray Photoelectron Spectroscopy

One of the most widely used techniques to investigate the chemical composition of surfaces

is X-ray Photoelectron Spectroscopy (XPS). It is based on the photoelectric effect, where light

ionizes the atoms in the sample, detected by Hertz in 1887 [129] and explained by A. Einstein

in 1905 [130]. Professor K. Sigbahn and his collaborators from Uppsala developed the tech-

nique in 1950s for which he was awarded the Nobel Prize in 1981 [131].
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A schematic representation of the principle is shown in Fig. 6.2. It can be seen as a three step

process:

• Absorption of X-rays and ionization;

• Response of the atom and creation of a photoelectron;

• Transport of the photoelectron to the surface.
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Figure 6.2: Relation between the energy levels in a solid and the electron energy distribution
produced by photons of energy hν. The irradiation of the sample by photons leads to the
emission of core and valence electrons into the vacuum. The sample is in electrical contact
with the analyzer and their Fermi levels are aligned. A XP spectrum is produced by plotting
the number of collected electrons as a function of their kinetic energy. Narrow peaks are
produced by the core-levels due to their localized nature.

The emitted photoelectrons are collected and their kinetic energy (KE) is analyzed to pro-

duce a spectrum of emission intensity versus binding energy (BE). Each element has a char-

acteristic electron binding energy that will give rise to a characteristic set of peaks in the

photoelectron spectrum [132]. Tabulated values can be found for the binding energies for

different elements [133, 134]. When core-levels are investigated with high energy resolution,

the technique is often referred to as High Resolution Core-Level Spectroscopy (HRCLS).
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Using the energy conservation principle the kinetic energy of the emitted photoelectrons

can be written as:

K E ′ = hν− (BE +Φs), (6.1)

where BE is the binding energy of the electron measured with respect to the Fermi level, and

Φs is the work function of the sample. The work function represents the minimum energy

that is necessary to remove an electron from the material. As discussed below, an electron

energy analyzer is used to measure the kinetic energy of the emitted photoelectrons. The

sample (conducting) and the spectrometer are in electrical contact so their Fermi levels will

align (see Fig. 6.2). Then, the work function of the analyzer, Φa , replaces the work function of

the sample in equation (6.1) above and the total kinetic energy of the photoelectrons mea-

sured by the analyzer will be:

K E = hν− (BE +Φa). (6.2)

When the photoelectrons have left the sample they are collected with a hemispherical elec-

tron energy analyzer consisting of an electrostatic lens system, two hemispheres, a micro-

channel plate detector and a phosphorous screen as illustrated in Fig. 6.3 [135, 136, 137].

The function of the electrostatic lens system is to to accelerate/decelerate electrons to a

chosen pass energy (Ep ) and to focus the electrons to the entrance slit of the hemispheri-

cal system. After the electrostatic lens system, the electrons pass through two concentric

conducting hemispheres with a potential difference between them (a positive potential on

the inner hemisphere thus attracting the electrons and a negative, repulsive potential on the

outer one) [132]. This potential difference separates electrons allowing only the electrons

with approximately Ep to pass through to the micro channel plate (MCP) detector and the

electric field in between the hemispheres bends the electron trajectory. Electrons with ki-

netic energy less than Ep are attracted by the inner positive hemisphere and are neutralized.

Electrons with kinetic energy higher than Ep hit the outer hemisphere and are also lost. The

signal is multiplied in the MCP detector and is converted into visible light on the phosphorus

screen and later recorded by a charge-coupled device (CCD) camera. During an experiment

the value for the pass energy is kept constant and the acceleration-retardation voltage is

swept over the desired range which allows electrons of different kinetic energies to reach the

detector.

As not only electrons with energy Ep will reach to the detector, but rather a broader energy

interval Ep ±∆E (due to the finite size of the entrance slit width), it is useful to introduce the

energy resolution of energy analyzer, which is given by:

∆E(eV ) = Ep s

2R
+ α2Ep

4
, (6.3)

where s is the analyzer slit width, α the average angular electron distribution, and R is the

analyzer mean radius (200 mm for the Scienta SES200 used at beamline I311 at MAX IV). The

energy resolution can therefore be increased by either increasing the hemisphere radius or
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Figure 6.3: Schematic representation of the hemispherical energy analyzer. The electrostatic
lens system accelerates/decelerates the electrons to the pass energy Ep and focuses them
onto the entrance slit. After passing through the gap between the two hemisphere, the elec-
trons are detected with the MCP detector and the signal intensity is measured by the phos-
phorus screen and a CCD camera.

decreasing the pass energy. Still low pass energy values decreases the electron transmission

as it is considerable more difficult to focus the low energy electrons on the entrance slit of

the analyzer and therefore a reasonable balance between the pass energy and the count rate

should be chosen during the experiments.

6.3.1 Line Shape Decomposition

In order to obtain quantitative details from a core-level spectrum, a decomposition is often

required as important information is contained in the shape of a spectrum. There are var-

ious factors that contribute to the shape of a core-level photoemission peak. For solids, a

Gaussian distribution accounts for the broadening of the line due to the experimental res-

olution (such as monochromator and analyzer), excitations of quantized vibrations in the

solid lattice (phonons) and disorder [138], while the lifetime broadening has a Lorentzian

shape [139]. Each core-level has an intrinsic width due to the finite lifetime of the hole state

according to Heisenberg’s uncertainty principle ∆E =ħ/∆t . The relation between the inten-

sity and the energy is given by the following relations:

IL(E) = I0
(γ/2)2

(E0 −E)2 +γ2/4
(6.4)
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IG (E) = I0exp

(
− ln2(E0 −E)2

σ2/4

)
, (6.5)

where the indices L and G refer to Lorentzian and Gaussian, respectively, γ is the Lorentzian

full width at half maximum (fwhm), σ the Gaussian fwhm, E is the kinetic energy of the pho-

toelectrons and E0 the energy position for the maximum intensity I0 of the peak. In metals,

an asymmetric tail to the main peak on the high binding energy side is often observed due

to the fact that the conduction band is situated directly above the Fermi level, therefore dif-

ferent final states are easily populated with small energy difference [140].

Doniach and Šunijć [141] performed an analysis for the photoemission line shapes resulting

in a profile given by the expression:

f (E) = Γ(1−α)

(γ2 +E 2)(1−α)/2
cos

(πα
2

+θ(E)
)

, (6.6)

with

θ(E) = (1−α)arctan(E/γ), (6.7)

where α is the asymmetry parameter, Γ is the Gamma function, 2γ is the FWHM of the

Lorentzian and the cosine term approximates a step function as α increases. The Doniach

Šunijć line shape has a Lorentzian shape and at the same time takes the asymmetry on the

high binding energy side into account. In this work, the Doniach Šunijć line shape is convo-

luted with a Gaussian to account for the instrumental resolution, vibrations and disorder.

The decomposition of spectra in this work was performed using the FitXPS program by David

Adams [142]. For the analysis of the recorded photoemission spectra a deconvolution pro-

cedure involving a Doniach-Šunijć line shape convoluted with a Gaussian was used.

During the photoemission process different electron energy loss processes may occur which

will be observed as broad features and higher background on the high binding energy side of

the peak [143]. The photoelectron is likely to experience scattering due to electron-electron

or electron-phonon interaction. The inelastically scattered electrons experience an energy

loss process and will contribute to the increased background on the high binding energy side

of the main peak and are called secondary electrons. The overall signal from the background

can be quite complicated as will be discussed more below and it has to be taken into account

for correct analysis of the photoemission peaks. When the XPS is used for qualitative pur-

poses, i.e. if one is only interested in the line positions, the background subtraction is not

very important. For quantitative purposes, the background shape could have a significant

importance. Advanced models exist for background subtraction [144, 145], but in this work,

simple models such as linear or polynomial backgrounds have given satisfactory results.

The peak area can also be used to determine the concentration of a specific element in a

sample. As different factors contribute to the area of a core-level peak a more easy task is
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to determine the relative concentrations of the constituents in a sample by comparing the

relative peak areas.

Some important concepts of XPS that were encounted in the present work are described

below. It is beyond the scope of this thesis to describe XPS in detail and for further reading

the reader is referred to for example reference [140].

6.3.2 Chemical shifts in core-levels

The core-level binding energy can be slightly altered by the chemical state of the emitting

atom producing a so-called "chemical shift" which can be used to fingerprint different species

present on the surface. The number of components in a core-level spectrum corresponds

to the number of chemically different atoms (see the example below on the photoemission

spectrum from oxidized Ag). Therefore the name ESCA (Electron Spectroscopy for Chemical

Analysis) is also used for this technique [146]. The binding energy shifts are often correlated

to the charge on an atom; the higher the positive charge on an ion in a molecule is, the higher

the binding energy shift.

A special case of a chemical shift is the surface core-level shift. XPS probes mostly the elec-

trons near the surface since the escape depth of the electrons is small and it can therefore

be used to analyse the adsorbed species on the surface [147]. The surface layer has a differ-

ent environment as compared to the bulk leading to a shift in the binding energy. Surface

core-level shifts have been observed for different transition metals such as Rh(111), Rh(110),

Pd(111), Pd(110), Ag(111) [148]. As an example, the deconvolution of the Al 2p core-level

spectrum from the clean NiAl(110) surface is shown in Fig. 6.4. The spectrum is decom-

posed into two components, each of them split by the spin-orbit [140] by 0.4 eV and with

an intensity ratio of 1:2. A peak is observed at lower binding energy relative to the bulk Al

2p component at 72.5 eV (and 72.9 eV, respectively). The surface Al atoms have a different

chemical surrounding as compared to the bulk Al atoms. By performing energy dependent

measurements to vary the kinetic energy of the photoelectrons, the lower binding energy

component can be assigned to the surface Al atoms [48].

The surface core-level shifts can also be verified by gas adsorption, which decreases and

shifts the intensity of the surface core-level components while leaving the bulk component

largely unaltered. This has been used in the gas adsorption on PdO(101) studies presented

in Papers VII-IX.

Because of its sensitivity to the chemical surroundings of the photoelectron emitting atoms,

XPS is suitable for studying the oxidation of metals. When oxides are formed, electrons are

transferred from the metal atoms to the oxygen atoms. This will create an excess of positive
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Figure 6.4: (a) The Al 2p spectrum from the clean NiAl(110) surface showing a surface core-
level shift for the Al atoms in NiAl(110) of -0.1 eV (red components). (b) A side view of the
NiAl(110) showing the surface and the bulk atoms.

charges on the metal atoms in the oxide as compared to the metal atoms in the bulk and

therefore the remaining electrons are more strongly bonded in the atom. Therefore, more

energy will be required to remove an electron from the metal core-level in the oxide as com-

pared to in the metallic bulk. That is why we usually see the oxide components shifted to

higher binding energy. An example is shown in Fig. 6.5 (b), where the X-ray photoelectron

spectrum for the Al 2p from an oxidized NiAl(110) surface is shown. Upon oxidation, a broad

feature appears on the high binding energy side of the Al 2p level and is assigned to electron

emission from the oxidized aluminum atoms (Paper I).

The above purely electrostatic argumentation when Al is oxidized is not entirely true, since

the binding energy is defined as the difference between the initial and the final state. Thus,

the effect on the kinetic energy of the photoelectron due to the presence of the core hole

is not taken into account. It is therefore important to distinguish between initial state ef-

fects (like charge transfer) and final state effects (like electron screening) when making an

interpretation of a core-level binding energy shift [143]. After the photoemission process the

remaining electrons will rearrange in order to lower the total energy of the whole system by

screening the positive core hole. In a metal, a large amount of free electrons is available to

screen the core hole. Although most shifts may be understood as the above initial state ar-

gument, a proper interpretation should be done using ab initio calculations which includes

a final state with a core hole. In this thesis, all calculations are including a final state with a

core hole. The DFT calculations indicate that although core-level shifts can give important

information on surface reactivity changes, final state contributions can be significant.

A good example of the importance of proper theoretical support is the oxidation of Ag. It

can be observed that the core-levels of the oxidized Ag are shifted to lower binding energies
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Figure 6.5: High resolution core-level spectra from the ultrathin aluminum oxide on
NiAl(110). The O 1s spectrum (a) is recorded at 900 eV and the emission is broad with a
shoulder on the high binding energy side. The Al 2p spectrum (b) recorded at 130 eV is de-
composed into 4 components, each with 0.4 eV spin-orbit split and with a ratio of 1:2. The
structural model of the ultrathin aluminum oxide grown on NiAl(110) is presented in (c). The
Al (O) atoms are indicated by the blue (orange) spheres and the unit cell is indicated by the
yellow rectangle.

(see Fig. 6.6) relative to the Ag 3d bulk binding energy in contrast to other transition metals

(Pd, Pt, Rh) [148]. In the case of Ag, although a clear charge transfer from the metal to the

oxygen is observed theoretically, the core-level binding energy is not affected, and the shift

towards lower binding energy can instead be described by the details of the screening of the

core hole, explaining the anomalous Ag 3d shift as discussed in Paper III .
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Figure 6.6: (a) High resolution core-level spectrum from the p(4×4) grown on Ag(111). The
Ag 3d5/2 spectrum recorded at normal emission with hν=430 eV is decomposed into four
components assigned as indicated in the figure. (b) The structural model of the p(4× 4)-
O/Ag(111). The Ag (O) atoms are represented by the blue (red) spheres. The lighter blue
atoms represent the Ag atoms in the topmost Ag(111) layer.
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Figure 6.7: The cross section for Ag 3d (red), Al 2p (blue) and Pd 3d (black) levels at different
photon energies. Recreated from [150].

6.3.3 Photoionization Cross Sections

The cross section represents the probability of the electron to be emitted from its electronic

state by a photon. When choosing the photon energy for an experiment one should choose

a photon energy which will generate a high cross section to produce a high intensity in the

recorded spectrum. Tabulated values for the photoionization cross section for different ele-

ments can be found for example in references [149, 150]. The cross section for Al 2p, Ag 3d

and Pd 3d levels are shown in Fig. 6.7.

6.3.4 Vibrational effects

The photoemission process may lead to the excitation of vibrational modes in the final state

of, for example, a chemisorbed molecule (see Paper IX). The charge transfer between the

substrate and adsorbate leads to changes in the internal molecular bonds, as well as forma-

tion of bonds between the molecule and the surface that can induce some variation of the

bond strength and the nuclei will have to find new equilibrium positions, inducing some vi-

brations. Due to the vibrations in the final (excited) state, a vibrational structure can arise

in the photoemission spectra. The study in detail of the vibrational effects with XPS was not

the scope of this thesis and for further reading the interested reader is referred to for example

references [151, 152].
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6.3.5 Photoelectron Diffraction

The photoelectron may be elastically scattered by other atoms or molecules leading to in-

tensity modulations as a function of electron wavelength and/or crystal orientation [153]. If

the wavelength of these electrons is of the order of atomic distances, the elastically scattered

beams can interfere with each other and with the primary beam giving rise to interference

patterns. The interference of the scattered and directly emitted parts of the electron waves

is determined by the position of the emitting atoms relative to the surrounding atoms. At

certain directions in space and/or for certain kinetic energies constructive interference be-

tween the electron wavefunctions enhances the photoemission intensity, whereas in other

directions the interference lowers it. Therefore the photoelectron diffraction produces core-

level intensity variations as a function of detection angle and photon energy. Photoelectron

diffraction effects implies that it is not always straightforward to use the core-level intensity

to measure the adsorbate coverage [154].

6.3.6 MAX-lab and beamline I311

The XPS measurements presented in this work were performed at beamline I311 at the MAX

IV Laboratory in Lund [155]. At the moment the MAX IV Laboratory comprises both MAX-

lab and the MAX IV project [156]. MAX-lab contains three particle accelerators, The MAX I,

MAX II and MAX III rings with energies of 550 MeV, 1500 MeV and 700 MeV, respectively.

Beamline I311, at the MAX II ring is described in detail in reference [157]. The lay-out of the

beamline I311 is shown in Fig. 6.8. The main components are mirrors used to direct and

focus the light and a monochromator, which is used to extract one wavelength from the inci-

dent light resulting in X-rays with a defined energy. The light originating from an undulator

with a 54.4 mm period and a minimum gap of 17 mm has energies ranging from 43 to 1500

eV (soft X-rays) [158]. The undulator radiation spectrum consists of a series of sharp peaks

(harmonics) and by tuning the undulator gap one can change the position of the maximum

intensity for a particular harmonic. The photons produced by the undulator are then col-

lected by a focusing mirror and directed into the monochromator, which houses 3 gratings

where the first two are used for the spectroscopy station allowing to select the photon en-

ergy. The monochromator’s function is to extract a single wavelength from the continuous

spectrum by the use of a grating. A mirror is then used to focus the light on the exit slit.

The monochromator exit slit is very important for the photon energy resolution as it selects

only a part of the photon bandwidth. After a specific wavelength for the light is chosen,

the light is further focused on the sample. The spot size of the light on the sample is 500

µm(h)×100µm(v). Two experimental end-stations are attached to beamline I311: the Spec-

troscopy station (XPS) and the Photo-Emission Electron Microscopy (PEEM) station. The

photon energy resolution of beamline I311 depends on the photon energy, monochromator



50 CHAPTER 6. TECHNIQUES FOR STUDYING SURFACES

Figure 6.8: Schematic representation of beamline I311 at MAX-lab. S represents the electrons
source, G the monochromator grating, S1 the adjustable monochromator exit slit and M1-
M5 represent the mirrors used to direct/focus the light. Adapted from [157].

slit and undulator gap and it usually has values of a few tens of meV, hence the high resolu-

tion of this beamline.

6.4 High Pressure X-ray Photoelectron Spectroscopy

In order to understand the interaction of a catalyst surface with the reactants under condi-

tions close to real working conditions, in situ measurements are desired. Because the elec-

trons are highly scattered by gas molecules, XPS is usually performed in UHV. To perform

XPS measurements at higher pressures than UHV, the attenuation of the electrons has to be

kept at minimum by reducing the path of the electrons in the high pressure region. This can

be achieved by placing the sample close to a differentially pumped aperture, behind which

the pressure drops by several orders of magnitude. This basic concept was developed by

Siegbahn et al. in the 1960s [159] and later by other groups [160, 161, 162, 163]. The new

generation of High Pressure X-ray Photoelectron Spectroscopy (HP-XPS) enhance the trans-

mission by focusing the electrons in each differential pumping stage, allowing for XPS to be

used at pressures up to about 10 mbar [35, 36].

A schematic representation is shown in Fig. 6.9. The sample is placed in a high-pressure

chamber equipped with a X-ray transparent window to allow X-rays to pass through. To en-

hance transmission, a differential pumping system is used in close proximity of the sample.

The photoelectrons emitted from the surface of the sample, where the pressure can be a few

mbar, will travel along the differential pumping system situated only a few mm from the

sample surface. In practice it has been observed that the optimum sample distance is a few

times the aperture diameter (x ≈ 2d in our experiments, where d is the aperture diameter).
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Figure 6.9: Schematic representation of a HP-XPS setup. Adapted from [164].

Several additional pumping stages are necessary to decrease the pressure from 10 mbar to

UHV in the electron detector where the pressure decreases to about 10−9 mbar. With the use

of electrostatic lenses the electrons can be focused into the different apertures, enhancing

transmission.

In some experiments, it is useful to correlate the chemical nature of the catalyst surface with

its catalytic activity. This can be achieved either by the use of a mass spectrometer or, when

the gas pressure is above approximately 0.05 mbar (depends on the cross-section of the el-

ement), by direct determination of the gas-phase composition from the XPS spectra. Since

the incident X-rays penetrate also part of the gas in front of the sample and can ionize the

molecules located close to the sample, gas-phase XPS peaks are observed together with the

surface peaks with a few eV shift in BE [159].

A general problem with the gas phase peaks is to determine their absolute binding energies.

As the gas phase molecules do not have a Fermi level, they should be calibrated to the vac-

uum level of the gas. The measurement of the vacuum level is difficult as the vacuum level

will continuously change with the distance to the sample and therefore the calibration of the

gas phase peaks is done to the Fermi level of the sample. This implies that a change in the

sample work function will shift the binding energy of the gas phase peaks.

An example to illustrate HP-XPS is shown in Fig. 6.10. In this figure, a continuous set of O 1s

scans recorded during the CH4 oxidation reaction over a Pd(100) surface in the presence of
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Figure 6.10: (a) O 1s region during methane oxidation in a gas mixture of 0.5 mbar O2 and 0.2
mbar CH4. The temperature of the Pd(100) sample was ramped up to 525◦ C and down to
170◦ C during the experiment as illustrated in (b). The CO2 production as a function of time
is also shown.

0.5 mbar O2 and 0.2 mbar CH4 is shown. The O 1s region reveals the surface adsorbates and

the composition of the gas containing oxygen above the surface. A mass spectrometer was

used to record the composition of the gases in the chamber. The reaction rate is observed to

correlate with the surface oxidation states. The reaction is further described in Paper XII.

6.4.1 ALS and beamline 9.3.2

Most of the HP-XPS measurements presented in this thesis were performed at beamline 9.3.2

at the Advanced Light Source in Berkeley, CA [165]. During operation the beam current in

the ring has a constant value of 500 mA and energy of 1.9 GeV. The X-rays originating from a

bending magnet with photon energies between 30-850 eV, will hit the sample and the emit-

ted photoelectrons will be detected by a Scienta 4000R-Hipp analyzer. The spot size on the

sample is rather large (about 1mm×1mm) therefore a general information from a large sur-

face area is obtained. A small cone aperture (0.8 mm) minimizes the pumping in front of the

sample and a 100 nm thick SiN window separates the X-rays source from the high pressure

cell.
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6.5 Diffraction

Diffraction is the most important method for structure determinations at the atomic level in

many fields of science [166, 167, 168]. In surface science, Low Energy Electron Diffraction

(LEED) is mainly used, where electrons with low kinetic energy (20-300 eV) are used to study

the surface structure of crystalline materials [132]. It is a surface sensitive technique due to

the strong interaction of electrons with matter as illustrated in Fig. 6.1. LEED is based on the

fact that electrons can be described as waves and they will be scattered by a regular array

of atoms due to the periodic crystal structure. To perform an in situ diffraction experiment,

the use of electrons is not a good choice as they will be highly scattered by the gas molecules

surrounding the sample. Due to the low interaction of X-rays with matter, the X-rays are al-

most unaffected by a gas atmosphere surrounding a sample and, therefore, can be used to

study the structure of a material at atmospheric ambient conditions. When a surface is stud-

ied with the help of X-ray diffraction the technique is referred to as Surface X-ray Diffraction

(SXRD). However, since X-rays penetrate deeply inside the crystal, a large contribution to the

XRD signal comes from the bulk. The surface sensitivity can be enhanced using grazing in-

cidence for the incident X-ray beam and the penetration of the X-rays can be reduced from

several µm to about 50 Å. Since the refractive index of X-rays in solids is less than unity, the

X-ray beam will be totally reflected for small glancing angles (0.1- 0.5◦) [169]. The use of syn-

chrotron radiation as an X-ray source gives increased intensity of the otherwise weak surface

scattering signals.

One of the fundamental properties of waves is that two waves can interfere with each other if

they are in the same spatial region. If the two waves are in phase they interfere constructively

and if they are out of phase they will interfere destructively. When a wave interacts with a set

of periodically arranged objects, it may be scattered in different directions and the scattered

waves can interfere with each other. This process of interference caused by a set of objects in

the path of a beam is called diffraction and it will occur when the wavelength of the incident

beam is shorter than the distance between the objects. By analyzing the scattered beams

information can be obtained on the spacing between the objects and the periodic arrange-

ment of the objects.

During a typical diffraction experiment a crystal is illuminated by some kind of waves (X-

rays or electrons in this work), which are then scattered by the atoms in the crystal lattice. In

certain directions, the beams scattered from different atoms will be in phase and interfere

constructively. As the atoms are arranged in a periodic array, the scattered beams will create

an interference pattern. There are two major ways to describe the condition for construc-

tive interference, introduced by Laue and Bragg, respectively. Fig. 6.11 illustrates the Bragg

formulation, where two beams are reflected, according to the usual law of reflection, by two

different atomic planes. The beam reflected by the lower plane takes a longer path than
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Figure 6.11: Bragg diffraction geometry. When two beams of the same wavelength are inci-
dent on a crystalline solid they will be scattered by the atoms. The lower beam will travel
2d sin(θ) more than the one above and constructive interference will occur when this extra
length is equal to an integer multiple of wavelength.

the beam reflected by the outer plane. If this path difference equals an integer number of

wavelengths, the outgoing beams are in phase and the interference is constructive. The path

difference can be expressed as PD = 2dsin(θ) and the condition for constructive interference

as given by Bragg’s law becomes:

nλ= 2d sin(θ), (6.8)

where n is an integer, the order of the reflection, λ is the wavelength of the incident beam, d is

the distance between parallel planes of atoms (the d-spacing), and θ is the angle of incidence

of the beam.

The equivalent Laue formulation is illustrated in Fig. 6.12. A beam with wavelength λ and

wavevector k (|k|=k=2π/λ) is incident on two scatterers separated by a vector R, that will

scatter the beam in all directions. A scattered beam k’ (|k’|=|k|=k due to elastic scattering)

will be observed along a certain direction if the beams scattered by different atoms interfere

constructively. The condition for constructive interference is that the path difference be-

tween the rays scattered by each of the two ions is an integral number of wavelengths. The

path difference can then be written as:

PD = s′+ s = R cos(θ′)+R cos(θ) = R·k’

k
− R·k

k
= R ·∆k

k
, (6.9)

where ∆k = k’−k is the scattering vector, i.e., it expresses the change in direction due to the

scattering. Another common notation for ∆k is q. The condition for constructive interfer-

ence can be written as:

PD = nλ= n2π

k
, (6.10)
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Figure 6.12: Scattering of a wave by two scatterers separated by a vector R. The two scat-
tered beams may interfere constructively if the path difference between the two beams is a
multiple of the wavelength.

or,

R ·∆k = 2πn. (6.11)

where n is an integer. If we now consider an array of scatterers, with the lattice sites displaced

by the Bravais lattice vectors R=ma1+na2+oa3, then the same condition for constructive in-

terference should be fulfilled for all lattice vectors.

Reciprocal lattice

For every real lattice there is an equivalent reciprocal lattice, which is the Fourier transform

of the real lattice. The reciprocal basis vectors (bi ) may be written in terms of real space

vectors (a j ) as:

bi ·a j = δi j 2π, (6.12)

where i, j=1,2,3. This implies that bi is perpendicular to a j if i ̸=j , and the length of bi is

2π/|ai |. Hence, a large distance in real space corresponds to a small distance in reciprocal

space and vice versa. An arbitrary reciprocal lattice vector can be written as: q=r b1+sb2+tb3,

where r, s, t are integers. Returning to relation (6.12) and inserting ∆k=(hb1+kb2+l b3) one

obtains:

R ·∆k = (m1a1 +m2a2 +m3a3) · (hb1 +kb2 + l b3) = 2π(m1h +m2k +m3l ) = 2πn (6.13)

Therefore, if h, k, l are integers, ∆k is a reciprocal lattice vector. This gives the Laue condition

that constructive interference will occur if the change in the wave vector ∆k is a vector of the

reciprocal lattice. Consequently, a diffraction experiment will give an image of the reciprocal

lattice, which can be translated into the real lattice using relation (6.12).
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The above discussion is valid for crystal structures with a single atom per lattice point, such

as a simple cubic structure. For other structures, the internal structure of the unit cell will

give rise to a variation of the peak intensity and some peaks will be completely cancelled. The

intensity of the (hkl) peak will be proportional to the square of the so-called crystal structure

factor F(hkl), which is given by the following formula:

F (hkl ) =∑
m

fme(2πi (umh+vmk+wml )) (6.14)

where fm is the atomic scattering factor and u, v, w are the coefficients for the basis vectors

of the atoms in the unit cell of the crystal structure and we are summing over all atoms m in

the unit cell. Often some combinations of h, k, l will result in F = 0. For example in the case

of an fcc structure, the values of h, k and l that will give a non-zero structure factor are all

even or all odd.

6.5.1 Surface Diffraction

As mentioned above, in a diffraction experiment a map of the reciprocal lattice is produced

that can later be translated into real lattice using relation (6.12). Returning to the Laue con-

ditions R ·∆k = 2πn, where R a real space vector and n an integer, constructive interference

is obtained when ∆k is a reciprocal lattice vector. One can write a reciprocal lattice vector

q=hb1 + kb2 + l b3 being normal to the lattice plane (hkl). For an infinite crystal the Laue

conditions will be fulfilled for integer values of h, k, l and the scattered intensity will be max-

imum at q=hb1 +kb2 + l b3. Therefore, the diffraction pattern will consist of a 3D reciprocal

lattice of points with maximum intensity at the Bragg points (see Fig. 6.13 (a)). It is common

to define the positions in reciprocal space by the values of h, k, l, which also define the axes

of the reciprocal space.

For an isolated surface layer, the Laue conditions will only apply to the in-plane component

of ∆k parallel to the surface plane (∆k∥) and the conditions for constructive interference will

be: ∆k∥=hb1 +kb2, i.e. ∆k∥ must be a reciprocal surface lattice vector. The diffraction con-

ditions do not depend on l and the reciprocal lattice will consist of rods going through each

(hk) point perpendicular to the surface (see Fig. 6.13 (b)), the so-called crystal truncation

rods (CTRs). Adding layers to a single surface layer will result in the appearance of maxima

at the bulk reflection positions along the CTRs. The more layers there are the stronger the

bulk reflections will be. A truncated crystal can be seen as a half infinite crystal terminated

by a surface layer. Therefore, when X-rays are employed, the diffraction intensity for a trun-

cated crystal is still maximum at integer values of l but it will be smeared out in the direction

perpendicular to the surface (=CTRs) as ilustrated in Fig. 6.13 (c). The measured intensity

of these CTRs between the Bragg peaks contain information about atomic structure at the

surface [39, 170].
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Figure 6.13: Representation of diffraction from (a) an infinite crystal, (b) an isolated surface
layer and (c) a truncated crystal.

During surface reconstructions (see Chapter 3), the size of the unit cell in the surface plane

will change. Therefore additional rods of scattered intensity will appear at non-integer val-

ues of h and k along the l direction, which are called superstructure rods.

6.5.2 Low energy electron diffraction

Diffraction of electrons was first observed in 1927 by Davisson and Germer [171]. The wave-

length of electrons is related to their energy by:

λ= hp
2meE

, (6.15)

where h is the Planck constant, me is the electron mass and E is the kinetic energy of the

electrons. Substituting the values for these parameters gives:

λ=
√

150.4

E
, (6.16)
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Figure 6.14: (a) Schematic representation of a four-grid LEED instrument. The incident elec-
trons are scattered in different directions defined by k’ and the elastically scattered elec-
trons that undergo constructive interference will produce an intensity spot on the fluores-
cent screen representing a map of the reciprocal space as shown in (b). Diffraction will only
occur for these directions of k’ where the scattering vector ∆k is a reciprocal lattice vector.

where λ and E are measured in Å and eV respectively. Low energy electrons with a kinetic

energy of 100 eV will give wavelengths in the order of 1 Å, comparable with the distance be-

tween atoms in a lattice.

Experimentally, a monoenergetic beam of electrons from an electron gun impinges on a

sample surface, usually at normal incidence, as shown in Fig. 6.14 (a), where a commonly

used LEED instrument is shown. The elastically scattered electrons create a diffraction pat-

tern, which is collected on a fluorescent screen. The backscattered electrons will travel

through a series of grids (1-4). The first and the fourth grid are grounded while the inner

grids 2 and 3 serve as a cut-off filter and are set to a negative potential (V=-Ep ), so that only

elastically scattered electrons can pass. The screen is biased at a high positive voltage (about

3-5 kV) that accelerates the electrons to a sufficient kinetic energy to give rise to light emis-

sion from the coated fluorescent glass screen.

Returning to the reciprocal space, during a LEED experiment a wave vector k is coming in

perpendicular to the surface and there may be different scattered waves k’ going out of the
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surface. If one considers all possible directions the scattered electrons may have, a sphere

may be constructed (Ewald sphere) with the radius r = k = k ′ (Fig. 6.14 (b)). Since the in-

cident wave vector is normal to the surface (k∥=0), the change in direction due to the scat-

tering will be ∆ k∥=k’∥ and constructive interference will be obtained in directions where the

projection of the scattered wave vector on the surface is a reciprocal lattice vector (Laue con-

ditions). The higher the energy of the incoming electrons, the smaller the Ewald sphere will

be and the closer the reflections to the (00) reflection.

LEED can be used to determine the structure of different crystalline substrates as well as

structures induced by adsorbates. The spot positions are used to extract information about

the periodicity of the adsorbate unit cell with respect to the substrate unit cell. By using re-

lation (6.12), which relates the real space to the reciprocal space vectors, real space lattice

distances may be obtained. It is important to note that the LEED pattern is an average over

the area hit by the electrons, usually a few atomic layers. Therefore, defects in the surface

layer and/or a specific layer can not be observed although the size of the spots often reflects

the ordering on the surface.

As an example, Fig. 6.15 (a-b) shows the LEED patterns from a clean Pd(100) and the sur-

face oxide (
p

5×p
5)R27◦ grown on Pd(100) described in Chapter 3. As the surface lattice of

Pd(100) is squared, so is the reciprocal lattice as indicated by the yellow lines in Fig. 6.15 (a).

The model of the Pd(100) surface in (d) shows the basis vectors in real space. Pd has a fcc

lattice structure with a cell parameter of a=3.89 Å. In the (100) orientation, the lattice unit

cell is given by a1 = a2 = a
p

2=2.75 Å. Using relation (6.12) one can construct the reciprocal

lattice of Pd(100) as illustrated in Fig. 6.15 (c) (squares). The length of the reciprocal lattice

vectors will be b1=b2=2π/a1. The (
p

5×p
5)R27◦ spots are indicated by the small circles. The

unit cell of the (
p

5×p
5)R27◦ adsorbate structure in Fig. 6.15 (e-f) is

p
5 times as large in

both directions as the unit cell of the substrate (as1 = as2 = a1
p

5=6.149 Å). In the reciprocal

lattice, and therefore in the LEED image, the unit cell of the (
p

5×p
5)R27◦ structure will bep

5 times smaller. In reciprocal space, the unit vectors of the surface oxide have directions as

indicated in Fig. 6.15 (c) and have lengths of bs1=bs2=2π/as1. Since the rotation of the over-

layer structure can be either +27◦ and -27◦ with respect to the substrate, different domains

are formed. Fig. 6.15 (e-f) show two domains which are indicated in the LEED pattern by the

orange and blue squares.

One can distinguish between qualitative and quantitative analysis in a LEED experiment.

The qualitative analysis will, as described above, give the overall symmetry of the structure

while the quantitative analysis can give the exact atomic positions of a surface. This is done

by measuring the intensities of the diffraction beams as a function of the incident electron

energy (I-V curves) and compare to theoretical curves calculated from proposed geometrical

model. In this way, the exact geometrical structure can be obtained. Because of the strong



60 CHAPTER 6. TECHNIQUES FOR STUDYING SURFACES

domain I domain II

(1,0)

(0,1)

2π/a

(a) (b) (c)

(d)

b
1

b
2

a

a
1

a
2 a

1

a
2

a
s1

a
s2

b
s1

b
s2

(e) (f)

2π/a

Figure 6.15: The LEED images of the Pd(100) (a) and the (
p

5 ×p
5)R27◦ surface oxide

(b) taken with an electron energy of 60 eV. The in-plane reciprocal space map of Pd(100)
(squares) and (

p
5×p

5)R27◦ (circles) is shown in (c). Structural model of the clean and the
surface oxide with two different domains are illustrated in (d-f).

interaction of electrons with matter multiple scattering has to be included when performing

quantitative LEED analysis. Only qualitative LEED measurements have been performed in

the present work.

6.5.3 Surface X-ray Diffraction

As mentioned in section (6.5) the surface sensitivity in XRD can be enhanced using grazing

incidence for the incident X-ray beam. Most importantly, however, SXRD gains surface sen-

sitivity by scanning parts of the reciprocal space where surface signal is as high as possible

and the bulk signal as low as possible, i.e. along the CTRs and superstructure rods. As the sig-

nal from the surface rods is only induced by scattering from atoms within the reconstructed

part of the surface they are ideally suited for structural analysis of the surface.

One can also probe the growth of the surface ad-layers as illustrated by the oxidation of

Pd(100) shown in Fig. 6.16. When the surface oxide grows thicker new points will appear

in the out of plane direction (l). For the surface oxide some diffraction will occur at h=0.4



6.5. DIFFRACTION 61

1.21.11.00.90.80.70.60.50.4
L

0.4  0.8  L

In
te

ns
ity

 (
a.

u.
)

1x10-1 mbar O
2
  

5 mbar O
2
 

PdO(101)

(√5  √5)

Figure 6.16: The out-of-plane diffraction from the (0.4, 0.8, l ) with increasing l for the (
p

5×p
5)R27◦ (bottom line) and the PdO (upper line). The pattern from (

p
5×p

5)R27◦ reveals
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and k=0.8 as illustrated in Fig. 6.15 (b-c). Fig. 6.16 shows the out of plane CTRs (0.4, 0.8, l)

with increasing l when the Pd(100) sample was exposed to 1×10−1 mbar O2 (bottom) and

5 mbar O2 at 550 K. The diffuse scattering from the (
p

5×p
5)R27◦ (bottom line) indicates

one PdO layer, without peaks in l. As the oxide grows thicker the shape of the (0.4, 0.8, l )

rod changes and a peak at l=0.74 is observed. This peak corresponds to a lattice constant of

0.526 Å, close to the c lattice constant of PdO (=5.34 Å) (see Chapter 3). This illustrates how

SXRD can be used to distinguish between different structures. Recent improvements have

made the distinction even faster by the use of a 2D detector that is able to take an image of

the reciprocal space around a given h, k and l value instead of a scan [172].

The measured CTR and superstructure rod data can be compared to calculated structure

factors using the software package ROD [173]. For this an initial guess of the surface structure

is required, which may be obtained by other methods.

6.5.4 ESRF and beamline ID03

The surface X-ray diffraction measurements presented in this thesis were performed at the

European Synchrotron Radiation Facility (ESRF) in Grenoble, France [174]. It is a third gen-

eration storage ring with a energy of 6 GeV. The beamline ID03 is an undulator beamline
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providing a uniform photon flux in the 5 to 30 keV energy range. The minimum beam size on

the sample is 3×2 µm2. The beamline is dedicated to surface and interface structural stud-

ies [175, 176] allowing measurements under close to realistic operating conditions. Three

different reactors are available for the users with pressure range from UHV to 3 bar and a

2D detector allowing for increased area detection of the reciprocal lattice for short exposure

times (<1s/image).

6.6 Scanning Tunneling Microscopy

Scanning Tunneling Microscopy (STM) was developed in 1982 by Binning and Rohrer. For

this they were awarded the Nobel Prize in 1986 [177]. Since then STM has attracted interest

from researchers all over the world due to its ability to achieve atomic resolution. It is used to

study the structure and topography of surfaces at the atomic level [178] by making electrons

tunnel between a surface and a probe (tip).

The principle of STM is simple: an atomically-sharp probe (tip) is brought close (about 1

nm) to a conducting surface (sample) (see Fig. 6.17). The tip and the sample are in electrical

contact and their Fermi levels are aligned. If a bias voltage (V ) is applied between sample

and tip, electrons will tunnel across the vacuum barrier giving rise to a tunneling current (I )

which can be measured. Depending on the sign of the bias voltage, the current will flow ei-

ther from the filled states in the sample to the empty states in the tip (negative bias voltage),

or from the filled states in the tip to the empty states in the sample (positive bias voltage). In

a quantum mechanical treatment the tunneling current is given as a function of distance d

between the tip and the surface as [179]:

I (d) ∝ e−ad
p

ϕ (6.17)

where a is a constant and ϕ is the tunnel barrier height between the tip and the sample.

The current is measured, and due to the exponential dependence, the tunneling current is

very sensitive on the tip-sample separation. The tip is mounted on a piezoelectric tube (or

a piezo-tripod, depending on the setup) which can expand or contract (about 1 Å per mV)

in x, y, z directions by applying a voltage at its electrodes. Therefore, the position of the tip

over the surface can be controlled with extremely high precision. As tunneling occurs when

empty electron states of the surface overlap with filled states at the tip (or vice versa), an STM

image reflects the electronic structure and not the atoms directly.

Two modes of operation can be employed during STM operation: the constant current and

constant height mode. In the most commonly used mode, the constant current mode, the

current is kept constant by varying the tip-sample separation with high precision in a feed-

back loop (using the z piezo). The tip is scanned over the surface using the x y piezoelectric
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Figure 6.17: Schematic drawing of a STM setup. When a bias voltage is applied to the sam-
ple the electrons can travel between the sample and the tip giving rise to a current which
depends on the separation between the sample and the tip. If the current is kept fixed a
topographic image of the surface may be obtained.

elements and a topography of the surface electron density is obtained by plotting the z-piezo

voltage versus the lateral tip position. In the constant height mode, the distance between the

tip and the sample is held constant while the current is adjusted all the time to maintain the

distance. A topographic image is obtained by plotting the tunneling current as a function of

lateral tip position on the surface. As this mode of operation has an increased risk of crash-

ing the tip into the surface, it is mostly used for atomically flat surfaces.

The resolution of a recorded STM image is strongly dependent on the shape of the tip; atomic

resolution is more likely when a single atom of the tip is closer to the sample than all other

tip atoms. STM has an important limitation: as the operation requires a current between

the tip to the sample or vice versa, a conducting sample is needed. Insulating samples, like

oxides, which are important for catalysis, can therefore not be investigated using STM. Of-

ten this problem can be circumvented to some extent by using thin oxide films grown on

metallic substrates. This has been done in the present work, where a thin alumina film was

grown on NiAl(110), and examples of STM images from this system are shown in Fig. 6.18.

Because the oxides have a wide band gap, high voltages are required to image the oxide film,
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Figure 6.18: The morphology of the ultrathin aluminum oxide film grown on NiAl(110)
imaged with positive bias voltage. (a) Large scale image showing the film morphology
(200× 200 nm2) (3 V, 0.2 nA); Close-up images of the line defect structure (100× 100 nm2)
(3 V, 0.4 nA)(b), (50×50 nm2) (2.7 V, 0.4 nA) (c). The domain boundaries are clearly visible:
1. Antiphase domain boundaries: within a given reflection domain (A-A; B-B); 2. Reflection
domain boundaries: boundaries between domains of type A and B [180]. (d) Ag deposited
on the aluminum oxide film (30 sec) (300×300 nm2) (1.8 V, 0.045 nA). The clusters nucleate
at the step edges and domain boundaries.

while for the metallic substrate, lower voltages are used for imaging. At low bias voltages the

electronic states of the oxide are not accessible, the electrons can only tunnel between tip

and the metal support. If high enough bias voltage is used, the electrons can tunnel directly

into or out of the oxide states.

The interpretation of STM images is not always straightforward. Often, theoretical simu-

lations are important for a correct interpretation of the experimental images. Below I will

briefly summarized some formulas that may be used for the calculation of the tunneling

current.
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6.6.1 STM theory

The Tersoff-Hamann theory provides a quantitative theory of the tunneling current in STM

[181]. The tunneling current between the tip and the sample is written as:

I = 2πe

ħ
∑
t s

f (Et )[1− f (Es +eV )]×|Mt s |2δ(Et −Es), (6.18)

where the s and t indices refers to the surface and tip, respectively, f (E) is the Fermi function,

V is the applied voltage, Mt s is the tunneling matrix element between states ψt of the probe

and ψs of the surface, and Et is the energy of the state ψt in the absence of tunneling. In

the case of metals, the experiments are usually performed at RT or below and at low voltages

(about 10 meV). In the limit of small voltages and temperature only the states at the Fermi

level (EF ) contribute to the tunneling current:

I = 2π

ħ e2V
∑
t s
|Mt s |2δ(Es −EF )δ(Et −EF ), (6.19)

The Matrix element was calculated by Bardeen and is expressed as a integral over any surface

S lying within the vacuum region between the sample and the tip [182] :

Mt s = −ħ2

2m

∫
dS · (ψ∗

t ∇ψs −ψs∇ψ∗
t ), (6.20)

where ψt and ψs are wave functions of the tip and sample in the case of no interaction be-

tween the two subsystems. In order to be able to calculate the tunneling current the wave

functions of both the tip and the sample shall be known, which is not a straightforward task

since the atomic structure of the tip is not usually known. Therefore some assumptions have

to be made.

In 1983, Tersoff and Hamann [181] evaluated the matrix elements by modeling the electronic

wave functions of the tip by spherical s-type wave functions with a curvature radius r0. M

was found as:

M ∝ψs(r0) (6.21)

With this the tunneling current was found to be given by the local DOS (LDOS) of the sample

at the Fermi level:

I ∝|ψs(r0)|2δ(Es −EF ) = ρ(r0,EF ), (6.22)

where ρ(r0,EF ) is the local density of sample states at the center of the tip and at the Fermi

level. It has been proved that the s-type tip approximation provides reliable simulation of

STM images in most of the cases.
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6.7 Theoretical Methods

6.7.1 Density functional theory calculations

Density Functional Theory (DFT) is a widely spread theoretical tool for structure determi-

nation due to its good accuracy for many systems [183]. It has successfully been applied to

different scientific areas such as catalysis, nanomaterials, and biomaterials [184]. DFT has

been used to simulate many of the experimental results in this thesis. As I have not partic-

ipated in performing the simulations, I will only give a very brief introduction to DFT. For

further reading I refer the interested reader to references [183, 185, 186].

DFT is a theoretical technique used to investigate the electronic structure of many-body sys-

tems consisting of interacting electrons and nuclei. As the Hamiltonian contains informa-

tion about the fundamental interactions present in a system under study, all physical and

chemical properties of a system can be derived from the Hamiltonian. Therefore quantum

mechanics plays an important role in DFT. The main idea beyond the DFT is to solve the

Schrödinger equation of a many-body system:

HΨ= EΨ (6.23)

where H is the Hamiltonian, Ψ the many-body wavefunction and E the total energy of the

system.

However, because of the high number of particles, it becomes practically impossible to find

the exact solutions to the Schrödinger equation and some approximations have to be done.

One approximation is to consider the nuclei as fixed and only the electrons moving, the

Born-Oppenheimer approximation. The total wavefunction is then separated in an elec-

tronic and a nuclear part and the Schrödinger equation can be written as:

HeΨe (ri ) = EeΨe (ri ) (6.24)

with He =Te + Ve−e + Vext , where Te is the kinetic energy term, Ve−e is the electron-electron

repulsion potential and Vext is an external potential experienced by the electrons due to the

nuclei [185]. This is still a many-body system.

In 1964 Hohenberg and Kohn offered a solution turning the problem into a single particle

problem by the so-called Hohenberg- Kohn theorems [187]. They showed that the electronic

structure of a system of interacting electrons in the ground state are determined by the elec-

tronic charge density. When the ground state charge density is known the ground state en-

ergy can also be determined. Therefore in order to calculate the ground state properties of

the system, the many-body electron wave function is replaced by the electron charge density.

Later, Kohn and Sham showed how DFT can be applied to total energy calculations consid-

ering a non-interacting system in an external potential [188]. The total energy of a system
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can then be expressed as a functional of the electron density. Since the electron density of a

system can be computed far more easily than the many electron wave function, DFT made

total energy calculations of larger systems computationally feasible.

Photoemission Core-Level Shifts

In this thesis DFT has be used to determine stable geometries and to calculate the binding

energy shifts in XP spectra. The core-level shifts are usually calculated with respect to a ref-

erence, usually a bulk atom, and are defined as the difference between the binding energy of

a core-level electron in a surface atom and one in the bulk:

∆cl s = Esur f −Ebulk (6.25)

where Ebul k and Esur f are the binding energies of two different systems with a core hole in

the bulk or a surface atom. As described in section (6.3.2), it is important to include the final

state when calculating core-level shifts. The final state contribution to the core-level shift

originates from the different response of the bulk and surface electrons to the creation of a

core hole. All calculated core-level shifts in this thesis include the final state effects.

6.7.2 Ab initio Thermodynamics

Ab initio Thermodynamics is a theoretical approach which extends the DFT calculations (T =

0 K, no gas pressure) to ambient conditions [189, 190, 191]. The general idea behind it is the

combination of thermodynamics and DFT to calculate the equilibrium geometry of a sur-

face structure in contact with a given environment under conditions of defined temperature

(T ) and pressure (P ) [192]. The most stable surface structure will be the one that has the

lowest surface free energy, γ, under the given (T,P ) conditions. This is achieved by changing

the number of atoms of the reference gas until the lowest surface free energy is obtained.

Therefore when the number of particles of a given system changes, the chemical potential

(µ) needs to be taken into account. The surface free energy will be given by:

γ(T, pi ) = 1

A

[
G(T, pi )−∑

i
µi (T, pi )Ni

]
, (6.26)

where G is the Gibbs free energy of the crystal, A is the surface area and µi , Ni are the chemi-

cal potential and the number of the species of the same type. The Gibbs free energy is defined

as: G =U +pV −T S, where U is the internal energy, V the volume, and S the entropy of the

system. Thus the surface free energy is a function of the chemical potentials of all species in

the system. An approximation used in ab initio thermodynamics to obtain the lowest sur-

face free energy is that the Gibbs free energy is equal to the ground state total energy of the

system, which can be obtained from DFT. For a given coverage, the structure of the most

stable geometry is usually chosen from a number of trial geometries.
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The chemical potential of a particular molecule i represents the change in free energy as the

number of particles of that type changes by one and is given by:

µi (T,P ) = Ei +µo
i +kB T ln

Pi

P o
, (6.27)

where Ei is the total energy of particle i , µo
i is a reference chemical potential taken from

thermodynamic tables, kB is the Boltzmann constant (=8.617×10−5 eV/K) and P o is a refer-

ence pressure. From this relation it is observed that µi is negative (Pi < P o) and, therefore,

the lower µi is the highest the surface free energy will be. Increasing the pressure will result

in a lower surface free energy. A similar effect of the chemical potential to the surface free

energy can be obtained by decreasing the temperature. This means that in terms of thermo-

dynamics the situation of low (T,P ) is equivalent to high (T,P ). But the kinetical barriers are

significant at low temperatures and therefore the system observed in an experiment will not

reach thermodynamical equilibrium, within a reasonable time.

An example of the application of ab initio thermodynamics to stability calculations of oxides

is given in Paper II. Fig. 6.19 shows the phase diagram (surface free energy versus oxygen

chemical potential) of the different oxygen-induced surface structures that were observed to

form on Ag(111). At each particular value of the oxygen chemical potential the most stable

phase is the one with the lowest surface free energy. For low values of oxygen chemical po-

tential the clean surface was found to be the the most stable surface. As the oxygen pressure

increase the chemical potential increases and the surface oxide is found to be more stable,

while at even higher oxygen pressures the bulk oxide is more stable.
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Figure 6.19: Surface free energies for different oxygen-induced surface structures on Ag(111)
as a function of oxygen chemical potential. Adapted from Paper II.
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Summary of Papers

This chapter summarizes the papers, which are included in the second part of this thesis.

7.1 Silver-alumina system

Paper I: High-resolution core-level spectroscopy study of the ultrathin aluminum oxide

film on NiAl (110)

This paper reports on the electronic structure of the ultrathin aluminum oxide film grown

on NiAl(110). The oxide film, generally known as Al2O3, has been extensively studied in the

literature but its structure has only recently been solved [193], and so far no independent

experimental study in the literature supports the proposed model, in its entire complexity.

We have studied the oxide film by a combination of XPS and DFT. Previously recorded XPS

spectra for ultrathin oxide films on NiAl alloys, both from the Al 2p as well as from the O1s

have not been fully understood. Energy dependent core-level data from the O 1s and Al 2p

levels allow for a distinction between oxygen and aluminum atoms residing at the surface or

inside the aluminum oxide film. The calculated binding energies using the proposed model

are in good agreement with our experimental findings. The XPS results support the model

by Kresse et al. [193] and allow for a correct assignment of the different XP components to

specific atomic sites. In particular, a shifted component in the O 1s spectrum, which has

previously been assigned to all the surface oxygen atoms, can be assigned to surface oxygen

atoms which do not reside very close to another oxygen atom corresponding to only 30% of

the surface oxygen atoms.

Paper II: High-coverage oxygen-induced surface structures on Ag(111)

The article presents a combined XPS, STM and DFT study on the oxidation of Ag(111) with

atomic oxygen, with a focus on the higher oxygen coverage structures. The results show

the formation of more oxidized silver surfaces as compared to the p(4×4) phase for higher

oxygen exposure, namely the c(4×8) structure and Ag2O like phase with a (7×7) periodicity.

Based on DFT calculations, a stable structure is proposed for the c(4×8) structure with a cov-

erage of 0.5 ML. Above 0.5 ML coverage, bulk-like Ag2O islands start to form on the Ag(111)

71
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surface. The different oxides (p(4×4), c(4×8) and 1-layer (7×7) structures) are found to co-

exist on the surface with ratios depending on the amount of oxygen exposed to the surface.

Paper III: Mechanism for reversed photoemission core-level shifts of oxidized Ag

We have used a combination of DFT and XPS to investigate the origin of the negative shift

of Ag 3d upon Ag oxidation. Comparative measurements and calculations are performed

for Pd which shows normal positive shifts upon oxidation that can be explained by the elec-

trostatic potential model. The calculations suggest that the core-level shifts for Pd can be

related to initial-state effects, while the negative shifts for Ag should be related to final-state

effects where the screening of the core hole takes place in bonding states of s-type.

Paper IV: Carbonate formation on p(4×4)-O/Ag(111)

In this paper we have studied the reaction of Ag(111) and Ag-O with CO at liquid nitrogen

and RT conditions using a combination of XPS and DFT. Whereas CO does not adsorb on

the Ag(111) surface at 100 K, our results reveals that CO adsorbs on the Ag(111)-p(4×4)-O

structure. In particular, the almost complete removal of the clean Ag(111)-p(4× 4)-O O 1s

component indicates the formation of carbonate species on the surface. At 450 K the com-

plete removal of the C 1s component indicates carbonate decomposition. Carbonate leaves

the surface as CO2(g) and the remaining O atoms form the silver oxide.

Paper V: Facile NOx interconversion over preoxidized Ag(111)

In this paper the NO adsorption over oxidized Ag was investigated using a combination of

XPS and DFT. The measurements show that NO adsorption over Ag(111)-p(4× 4)-O at low

temperature results in NO dimerization, while at RT nitrate (NO3) formation was observed.

By increasing the NO pressure a complex interconversion between the adsorbed NOx species

was observed in the experimental data and was explained by partial decomposition of ni-

trates to nitrites and physisorbed NO in N2O3 structures.

Paper VI: Toward a silver-alumina model system for NOx reduction catalysis

In this work we have tried to increase the understanding of the silver-alumina catalyst using

a well defined model system, consisting of a NiAl(110) surface covered with a thin, well-

ordered Al2O3 film on which Ag is deposited. STM and HRCLS were used to characterize the

system. The STM images show that the Ag clusters nucleate and grow at the step edges and

at domain boundaries on the substrate. The growth mode of Ag on clean NiAl(110) is com-

pletely different (Frank-van der Merwe growth, i.e. layer-by-layer growth): the Ag wets the

surface and forms 2D islands and no shift of the Ag 3d as a function of coverage is observed.
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The NO adsorption on Ag deposited on alumina was investigated at 100 K and the results

show that NO dissociates in the presence of the Ag particles.

7.2 Pd and PdO(101)

Paper VII: Dissociative adsorption of hydrogen on PdO(101) studied by HRCLS and DFT

In this study we have investigated the adsorption of hydrogen on a PdO(101) film grown on

Pd(111) in UHV at both 100 K and RT conditions by a combination of XPS and DFT. Our mea-

surements provide resolution to separate between the 3- or 4-fold coordinated Pd atoms at

the surface of the PdO(101) resulting in a fingerprint for the undercoordinated Pd atoms.

Changes in the O 1s and Pd 3d spectra observed upon dosing 10 L of hydrogen reveal that

hydrogen adsorbs dissociatively on PdO(101) at 110 K. The calculated core-level shifts for the

dissociation of hydrogen on PdO(101) and formation of Pd-H and O-H groups supports this

interpretation. Dosing 1×10−8 mbar hydrogen at 300 K on the PdO(101) results in extensive

reduction of the oxide. The DFT calculations suggest a possible mechanism together with

activation energies for the formation and desorption of water. The information reported in

our study may be useful for understanding the dehydrogenation of hydrocarbons and other

organic molecules over Pd.

Paper VIII: Oxidation and reduction of Pd(100) and aerosol-deposited Pd nanoparticles

HP-XPS was used to study the in situ oxidation and reduction with CO of Pd(100) and Pd

nanoparticles on SiOx . The results show similar results for the single crystal and the nanopar-

ticles during oxidation with the formation of a surface oxide prior to bulk PdO. A lower tem-

perature for PdO formation was observed for the the nanoparticles as compared to the single

crystal. During the CO reduction, the bulk oxide was slowly reduced and a CO induced com-

ponent was observed from the PdO surface suggesting that the bulk oxide exposes the (101)

orientation. After oxide reduction the Pd(100) was found in a metallic phase with CO on the

surface while carbon have incorporated into nanoparticles and formed a palladium carbide

(PdCx).

Paper IX: CO adsorption on clean and oxidized Pd(111)

In this study we have investigated the interaction of CO with clean as well as oxidized Pd(111)

surfaces at 100 K using a combination of XPS, Infrared Spectroscopy and DFT calculations.

The measurements show that CO adsorbs on all structures but has different coverages for the

same CO exposures. In good agreement with previous studies, a c(4×2) structure was found
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to form upon CO adsorption on Pd(111) to a coverage of 0.5 ML. Upon exposing the Pd5O4

and PdO(101) surfaces to the same amount of CO, the binding energy of C 1s was found to be

sensitive to the oxidation state of the surface and a shift of 0.3 eV and 2 eV was measured for

the Pd5O4 and PdO(101) surface, respectively. The present study shows that the adsorption

sites occupied by CO on the different surfaces change from the hollow and bridge sites on

clean Pd(111) to bridge and atop sites on the oxidized Pd surfaces. Moreover, the CO cover-

age is found to decrease with increased oxidation state of Pd.

Paper X: Effects of non-local exchange on core-level shifts for gas-phase and adsorbed

molecules

In this report we have investigated the large core-level shifts observed upon bulk oxidation

of Pd (Pd 3d shift) and CO adsorption on PdO(101) (both the C 1s and O 1s shifts) which

previously could not be explained by DFT. The results show that the comparison between

experiments and calculation for the large shift in the Pd 3d binding energy for PdO(101) and

the large shift in C 1s between CO/Pd(111) and CO/PdO(101) is improved when a hybrid

functional (PBE0) is used instead of the PBE functional.

Paper XI: The active phase of Palladium during methane oxidation

We have studied the relation between surface structure and reactivity of Pd(100) for methane

oxidation using a combination of SXRD, mass spectrometry and DFT. The results show an

increased methane conversion as PdO(101) forms on the Pd(100). The calculations suggest

that the oxygen undercoordinated Pd atoms at the surface of PdO(101) provide the lowest

dissociation barrier for the extraction of the first hydrogen atom from methane that is also

considered to be the rate determining step in the methane oxidation reaction.

Paper XII: Oxide thickness dependent ligand effect

The article presents a combined HP-XPS, mass spectrometry and DFT study of methane ox-

idation over Pd(100). The results show that although the resulting thin and thick PdO(101)

oxide films expose the same surface atoms, their role as active sites during the reaction dif-

fers significantly due to differences in the layer below the top-most surface layer. The phe-

nomenon can be explained by a ligand effect not previously reported to our knowledge for

oxides, but similar to previously observed ligand effects in alloys. We argue that the observa-

tion may have implications on the atomistic design of new oxide based catalysts.

Paper XIII: In situ X-ray Photoelectron Spectroscopy of model catalysts: At the edge of the

gap
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The CO oxidation over Pd(100) was investigated by HP-XPS and first-principles Monte Carlo

calculations. The results show an increased activity for CO oxidation in the near-ambient

regime of the catalysts for both surface oxide and oxygen covered metallic surface without

the presence of CO on the gas phase or on the surface due to the mass-transfer limitations.

The calculations support the experimentally observed results.
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Outlook

Silver-alumina is a catalyst, which is known to have high activities for the NOx reduction,

while Pd is a well known oxidation catalyst. In this work we have obtained a fundamental

understanding of the Pd and Ag catalysts by studying the interaction of gas molecules such

as O2, CO, H2, CH4 and NO with the clean and oxidized Pd(100), Pd(111), Ag(111) and Ag

nanoparticles on an oxidized NiAl(110) surface. Moreover, the CO and methane oxidation

reactions over Pd were studied at high pressure conditions. For this purpose we have com-

bined experimental techniques and theory and the results provide an understanding of the

adsorption and reaction processes.

On the basis of the results presented several fundamental issues are clarified with respect to

the Ag component and the reaction mechanism of silver-alumina system. The complexity of

the model system were increased from single crystal surfaces to dispersed nanoparticles on

a thin aluminum oxide support, bridging the materials gap. The NOx reduction was not yet

investigated in the present work but the results from Paper VI suggest that NO dissociates on

Ag nanoparticles. Further work is needed to understand the complex reaction mechanism of

NOx reduction over silver-alumina. Additional experiments are necessary to investigate the

role of hydrogen or water and Ag particles size effects in the silver-alumina system for the

NOx reduction. Since the Ag nanoparticles may expose different facets, the study of other

low index surface orientations of Ag may be usefull to see the effects on reactivity towards

NOx reduction. As the p(7×7) was observed to form at higher oxygen coverages, it will be in-

teresting to look into more detail into the structure of thicker films, at their interaction with

gas molecules and how they might influence reactivity.

By combining traditional surface science techniques with novel in situ probes we have moved

a step further towards real catalyst by bridging the pressure gap, especially in the second part

of this work. Attempts have been made to bridge the materials gap and the results show simi-

lar behaviour for Pd nanoparticles and single crystal surfaces during the oxidation/reduction

processes. Still more work is to be done to fully understand the oxidation reactions over Pd.

As mentioned above the active metal nanoparticles may expose different facets and, there-

fore, it will be interesting to investigate the oxidation reactions (CO, methane) over different

surface orientations of Pd, or even vicinal surfaces. More complex studies may be to investi-
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gate the effect of water and the influence of the support on the reactivity, or to look into the

partial oxidation of methane.
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