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Abstract

The direct and inverse scattering problems for a plane-stratified viscoelastic
medium excited by a transient plane wave of SH or P-SV type are treated.
The viscoelastic medium is characterized by two time and space dependent
memory functions and a spatially dependent density. The direct and inverse
problems are solved by a time-domain wave propagator method that is related
to the Green functions technique and the imbedding method. The definition of
the wave-propagators is based upon a wave-splitting technique where the total
wave is split into generalized left and right going components. A numerical
algorithm for the inverse problem is presented for the P-SV case.

1 Introduction

In this paper, the direct and inverse scattering for inhomogeneous viscoelastic media
are treated in the time-domain. The inverse problems are important in several
areas of elastodynamics, e.g. in non-destructive media evaluation, in seismology,
and in the design of media with prescribed reflection and transmission properties.
Viscoelastic media are characterized by a constitutive relation which is non-local in
time. In this relation stress and displacement are related to each other by memory
functions. A consequence of the non-local time dependence is that viscoelastic media
are dissipative as well as dispersive.

Viscoelastic media support both shear (S) waves and pressure (P) waves. Here,
the viscoelastic medium is one-dimensional and is excited by a transient incident
plane wave. The shear wave is decomposed in two polarizations, the horizontal shear
wave (SH wave) and the vertical shear wave (SV wave). The pressure wave has only
one state of polarization. At oblique incidence, the SH wave is uncoupled to the
other two modes, whereas the SV and P waves couple. Both of these two cases, the
SH and the P-SV case, are analyzed in this paper. The direct and inverse problems
are treated by a time-domain wave propagator method. The method is based upon
a wave splitting technique where the waves are decomposed in generalized left and
right moving waves. Two closely related methods are the imbedding method and the
Green functions approach. The relations between these three methods are discussed
in the paper. In all three methods scattering operators that map the split fields
at one position to the split fields at another position are introduced. A significant
feature is that the operators are independent of the incident field.

Most of the development of the imbedding method, the Green functions approach
and the propagator method has taken place in the area of electromagnetics, cf. [13,
15–18, 20, 21, 23–26]. However, in the early history of these methods, there were
some papers that dealt with the elastodynamic and acoustic cases, and these papers
are related to the present paper. Thus in [2], [19] and [9] the viscoelastic SH case was
analyzed by the imbedding method and in [11] the P-SV case was analyzed by the
imbedding method. Recently, a number of new and interesting results concerning
transient direct and inverse scattering for the Timoshenko beam equation have been
reported [3, 4, 12, 27]. The imbedding method and the Green functions approach
were used in these papers. The wave splitting for the Timoshenko beam equation
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is more complicated than the one for a viscoelastic medium but otherwise there
are both analytical and numerical similarities between the two cases. All of the
above references concern one-dimensional wave propagation, but there are promising
results for the imbedding and Green functions approach for the three dimensional
case, see [30].

The current time domain wave propagator method has similarities with the fre-
quency domain method referred to as the propagator matrix method. This method
has been successfully used for several years in elastodynamics, see [22] and earlier
references. The propagator matrix method is not based upon the concept of wave
splitting, and it is far from being the frequency domain counterpart of the time do-
main method presented in this paper. There are a vast number of papers in books
and journal articles on other frequency domain methods for wave propagation in
elastic and viscoelastic media. For the SH case and the uncoupled P-SV case, i.e. for
normal incidence or homogeneous media, a common method for the inverse problem
is to transform the equations to the Schrödinger equation and use methods devel-
oped for the inverse potential problem, see e.g. [29]. Other examples of frequency
domain methods for the one-dimensional inverse P-SV problem are [7] and [6]. A
number of time domain methods for the inverse problem have also been developed.
A review of methods related to the method of characteristics is found in [5]. Most
methods for the inverse problem rely on reflection data, but there are also methods
that use transmission data for reconstructions, cf [14].

The outline of the paper is as follows: The constitutive relation and the basic
quantities are introduced in Section 2. In Section 3, the wave equation is derived
and the wave splitting technique is applied. The wave propagators are introduced
in Section 4, and in Section 5 the relation between the propagator method, the
imbedding method and the Green functions approach is discussed. The propagators
are operators that can be represented in terms of propagator integral kernels. Two
different sets of equations for these kernels are derived in Section 6. The direct
and inverse problems are defined and discussed in Section 7, where a numerical
algorithm for the inverse problem is presented, too. Finally, one numerical example
is presented in Section 8. The example concerns simultaneous reconstruction of three
independent functions: the density and the spatial dependence of the two memory
functions.

2 Formulation of the problem

The time domain constitutive relation for an isotropic viscoelastic medium relates
the stress tensor Σ(x, y, z, t′) to the displacement vector u

Σ = I ∂t′ [E ∗ ∇ · u] + 2∂t′ [G ∗ (∇u− I∇ · u)] + ∂t′ [G ∗ I × (∇× u)] , (2.1)

where the displacement vector reads

u(x, y, z, t′) = u(x, y, z, t′) êx + v(x, y, z, t′) êy + w(x, y, z, t′) êz.
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Figure 1: The geometry of the problem with the polarizations of the SH, SV and
P modes.

In Eq. (2.1), I is the unit tensor and the star ∗ denotes time convolution

[f ∗ g](t′) =

∫ t′

0

f(t′ − t′′)g(t′′) dt′′.

The kernel E(z, t′) in Eq. (2.1) is the elasticity relaxation modulus and G(z, t′) is the
shear relaxation modulus. In this time domain model, the stress due to the applied
strain thus depends on the history of the strain. Examples of time domain elasticity
and shear relaxation modulus can be found in e.g. [1]. In the present problem, the
geometry is one-dimensional and hence E(z, t′) and G(z, t′) vary with depth z and
time t′.

The wave front speed of the transverse shear waves SH and SV, and the longitu-
dinal P wave read

ct(z) =
√

G(z,0)
ρ(z)

cl(z) =
√

E(z,0)
ρ(z)

,

where ρ(z) is the density of the medium. Note that the longitudinal P wave travels
at a higher speed than the transverse SV and SH waves, i.e. ct(z) < cl(z).

The stratified viscoelastic slab occupies the region 0 ≤ z ≤ L and the surrounding
half-spaces z < 0 and z > L are homogeneous elastic half-spaces where G(z, t′)
and E(z, t′) are constant in time and space, see Figure 1. It is assumed that the
impedances for the SH, SV and P modes are continuous at the interfaces z = 0 and
z = L, cf. Eq. (3.8). The incident plane wave is a transient plane wave of SV, SH
or P type and the objective is to solve the direct and inverse scattering problem. In
the direct problem, the material parameters and the incident field are known and
the displacement vector for the reflected, transmitted and internal fields are to be
determined. In the inverse problem, the incident field is known and the material
parameters are to be determined from the displacement vector of the reflected field.
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3 The wave equation

Consider an incident wave in the yz-plane, see Figure 1. Since the geometry of the
problem is independent of y, the y coordinate can be eliminated by introducing a
translated time, t = t(t′, y), cf. [21]. Then the derivatives with respect to y are
transformed to derivatives with respect to t. The translated time is defined by


t = t(t′, y) = t′ − αy

α =
sin θ

c0
∂y = −α∂t,

(3.1)

where c0 is the wave speed of the incident wave and θ is the incident angle.
The equation of motion combined with the constitutive relation in Eq. (2.1)

results in the wave equation for the displacement vector

ρ∂2
tu = ∇ · Σ

= ∇ (∂t [E ∗ ∇ · u]) −∇× (∂t [G ∗ ∇ × u]) + 2∂t [(∇G ∗ ×∇) × u] .
(3.2)

From this equation, it is seen that the wave equation can be written in terms of a
scalar potential φp and a vector potential φs = (φsx, φsy, φsz){

φs = ∂t [G ∗ ∇ × u]
φp = ∂t [E ∗ ∇ · u] .

For a homogeneous medium, the scalar potential φp defines the pressure wave and
the vector potential φs defines the shear waves. Then the x component of φs is the
SV potential and the y component is the SH potential, cf. [10]. The wave equation
in terms of the potentials reads

ρ(z)∂2
t u = ∇ · Σ =


 ∂zφsy + α2∂t∂t [G ∗ ∂tu] (t)

−α∂tφp − ∂zφsx − 2α∂t [∂zG ∗ ∂tw] (t)
∂zφp − α∂tφsx + 2α∂t [∂zG ∗ ∂tv] (t)


 . (3.3)

Now, introduce the following vector φ

φ =


 φsy

φsx

φp


 =


 ∂t[G ∗ ∂z] 0 0

0 −∂t[G ∗ ∂z] −α∂t[G ∗ ∂t]
0 −α∂t[E ∗ ∂t] ∂t[E ∗ ∂z]





 u

v
w


 . (3.4)

This relation can be inverted by introducing the resolvent kernels h(z, t) and f(z, t)
such that

∂z


 u

v
w


 =




1
G(z,0)

[(1 − h∗)φsy
1

G(z,0)
[(h ∗ −1) (φsx + α∂t[G ∗ ∂tw])

1
E(z,0)

[(1 − f∗) (φp + α∂t[E ∗ ∂tv])


 . (3.5)
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This equation together with Eq. (3.4) give the equations for the kernels h(z, t) and
f(z, t) {

Gt(z, t) = G(z, 0)h(z, t) + [Gt(z, ·) ∗ h(z, ·)] (t)
Et(z, t) = E(z, 0)f(z, t) + [Et(z, ·) ∗ f(z, ·)] (t). (3.6)

Since G(z, 0) > 0 and E(z, 0) > 0 these equations are Volterra equations of the
second kind and hence uniquely solvable.

The wave equation (3.3), can now be written in a matrix notation in terms of
the displacement field u and the vector φ utilizing Eq. (3.5)

∂z

(
u
φ

)
= A

(
u
φ

)
, (3.7)

where the 6 × 6 matrix valued operator A reads

A =




0 0 0 1
G(z,0)

[1 − h∗]
0 0 −α∂t 0
0 α∂t 0 0

ρ∂tt − α2∂tt[G ∗ ∂t] 0 0 0
0 −ρ∂tt −2α∂t[Gz ∗ ∂t] 0
0 −2α∂t[Gz ∗ ∂t] ρ∂tt 0

0 0
− 1

G(z,0)
[1 − h∗] 0

0 1
E(z,0)

[1 − f∗]
0 0
0 −α∂t

α∂t 0



.

3.1 Wave splitting

A wave splitting is applied to the wave equation so that the displacement field u
and the potential φ are transformed into new independent variables, the split fields
u±. The split fields form the basis for the representation of the wave propagators
presented in the next section. The split fields read

u+ =


 u+

sh

u+
sv

u+
p


 , u− =


 u−

sh

u−
sv

u−
p


 , u = u+ + u−.

The fields u± are the generalized left and right going components (negative and
positive z- direction) of the total field, respectively. Note that the y and z compo-
nents of the total field u (i.e v and w) consist both of P and SV waves whereas the
y component of the split fields u± is an SV wave and the z component of the split
field is a P wave. The wave splitting is defined by(

u+

u−

)
= S

(
u
φ

)
,
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where the matrix valued split operator S is defined by

S =
1

2




1 0 0 − 1
Zsh

(∂t)
−1 0 0

0 1 0 0 1
Zsv

(∂t)
−1 α

ρ
(∂t)

−1

0 0 1 0 α
ρ
(∂t)

−1 − 1
Zp

(∂t)
−1

1 0 0 1
Zsh

(∂t)
−1 0 0

0 1 0 0 − 1
Zsv

(∂t)
−1 α

ρ
(∂t)

−1

0 0 1 0 α
ρ
(∂t)

−1 1
Zp

(∂t)
−1



,

where (∂t)
−1 denotes time integration

∫ t
. The functions Zsh(z), Zsv(z) and Zp(z)

are the modified impedances of the SH, SV and P modes and they read

Zsh(z) = ρ(z)ct(z)
√

1 − α2ct(z)2

Zsv(z) = ρ(z)ct(z)
1√

1 − α2ct(z)2

Zp(z) = ρ(z)cl(z)
1√

1 − α2cl(z)2
.

(3.8)

For a wave at normal incidence, i.e. α = 0, the impedances in Eq. (3.8) are identical
to the usual expressions for the impedances, cf. [10].

The split matrix S is derived by diagonalizing the matrix A in Eq. (3.7) for a
homogeneous elastic medium. Thus, for a homogeneous elastic medium, the fields
u± are the physical left and right going components of the total field. In the inho-
mogeneous case, the splitting is still well defined but the fields u± are generalized
left and right going components of the total field.

The inverse of S reads

S−1 =




1 0 0 1 0 0
0 1 α

sl
0 1 − α

sl

0 − α
st

1 0 α
st

1

−Zsh∂t 0 0 Zsh∂t 0 0
0 Zsv∂t 0 0 −Zsv∂t 0
0 0 −Zp∂t 0 0 Zp∂t



,

where sl(z) and st(z) are the inverses of the wave speed of the longitudinal and
transverse modes, respectively

st(z) =
1

ct(z)

√
1 − α2ct(z)2

sl(z) =
1

cl(z)

√
1 − α2cl(z)2.

The split fields u± satisfy a system of first order hyperbolic equations that is equiv-
alent to the wave equation (3.2)

∂z

(
u+

u−

)
=

(
(∂zS) S−1 + SAS−1

) (
u+

u−

)
(3.9)

≡ Diag
(
−st, −st, −sl, st, st, sl

) (
∂tu

+

∂tu
−

)
+ B

(
u+

u−

)
.
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The 6×6 matrix valued operator B consists of the coupling coefficients between the
split fields. Diag () in Eq. (3.9) denotes the 6× 6 diagonal matrix. In order to make
the coupling coefficients from SV to P equal to the coupling coefficients from P to
SV (except for the sign), the following scaling is performed

u± =


 u±

sh

u±
sv

u±
p


 =




1√
Zsh(z)

ψ±
sh

1√
Zsv(z)

ψ±
sv

1√
Zp(z)

ψ±
p


 = Diag

(
1√

Zsh(z)
,

1√
Zsv(z)

,
1√
Zp(z)

)
ψ±.

(3.10)

This scaling also makes Rp→sv = −Rp→sv in Eq. (6.14). The new split fields ψ± are
inserted in Eq. (3.9) giving the equation

∂z

(
ψ+

ψ−

)
≡ Diag

(
−st, −st, −sl, st, st, sl

) (
∂tψ

+

∂tψ
−

)
+ C

(
ψ+

ψ−

)
,

(3.11)

where the 6 × 6 matrix valued operator C reads

C =




αsh + α̃sh∗ 0 0 βsh + β̃sh∗ 0 0
0
0

αpsv +αpsv∗
0
0

βpsv + βpsv∗
γsh + γsh∗ 0 0 −αsh − αsh∗ 0 0

0
0

γpsv + γpsv∗
0
0

−αpsv −αpsv∗




=




αsh + αsh∗ 0 0
0 αsv + αsv∗ αpsv + αpsv∗
0 −αpsv − αpsv∗ αp + αp∗

γsh + γsh∗ 0 0
0 γsv + γsv∗ −βpsv − βpsv∗
0 βpsv + βpsv∗ γp + γp∗

βsh + βsh∗ 0 0
0 βsv + βsv∗ βpsv + βpsv∗
0 −βpsv − βpsv∗ βp + βp∗

−αsh − αsh∗ 0 0
0 −αsv − αsv∗ −αpsv − αpsv∗
0 αpsv + αpsv∗ −αp − αp∗



.

The boldface matrices are 2×2 matrices. The elements in the matrix C are presented
in appendix A. The index psv in Eq. (3.11) denotes the coupling between the SV
and the P modes.

For a homogeneous elastic medium, the operator matrix C = 0 and the wave
equation in Eq. (3.11) reads

∂z

(
ψ+

ψ−

)
= Diag

(
−st, −st, −sl, st, st, sl

) (
∂tψ

+

∂tψ
−

)
.
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In this case u±
sh (ψ±

sh) and u±
sv (ψ±

sv) propagate with the transverse velocity s−1
t and

u±
p (ψ±

p ) propagates with the longitudinal velocity s−1
l .

4 Wave propagators

In the direct and inverse problems, it is assumed that the incident transient plane
wave ψ+(0, t) has been generated in the region z < 0, and impinges obliquely on the
slab at z = 0 and at time t = 0. The incident field excites internal fields ψ±(z′, t) as
well as reflected and transmitted fields. The wave propagators are linear operators
that map the internal right going field ψ+(z′, t) at a position z′ > 0 to the internal
left and right going fields ψ±(z, t) at some other position z > 0, cf. [20]. The 3 × 3
wave propagators matrices P±(z, z′) are defined by

 ψ±
sh (z, t + τt(z, z

′))
ψ±

sv (z, t + τl(z, z
′))

ψ±
p (z, t + τl(z, z

′))


 = P±(z, z′)


 ψ+

sh(z
′, t)

ψ+
sv(z

′, t)
ψ+

p (z′, t)


 . (4.1)

In these definitions the travel time variables τt(z, z
′) and τl(z, z

′) of the transverse
and the longitudinal modes respectively, are defined by


τt(z, z

′) =

∫ z

z′
st(z

′′) dz′′ =

∫ z

z′

1

ct(z′′)

√
1 − sin2 θ

ct(z′′)2

c20
dz′′

τl(z, z
′) =

∫ z

z′
sl(z

′′) dz′′ =

∫ z

z′

1

cl(z′′)

√
1 − sin2 θ

cl(z′′)2

c20
dz′′.

Note that the travel time variable is the same for the SV and the P mode since
they are coupled. The travel time τt(z, z

′) and τl(z, z
′) are the travel time for the

wavefront from a point z to a point z′ measured in the translated time variable for
the transverse and the longitudinal modes, respectively, cf. Eq. (3.1).

In the definition of the propagators in Eq. (4.1), there are no restrictions on the
relative magnitudes of z and z′. When z′ < z the propagators propagate the field
ψ+(z′, t) forward in the z-direction and in time, and when z′ > z, the propagation
is backward in the z-direction and in time. The notation forward propagators and
backward propagators are therefore adopted for P±(z, z′) when z′ < z and z′ > z
respectively. The definition of the wave propagators implies the following relations
for positive z, z′ and z′′

P+(z, z) = I = identity operator (4.2)

P+(z, z′) = P+(z, z′′)P+(z′′, z′) (4.3)

P−(z, z′) = P−(z, z)P+(z, z′). (4.4)

From eqs. (4.2) and (4.3) it is seen that

P+(z, z′)P+(z′, z) = I .
Therefore the inverse of P+(z, z′) follows(

P+(z, z′)
)−1

= P+(z′, z). (4.5)
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4.1 Explicit representations of the propagators

The explicit representations of the wave propagators follow from invariance under
time translation and causality, cf. [20]

P+(z, z′)ψ+(z′, t) = a(z, z′)


 ψ+

sh(z
′, t)

S(z, z′)ψ+
sv(z

′, t)
ψ+

p (z′, t)


 +

[
P+(z, z′, ·) ∗ψ+(z′, ·)

]
(t)

P−(z, z′)ψ+(z′, t) =
[
P−(z, z′, ·) ∗ψ+(z′, ·)

]
(t),

(4.6)

where the time-shift operator S(z, z′) is defined by

S(z, z′)f(z′, t) = f(z, t− τt(z, z
′) + τl(z, z

′)),

where f(z′, t < 0) = 0, due to causality. The propagator kernels, P±(z, z′, t), are
3 × 3 matrices

P±(z, z′, t) =


 P±

sh(z, z
′, t) 0 0

0 P±
sv(z, z

′, t) P±
p→sv(z, z

′, t)
0 P±

sv→p(z, z
′, t) P±

p (z, z′, t)


 ,

where P±
p→sv denote the coupling from the P mode to the SV mode and P±

sv→p the
coupling from the SV mode to the P mode. The attenuation of the wavefront,
a(z, z′), from a point z′ to a point z is a diagonal 3 × 3 matrix

a(z, z′) = Diag
(
ash(z, z

′), asv(z, z
′), ap(z, z

′)
)
.

The time-shift operator S(z, z′) is applied to the directly transmitted part of the SV
wave since the same wavefront time has to be used for the coupled P and SV modes
and since the SV wave travels with the speed s−1

t rather than s−1
l .

The representations in Eq. (4.6) imply the following boundary values of the
propagator kernels for a slab 0 ≤ z ≤ L



P−(0, 0, t) = R(t) =


 Rsh(t) 0 0

0 Rsv(t) Rp→sv(t)
0 Rsv→p(t) Rp(t)




P+(0, L, t) = T (t) =


 Tsh(t) 0 0

0 Tsv(t) Tp→sv(t)
0 Tsv→p(t) Tp(t)


 ,

(4.7)

where R(t) is the reflection matrix kernel and T (t) the transmission matrix kernel
of the slab. For an incident delta pulse, the reflection kernel R(t) is the reflected
response of the slab and T (t) is the transmitted scattered response. Since the P
and SV modes are coupled for oblique excitation, an incident P wave gives rise to
a reflected P wave through the kernel Rp(t) and a reflected SV wave through the
kernel Rp→sv(t). As mentioned earlier, the reflection kernels Rp→sv(t) and Rsv→p(t)
are identical except for the sign because of the scaling in Eq. (3.10).
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From Eq. (4.2) and the propagator representation (4.6), it is seen that the prop-
agator kernel P+(z, z′, t) is related to its inverse propagator kernel P+(z′, z, t) in
Eq. (4.3) via Volterra equations of the second kind. For the SH mode, the Volterra
equation reads

ash(z
′, z)P+

sh(z, z
′, t) + ash(z, z

′)P+
sh(z

′, z, t) +
[
P+

sh(z, z
′, ·) ∗ P+

sh(z
′, z, ·)

]
(t) = 0.

(4.8)

The system of coupled Volterra equations for the P-SV modes reads

[
P+

psv(z, z
′, ·) ∗ P+

psv(z
′, z, ·)

]
(t) +

(
asv(z, z

′)S(z, z′) 0
0 ap(z, z

′)

)
P+

psv(z, z
′, t)

+

((
asv(z

′, z)S(z′, z) 0
0 ap(z

′, z)

) (
P+

psv(z
′, z, t)

)T
)T

= 0, (4.9)

where

P±
psv(z, z

′, t) =

(
P±

sv(z, z
′, t) P±

p→sv(z, z
′, t)

P±
sv→p(z, z

′, t) P±
p (z, z′, t)

)
.

The kernel P+(z, z′, t) is uniquely given by the kernel P+(z′, z, t) and vice versa,
since Volterra equations of the second kind have unique solutions. Hence, the inverse

operator
(
P+(z, z′)

)−1
in Eq. (4.5) exists.

5 Relations to other techniques

There are two methods that are closely related to the propagator method: the
imbedding method and the Green functions technique. The relations between these
methods are discussed in this section. Historically, the imbedding method was first
developed, followed by the Green functions technique and finally the wave propaga-
tor method. A modification of the Green functions technique is the compact Green
function technique and this approach is also discussed.

5.1 The Green function technique

In the Green function approach, see [13, 17, 23, 24], Green operators G±(z) are in-
troduced that map the incident field ψ+(0, t) at z = 0 (z′ = 0 in Eq. (4.6)) to the
internal split fields ψ±(z, t) as

 ψ±
sh (z, t + τt(z, 0))

ψ±
sv (z, t + τl(z, 0))

ψ±
p (z, t + τl(z, 0))


 = G±(z)


 ψ+

sh(0, t)
ψ+

sv(0, t)
ψ+

p (0, t)


 . (5.1)

By comparing eqs. (5.1) and (4.1), the relation between the Green operators and the
wave propagators and the relation between the Green kernels and the propagator
kernels follow

G±(z) = P±(z, 0)
G±(z, t) = P±(z, 0, t).
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Thus, the Green operators G±(z) are the forward wave propagators P±(z, z′), z′ < z
for the special case z′ = 0. The equations, initial values and jump conditions for the
Green kernels G±(z, t) are derived by varying the coordinate z in Eq. (4.6). These
results are presented in Section 6. In order to solve the Green kernel equations
uniquely for a slab 0 ≤ z ≤ L, the following boundary conditions are needed

G+(0, t) = 0
G−(L+, t) = 0,

(5.2)

where 0 is the 3 × 3 null-matrix. The first boundary condition is obvious from Eq.
(4.6) and the second follows since the medium is homogeneous and elastic for z > L
and thus no field is scattered backwards for z > L.

5.2 The “compact” Green function technique

In the “compact” Green function approach, see [15, 26], the Green operators Gc±(z)
map the transmitted field ψ+(L, t) at z = L to the internal split fields ψ±(z, t) as

 ψ±
sh (z, t + τt(z, L))

ψ±
sv (z, t + τl(z, L))

ψ±
p (z, t + τl(z, L))


 = Gc±(z)


 ψ+

sh(L, t)
ψ+

sv(L, t)
ψ+

p (L, t)


 . (5.3)

Thus, the operators Gc±(z) are the backward wave propagators P±(z, z′), z′ > z
for the special case z′ = L. The relations between these Green operators and the
wave propagators follow by comparing eqs. (5.3) and (4.1)

Gc±(z) = P±(z, L)
Gc±(z, t) = P±(z, L, t).

The equations, initial values and jump conditions for the compact Green kernels
Gc±(z, t) are the same as for the usual Green kernels, see Section 6. For an elastic
slab 0 ≤ z ≤ L, it turns out that the kernels Gc±(z, t) have compact support in the
time interval 0 < t < 2τl(z, L) which explains the notation compact Green functions,
cf. [15]. For a general dispersive slab, the kernels Gc±(z, t) do not have compact
support in time and the name compact Green functions is somewhat misleading.
The compactness of the kernels can be utilized to determine two material parameters
from the reflection and transmission kernels for a field normally incident from one
side of a non-dispersive slab, cf. [26]. The compact Green functions are also suitable
for signal restoration, cf. [25]

Since the usual and “compact” Green operators are forward and backward wave
propagators for the slab 0 ≤ z ≤ L respectively, the relation between the kernels
G+(z = L, t) and Gc+(z = 0, t) are given by eqs. (4.8) and (4.9). Similarly, the
relation between the kernels G−(z = 0, t) and Gc−(z = L, t) is found from Eq. (4.4)
for z = 0 and z′ = L. The boundary conditions for the compact Green kernels are

Gc+(L, t) = 0
Gc−(L+, t) = 0,

(5.4)

where 0 is the 3 × 3 null-matrix.
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5.3 The imbedding method

The wave operators in the imbedding method are the reflection operator R(z′)
and the transmission operator T (z′) for a subslab [z′, L] imbedded in a slab [0, L],
see [2, 8, 9, 11, 19]. The relation between the operators R(z′), T (z′) and the wave
propagator operators are

R(z′) = P−(z′, z′)
T (z′) = P+(L, z′).

Thus, the transmission operator T (z′) is the forward wave propagator P+(z, z′) for
the special case z = L that map the right going field ψ+(z′, t) to the transmitted field
ψ+(L, t). Note that T (z′) is the inverse of the compact Green operator Gc+(z′, t),
cf. Eq. (4.5), and thus, the corresponding kernels are related through eqs. (4.8) and
(4.9). The reflection and transmission kernels in the imbedding method are related
to the propagator kernels as

R(z′, t) = P−(z′, z′, t)
T (z′, t) = P+(L, z′, t).

Note that R(z′, t) is antisymmetric, i.e. Rp→sv(z
′, t) = −Rsv→p(z

′, t), cf. Eq. (6.14).
The equations for the reflection and transmission kernels, R(z′, t) and T (z′, t), are
derived by varying the coordinate z′ in Eq. (4.6). The derivation is found in the next
section. In order to solve the imbedding equations uniquely, the following boundary
conditions are needed

T (L, t) = 0
R(L+, t) = 0,

(5.5)

where 0 is the 3 × 3 null-matrix.

6 The equations for the propagator kernels

In this section, the equations and the initial values for the propagator kernels are
derived by differentiating both sides of the definition of the wave propagators in Eq.
(4.1) with respect to the coordinate z or z′. When the coordinate z is varied while
z′ is kept constant, this set of equations is related to the one obtained in the Green
functions approach. For z′ = 0, this set of equations is identical to the equations
obtained in the Green functions approach and for z′ = L, the equations for the
“compact” Green functions are obtained. The other set of equations is derived by
varying the coordinate z′ and is related to the imbedding equations.

6.1 The equations related to the Green kernel equations

The differentiation with respect to z of the left hand side of Eq. (4.1) gives

d

dz

(
ψ+

ψ−

)
(z, t + τ(·)(z, z

′)) =

(
∂zψ

+

∂zψ
−

)
(z, t + τ(·)(z, z

′))

+Diag
(
st, sl, sl, st, sl, sl

) (
∂tψ

+

∂tψ
−

)
(z, t + τ(·)(z, z

′)).
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The dynamics in Eq. (3.11) eliminate the partial derivatives with respect to z and
the representation in Eq. (4.6) eliminates ψ±(z, t+ τ(·)(z, z

′)) in this equation. Thus

d

dz

(
ψ+

ψ−

)
(z, t + τ(·)(z, z

′)) = C
(

P+(z, z′)ψ+(z′, t)
P−(z, z′)ψ+(z′, t)

)

+ Diag
(

0, −st + sl, 0, 2st, st + sl, 2sl

)
∂t

(
P+(z, z′)ψ+(z′, t)
P−(z, z′)ψ+(z′, t)

)
.

(6.1)

By utilizing Eq. (4.6) the derivative with respect to z of the right hand side of Eq.
(4.1) reads

d

dz

(
P+(z, z′)ψ+(z′, t)
P−(z, z′)ψ+(z′, t)

)
=


 ∂za(z, z′)


 ψ+

sh(z
′, t)

S(z, z′)ψ+
sv(z

′, t)
ψ+

p (z′, t)




0




− (st − sl)





 0

asv(z, z
′)S(z, z′)∂tψ

+
sv(z

′, t)
0




0




+

[
∂zP

+(z, z′, ·) ∗ψ+(z′, ·)
∂zP

−(z, z′, ·) ∗ψ+(z′, ·)

]
(t).

(6.2)

where 0 is the 3 × 1 null-vector. When the right hand sides of eqs. (6.1) and (6.2)
are set equal to each other, a system of equations in terms of the field ψ+(z′, t) is
obtained. The incident field ψ+(0, t) is an arbitrary incident field, and since the
backward propagator P+(0, z′) exists, the internal field ψ+(z′, t) is an arbitrary
incident field and the system of equations for the kernels of the SH mode and the
coupled system for the SV and P modes are obtained. Equations (6.1) and (6.2) also
give the initial values for the propagator kernels, the values of the discontinuities in
the propagator kernels and the equation for the attenuation factor. The system of
equations and the initial condition for the kernels P±

sh(z, z
′, t) read

∂z

(
P+

sh(z, z
′, t)

P−
sh(z, z

′, t)

)
− 2st(z)∂t

(
0

P−
sh(z, z

′, t)

)

=

(
αsh(z) βsh(z)
γsh(z) −αsh(z)

) (
P+

sh(z, z
′, t)

P−
sh(z, z

′, t)

)
+

(
ash(z, z

′)αsh(z, t)
ash(z, z

′)γsh(z, t)

)
.

+

(
αsh(z, ·)∗ βsh(z, ·)∗
γsh(z, ·)∗ −αsh(z, ·)∗

) [
P+

sh(z, z
′, ·)

P−
sh(z, z

′, ·)

]
(t)

P−
sh(z, z

′, 0) = −1

2

ash(z, z
′)

st(z)
γsh(z). (6.3)
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Char. of P+
p P+

sv→p

Char. of P+
sv

P+
p→sv

z = L

t

0
0

z

Char. of P −
p P −

sv→p

Char. of P −
sv P −

p→sv

t = 2τt(L, 0) − τt(z, 0) − τl(z, 0)
2τt(L, 0)

2τl(L, 0)
t = 2τl(L, z)

τt(L, 0) − τl(L, 0)

Figure 2: Some characteristic lines of the coupled propagator kernels P±(z, 0, t)
and P±(z, L, t), i.e the Green kernels for a slab 0 ≤ z ≤ L.

The coupled system of equations for the propagator kernels P+
psv(z, z

′, t) of the
SV and P modes read

∂z




P+
sv P+

p→sv

P+
sv→p P+

p

P−
sv P−

p→sv

P−
sv→p P−

p


 − ∂t




(sl − st)P
+
sv (sl − st)P

+
p→sv

0 0
(st + sl)P

−
sv (st + sl)P

−
p→sv

2slP
−
sv→p 2slP

−
p


 (6.4)

=

(
αpsv +αpsv∗ βpsv + βpsv∗
γpsv + γpsv∗ −αpsv −αpsv∗

) (
P+

psv

P−
psv

)

+




asv(z, z
′)S(z, z′)αsv(z, t) ap(z, z

′)αpsv(z, t)
−asv(z, z

′)S(z, z′)αpsv(z, t) ap(z, z
′)αp(z, t)

asv(z, z
′)S(z, z′)γsv(z, t) −ap(z, z

′)βpsv(z, t)
asv(z, z

′)S(z, z′)βpsv(z, t) ap(z, z
′)γp(z, t)


 .

The initial values for the P±
p→sv and P+

p kernels read


P+
p→sv(z, z

′, 0) =
ap(z, z

′)

st(z) − sl(z)
αpsv(z)

P−
p→sv(z, z

′, 0) =
ap(z, z

′)

sl(z) + st(z)
βpsv(z)

P−
p (z, z′, 0) = −1

2

ap(z, z
′)

sl(z)
γp(z).

(6.5)
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The wavefront time used in the representations in Eq. (4.6) implies that t = 0 when
the wavefront of the P wave arrives at a point z. Since the SV wave travels at a
lower wavefront speed, it has not arrived at time t = 0, and hence the initial values
for the SV wave read 


P+

sv(z, z
′, 0) = 0

P−
sv(z, z

′, 0) = 0
P−

sv→p(z, z
′, 0) = 0.

(6.6)

From the left hand side of (6.4), the characteristics of the kernels P±
sv, P

±
sv→p, P

±
p

and P±
p→sv are easily obtained. Some of the corresponding characteristic lines for a

slab 0 ≤ z ≤ L are presented in Figure 2.
The kernels P−

sv, P
−
sv→p and P+

sv→p have jump discontinuities along the character-
istic line t = τt(z, 0) − τl(z, 0) for a slab 0 ≤ z ≤ L, see Figure 2. The wavefront of
the SV mode propagates along this characteristic line and initiates a P wave through
the kernels P−

sv→p and P+
sv→p. Thus, the jump discontinuity in P−

sv is the initial value
for the directly propagating SV wave. For a wave at normal incidence, this disconti-
nuity is equal to the initial value for the SH wave in Eq. (6.3). The jump conditions
for the SV and P modes are obtained by integrating the propagator kernels along
their characteristics, see [26]



[P−
sv(z, z

′, t)]t=τt(z,0)−τl(z,0) = −1

2

asv(z, z
′)

st(z)
γsv(z)[

P+
sv→p(z, z

′, t)
]
t=τt(z,0)−τl(z,0)

=
asv(z, z

′)

st(z) − sl(z)
αpsv(z)[

P−
sv→p(z, z

′, t)
]
t=τt(z,0)−τl(z,0)

= − asv(z, z
′)

sl(z) + st(z)
βpsv(z),

(6.7)

where [f(z, z′, t)]t=t0
= f(z, z′, t+0 ) − f(z, z′, t−0 ).

The equation for the attenuation a(z, z′) also follows from eqs. (6.1) and (6.2)

Diag
(
αsh(z, z

′), αsv(z, z
′), αp(z, z

′)
)
a(z, z′) = ∂za(z, z′). (6.8)

The initial value a(z, z) = Diag
(

1, 1, 1
)
, is implied by the representation in

Eq. (4.6), and hence the solution of Eq. (6.8) reads


ash(z, z
′) = exp

{∫ z

z′
αsh(z

′′)dz′′
}

= exp

{
1

2

∫ z

z′
ρ(z′′)

Gt(z
′′, 0)

Zsh(z′′)G(z′′, 0)
dz′′

}

asv(z, z
′) = exp

{∫ z

z′
αsv(z

′′)dz′′
}

= exp

{
1

2

∫ z

z′
Zsv(z

′′)
Gt(z

′′, 0)

G(z′′, 0)2
dz′′

}

ap(z, z
′) = exp

{∫ z

z′
αp(z

′′)dz′′
}

= exp

{
1

2

∫ z

z′
Zp(z

′′)
Et(z

′′, 0)

E(z′′, 0)2
dz′′

}
.

(6.9)
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6.2 The imbedding equations

The differentiation with respect to z′ of the left hand side of Eq. (4.1) with z = z′

in ψ− gives

d

dz′

(
ψ+(z, t + τ(·)(z, z

′))
ψ−(z′, t + τ(·)(z

′, z′))

)
=

(
−Diag

(
st, sl, sl

)
∂tP+(z, z′)ψ+(z′, t)

∂z′ψ
−(z′, t)

)
.

(6.10)

The dynamics in Eq. (3.11) eliminates ∂z′ψ
− and Eq. (4.6) eliminates ψ−(z′, t) =

P−(z′, z′)ψ+(z′, t). The derivative with respect to z′ of the right hand side of Eq.
(4.1) can, by using Eq. (4.6), be written as

d

dz′

(
P+(z, z′)ψ+(z′, t)
P−(z′, z′)ψ+(z′, t)

)
=


 ∂z′a(z, z′)


 ψ+

sh(z
′, t)

S(z, z′)ψ+
sv(z

′, t)
ψ+

p (z′, t)




0




+ (st − sl)





 0

asv(z, z
′)S(z, z′)∂tψ

+
sv(z

′, t)
0




0




+


 a(z, z′)


 ∂z′ψ

+
sh(z

′, t)
S(z, z′)∂z′ψ

+
sv(z

′, t)
∂z′ψ

+
p (z′, t)




0




+

[
∂z′P

+(z, z′, ·) ∗ψ+(z′, ·)
∂z′P

−(z′, z′, ·) ∗ψ+(z′, ·)

]
(t) +

[
P+(z, z′, ·) ∗ ∂z′ψ

+(z′, ·)
P−(z′, z′, ·) ∗ ∂z′ψ

+(z′, ·)

]
(t),

(6.11)

where the dynamics in (3.11) is used to eliminate ∂z′ψ
+. Putting eqs. (6.10) and

(6.11) equal results in a system of equations in terms of ψ+(z′, t) and since this is an
arbitrary field, the system of equations for the kernels of the SH, SV and P modes
are obtained. For convenience, z and z′ are exchanged and P−(z′, z′, t) is denoted
R(z, t) from now on. The system of equations for the kernel P+

sh(z
′, z, t) of the SH

mode reads

∂zP
+
sh(z

′, z, t) = −ash(z
′, z)αsh(z, t) − αsh(z)P

+
sh(z

′, z, t) − ash(z
′, z)βsh(z)Rsh(z, t)

−
[
αsh(z, ·) ∗ P+

sh(z
′, z, ·)

]
(t) − ash(z

′, z) [βsh(z, ·) ∗Rsh(z, ·)] (t)
− βsh(z)

[
P+

sh(z
′, z, ·) ∗Rsh(z, ·)

]
(t)

−
[
βsh(z, ·) ∗ P+

sh(z
′, z, ·) ∗Rsh(z, ·)

]
(t).

The system of equations and the initial value for Rsh(z, t) read

∂zRsh(z, t) − 2st(z)∂tRsh(z, t) = −2αsh(z)Rsh(z, t) − 2 [αsh(z, ·) ∗Rsh(z, ·)] (t)
−βsh(z) [Rsh(z, ·) ∗Rsh(z, ·)] (t) − [βsh(z, ·) ∗Rsh(z, ·) ∗Rsh(z, ·)] (t) + γsh(z, t).
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Char. of

z = L

t

0
0

z

Char. of

Char. of

R
psv

R
sv

R
p

t = 2τl(L, z)

t = τt(L, z) + τl(L, z)

t = 2τt(L, z)

2τt(L, 0)

2τl(L, 0)

z = L

t

0
0

z

Char. of P+
p P+

p→sv

Char. of P +
sv P +

sv→p

t = const.

t = τt(L, z) − τl(L, z)

Figure 3: Some characteristic lines of the propagator kernels Rpsv(z, t) and
P+

psv(L, z, t), i.e. the imbedding equations for a slab 0 ≤ z ≤ L.

Rsh(z, 0) = −1

2

1

st(z)
γsh(z).

Note that the kernel P+
sh(z

′, z, t) does not appear in this equation. The coupled
system of equations for the propagator kernels P+

psv(z
′, z, t) of the SV and P modes

reads

∂z

(
P+

sv P+
p→sv

P+
sv→p P+

p

)
−

(
(st − sl) ∂tP

+
sv 0

(st − sl) ∂tP
+
sv→p 0

)

= −
(

asv(z
′, z)S(z′, z) 0

0 ap(z
′, z)

) (
αpsv + βpsvRpsv +

[
βpsv ∗Rpsv

])
−P+

psvαpsv −
[
P+

psv ∗
(
αpsv + βpsvRpsv + βpsv ∗Rpsv

)]
. (6.12)

The initial values and the jump discontinuities for the P+
psv kernels read


P+

sv→p(z
′, z, 0) =

ap(z
′, z)

st(z) − sl(z)
αpsv(z)[

P+
p→sv(z

′, z, t)
]
t=τt(z,0)−τl(z,0)

=
asv(z

′, z)

st(z) − sl(z)
αpsv(z)

P+
sv(z

′, z, 0) = 0.

(6.13)

The coupled system of equations for the kernels Rpsv(z, t) reads

∂z

(
Rsv Rp→sv

Rsv→p Rp

)
−

(
2st∂tRsv (st + sl) ∂tRp→sv

(st + sl) ∂tRsv→p 2sl∂tRp

)
(6.14)

= γpsv −αpsvRpsv − [αpsv ∗Rpsv] −Rpsvαpsv − [Rpsv ∗αpsv]

−
[
Rpsv ∗ βpsvRpsv

]
−

[
Rpsv ∗ βpsv ∗Rpsv

]
,

where Rp→sv(z, t) = −Rsv→p(z, t), i.e. there are only three independent systems of
equations in Eq. (6.14) since the system of equations for Rp→sv(z, t) and −Rsv→p(z, t)
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are identical. The initial values of the kernels Rpsv(z, t) read


Rsv(z, 0) = −1

2

1

st(z)
γsv(z)

Rp→sv(z, 0) =
1

st(z) + sl(z)
βpsv(z)

Rp(z, 0) = −1

2

1

sl(z)
γp(z).

(6.15)

Note that the system of equations for the kernel Rpsv(z, t) in Eq. (6.14) does not
depend upon the kernel P+

psv(z
′, z, t). This is an attractive feature in the inverse

problem, where the reflection kernels are the input data, since only the system in Eq.
(6.14) is solved independently of the system in Eq. (6.12). In the Green functions
approach, the kernels P−

psv(z
′, z, t) are coupled to the kernels P+

psv(z
′, z, t) and these

kernels have to be solved simultaneously and several discontinuities have to be taken
care of. However, the imbedding equations are more time consuming to solve since
they include double convolutions. From the left hand side of eqs. (6.12) and (6.14),
the characteristics of the kernelsRpsv(z, t) and P+

psv(L, z, t) are obtained, see Section
7.2. Some of the corresponding characteristic lines for a slab 0 ≤ z ≤ L are presented
in Figure 3. The attenuation factors are given in Eq. (6.9).

7 The direct and the inverse problem

In this section, a numerical algorithm for the inverse P-SV problem based upon
the imbedding equations is presented. The numerical algorithm for the uncoupled
SH mode is simpler and will not be described here. The imbedding equations are
chosen since they are simpler to treat numerically than the Green kernel equations.
In the imbedding method, three kernels are to be determined, namely Rsv(z, t),
Rpsv(z, t) and Rp(z, t), involving three different characteristics. In the Green func-
tions approach, eight coupled kernels are to be determined involving four different
characteristics. Furthermore, the Green kernels G−

p→sv(z, t) and G−
sv→p(z, t) are only

equal at z = 0, except for the sign, and inside the slab two different systems of
equations are to be solved for the kernels G−

p→sv(z, t) and G−
sv→p(z, t).

The input data to the inverse problem are the synthetic reflection kernels ob-
tained by by solving the direct problem. The direct problem is solved by the Green
functions approach in order to get a different system of equations than the imbed-
ding system used in the inverse problem. The numerical algorithm for the Green
kernel equations for the direct problem used in the numerical examples, is based
upon the same ideas as the numerical algorithm for the imbedding equations.

7.1 The direct problem

The direct problem is to determine the reflection kernel R(t) and, if wanted, the
transmission kernel T (t) in Eq. (4.7). Examples of the numerical algorithm for
simpler cases can be found in e.g. [17] for the Green functions approach and in [25]
for the compact Green functions approach.
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In the Green functions approach, Eq. (6.4) is to be solved together with the
initial values in eqs. (6.5) and (6.6) and the boundary values in Eq. (5.2). The
jump discontinuities are given by Eq. (6.7). Since the kernels are coupled to each
other, the kernels and the system of equations have to be solved simultaneously. In
the Green function approach, the initial values at a point z = z′ are propagated
by the equations of the kernels G− along the characteristic lines t = 2τl(z, z

′) and
t = τt(z, z

′) − τl(z, z
′), up to the reflection kernels G(z = 0, t) = R(t) at z = 0,

see Figure 2. The kernels G+ are propagated from z = 0 along the characteristic
lines t = const. and t = τt(z, z

′)− τl(z, z
′), to z = L giving the transmission kernels

G(z = L, t) = T (t).
The direct problem for the imbedding method is to solve Eq. (6.14) together

with the initial values in Eq. (6.15) and the boundary values in Eq. (5.5). The initial
values at a point z′ are propagated by the equations of the kernels Rsv, Rpsv and Rp

along the characteristic lines t = 2τt(z, z
′), t = τt(z, z

′) + τl(z, z
′) and t = 2τl(z, z

′),
respectively, up to the reflection kernels, see Figure 3. The transmission kernel can
then be determined using eqs. (5.5), (6.12) and (6.13).

7.2 The inverse problem

In this subsection, a numerical algorithm for the P-SV imbedding equations is pre-
sented. The inverse problem is to determine the material parameters of the slab
from the reflection kernel R(t). In the P-SV case, there are three reflection kernels
given, Rsv(t), Rpsv(t) and Rp(t), indicating that three parameters of the slab can
be determined from the three kernels for one given value of the parameter α in Eq.
(3.1). The three parameters are the density ρ(z) and the spatial dependence of
the shear and elasticity modulus, G(z, t) and E(z, t), where the time dependence is
assumed to be known. In the numerical section, it is also assumed that the spatial
and time dependence of the modulus G(z, t) and E(z, t) can be separated into two
functions

G(z, t) = G(z)g(t)
E(z, t) = E(z)e(t).

(7.1)

These separations make the functions h(z, t) and f(z, t) independent of z, cf. Eq.
(3.6), but they are not applicable for all classes of viscoelastic media, see e.g. [1].

The imbedding equations are solved by means of the method of characteristics.
The equations are integrated along their characteristic lines by the trapezoidal rule.
The characteristic lines of the imbedding kernels are, cf. Eq. (6.14) and Figure 3

Rsv(z, t) : t = 2τt(z, z
′)

Rpsv(z, t) : t = τt(z, z
′) + τl(z, z

′)
Rp(z, t) : t = 2τl(z, z

′),
(7.2)

where z′ is the point where the characteristic line intercepts the z-axis. The dis-
cretization is chosen to be uniform both in z and t, and ∆t and ∆z are defined in
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Figure 4: The grid for the computation of the kernels Rsv, Rpsv and Rp in the
point (zi, tj).

the SV system as

∆t = tj − tj−1 =
2τt(0, L)

n
,

∆z(i) = {∆t = 2τt(z(i− 1), z(i))} = z(i) − z(i− 1),
(7.3)

where n is the number of gridpoints. Interpolation in time is needed for the ker-
nels Rpsv(z, t) and Rp(z, t) since their characteristics do not intercept the chosen
discretization grid, see Figure 4. In the remaining of this section, the discretization
gridpoints (z(i), tj) are denoted (i, j) or zi, tj. The derivatives in terms of z and t
along the characteristics of Rpsv in Eq. (6.14) are rewritten in terms of z only using
the characteristic Eq. (7.2)

∂zRsv − 2st∂tRsv = ∂zRsv + dt
dz
∂tRsv = dzRsv(z, t)

∂zRpsv − (sl + st) ∂tRpsv = ∂zRpsv + dt
dz
∂tRpsv = dzRpsv(z, t)

∂zRp − 2st∂tRp = ∂zRp + dt
dz
∂tRp = dzRp(z, t)

Then the trapezoidal rule is applied to Eq. (6.14) that is integrated along its char-
acteristic. As an example, the equation for Rsv is integrated from (i−1, j+1) down
to (i, j), see Figure 4

Rsv(i, j) −Rsv(i− 1, j) =
z(i) − z(i− 1)

2
(RHSsv(i, j) + RHSsv(i− 1, j + 1)) ,

(7.4)
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where RHSsv(i, j) denotes the right hand side of the Rsv equation in Eq. (6.14).
RHSsv(i, j) is a function of the kernels Rsv, Rpsv and Rp and the parameters of the
medium, see [17] for details. The trapezoidal rule is also used for the integration of
the Rpsv and Rp equations along their characteristics giving similar equations as Eq.
(7.4). In this case, the points at zi−1 do not intercept the point (i− 1, j + 1) and an
interpolation or extrapolation in time is needed. This interpolation causes problems,
since the information will not strictly propagate along a single characteristic. The
interpolation in the present problem is linear close to the characteristics and of
simple quadratic type elsewhere. Much effort has been paid on the interpolation
problem. However, the results have not been too successful, see the reconstructed
profiles in Figure 5, but it is plausible that an algorithm can be improved on this
point.

The three equations similar to Eq. (7.4) are solved simultaneously in order to
determine Rsv(i, j), Rpsv(i, j) and Rp(i, j). The gridpoints for the computation of
the kernels R±

psv at a point (i, j) are presented in Figure 4.

7.3 The inverse scheme

The inverse scheme is summarized as follows

Step 0: Initialize. Set i=0. The boundary values in Eq. (5.5) are used to initialize
the grid at z(i = 0) = 0. The time step ∆t = 2τt(0, L)/n is unknown since
2τt(0, L) depends upon the so far unknown parameters ρ(z) and G(z). In this
case, ∆t is approximated so that z(n) ≈ L. The kernels Rsv(0, j),Rpsv(0, j)
and Rp(0, j) are then initialized using the reflection kernels from the direct
problem.

Step 1: Determine the parameters at the point zi. Set i:=i+1. The three
parameters ρ(zi), G(zi) and E(zi) with given time dependence are to be de-
termined at zi. The kernels Rsv(i, j = 0), Rpsv(i, j = 0) and Rp(i, j = 0) are
determined from Eq. (7.4) and related equations for Rpsv and Rp. The initial
value in Eq. (6.15) is used to determine the parameters at the point zi in the
following way




ρz(i)
ρ(i)

Gz(i)
G(i)g(0)

Ez(i)
E(i)e(0)


 =




1
4

1−2α2ct(i)2

1−α2ct(i)2
1
4

1
1−α2ct(z)2

− 2α2 G(i)g(0)
ρ(i)

0

1
2

α
s(i)

−1
2

αG(i)g(0)
ρ(i)

(
s(i) − α2

s(i)

)
0

1
4

1−2α2cl(i)
2

1−α2cl(i)2
−2α2 G(i)g(0)

ρ(i)
1
4

1
1−α2cl(i)2







−2st(i)Rsv(z, 0) − 1
2
Zsv(i)

h(0)
g(0)

−2 st(i)+sl(i)
st(i)sl(i)

Rpsv(z, 0)

−2sl(i)Rp(z, 0) − 1
2
Zp(i)

f(0)
e(0)




where s(i) =
√
sl(i)st(i). Note that an iteration process has to be used since

the parameters that are to be determined at zi are needed to determine the
discretization step zi in Eq. (7.3). The parameters are also needed for the
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determination of the points on the time-axis where the numerical integration
of Rpsv and Rp starts, see Figure 4.

Step 2: Determine the kernels R. The three equations similar to Eq. (7.4)
for the three kernels are used to determine the kernels Rsv(i, j),Rpsv(i, j) and
Rp(i, j) from j = 1 up to j = n− i.

Step 3: Repeat. Repeat step 1 until zi ≥ L, where L is the length of the slab.

8 Numerical examples

In this section, one numerical example for the P-SV case is presented. The number
of discretization steps n is chosen to n = 200 in the direct problem and n = 150
in the inverse problem and the length of the slab is L = 1 m. The important issue
concerning the influence of noisy data is not considered in this paper. The chosen
profiles of the density ρ(z) and the spatial dependence of the shear and elastic-
ity modulus G(z) and E(z) are presented in Figure 5. The reconstruction of the
time dependence of the shear and elasticity modulus, g(t) and e(t), is not consid-
ered here. The reconstruction of the function g(t) for a homogeneous viscoelastic
medium has already been treated for the SH case in [2] using reflection data and
in [19] using transmission data. The time dependence of the shear and the elasticity
modulus, the parameters g(t) and e(t) in Eq. (7.1), are prescribed and given by the
Maxwell(Debye) model, cf. [1]

g(t) = g(0) exp

(
− t

τg

)
, e(t) = e(0) exp

(
− t

τe

)
, (8.1)

where g(0) = e(0) = 1, τg = 1 for the shear modulus and τe = 10 for the elastic-
ity modulus. Note that the resolvent kernels are constant, h(t) = const. = −1/τg

and f(t) = const. = −1/τe, for the Maxwell(Debye) model, cf. Eq. (3.6). The
parameter α in Eq. (3.1) is chosen to α = 0.2. In the first numerical example, the
reflection kernels Rsv(z, t), Rpsv(z, t) and Rp(z, t) are determined from the Green
functions equations described in Section 7.1. The inverse problem using the re-
flection kernels Rsv(z, t), Rpsv(z, t) and Rp(z, t) as input data is then solved by the
imbedding method described in Section 7.2. The reconstructed profiles of ρ(z), G(z)
and E(z) are the dashed lines presented in Figure 5. As seen from this figure, the
reconstruction deviates more and more for larger z. A reason for this is that the
interpolation in time in the numerical algorithm causes the information deviate from
the characteristics.

A less successful attempt was done to determine the three parameters ρ(z), G(z)
and E(z) in an inverse problems with three simpler equations than in the previous
example. These three equations were the two uncoupled P-SV equations (α = 0)
together with a SH equation for the oblique case (α �= 0). The numerical solutions
did never converge all the way through the slab indicating that this problem is ill-
conditioned and hence very sensitive to noise. A plausible explanation is that the
difference between the SV and the SH kernels is too small. This problem did not
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Figure 5: The solid lines are the chosen profiles of the density ρ(z) and the spatial
dependence of the shear and elasticity modulus G(z) and E(z). The dashed lines
are the corresponding reconstructed profiles.

occur for the coupled P-SV case in the previous example. In [28], it is shown that
the reflectivity functions do not change very much over a large band of angles which
may be the problem also in the present case.

Finally, it is remarked that the inverse problem of reconstructing three parame-
ters is a delicate problem. The reconstruction of one parameter is much easier, and
for this case, an almost exact reconstruction can be obtained.

9 Conclusions

The wave propagator concept is applied to a viscoelastic medium excited by obliquely
incident transient plane waves of SH and P-SV type. Two different systems of equa-
tions for the corresponding propagator kernels, both for the SH mode and the cou-
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pled P-SV modes, are derived. One system of equations is closely related to the
Green kernel equations and the other to the imbedding kernel equations. The rela-
tions between the wave propagators, the imbedding method and the Green functions
technique are also discussed. For the P-SV case, it turns out that the imbedding
equations are easier to treat numerically than the Green functions equations. How-
ever, the Green functions approach gives a better physical understanding of the
scattering problem since the Green kernels correspond to forward and backward
scattering at each point inside the medium. The direct and the inverse scattering
for a slab is also discussed where a numerical example for the P-SV case is presented.

There are several possible application of the presented method. An interest-
ing application is the design of non-reflecting viscoelastic media where the inverse
problem is to be solved given that the reflection kernel is identically zero, cf. [17].
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Appendix A The elements in the C matrix

In this appendix the elements in the matrix valued operator C in eq. (3.11) are
presented. The functions for the SH mode in the C matrix mode read




αsh =
1

2
ρ
h(z, 0)

Zsh

βsh =
1

2
∂z lnZsh(z) −

1

2
ρ
h(z, 0)

Zsh

(
1 − 2α2G(z, 0)

ρ

)

γsh =
1

2
∂z lnZsh(z) +

1

2
ρ
h(z, 0)

Zsh

(
1 − 2α2G(z, 0)

ρ

)

α̃sh =
1

2

(
α2

Zsh

Gtt +
Zsh

G(z, 0)
ht

)

β̃sh = −γ̃sh =
1

2

(
α2

Zsh

Gtt −
Zsh

G(z, 0)
ht

)
.
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The functions for the SV mode in the C matrix read


αsv =
1

2
Zsv

h(z, 0)

G(z, 0)

βsv =
1

2
∂z lnZsv(z) −

1

2

(
Zsv

h(z, 0)

G(z, 0)
+ 4

α2

ρ
Gz(z, 0)

)

γsv =
1

2
∂z lnZsv(z) +

1

2

(
Zsv

h(z, 0)

G(z, 0)
− 4

α2

ρ
Gz(z, 0)

)
α̃sv =

1

2

Zsv

G(z, 0)
ht

β̃sv = −1

2

(
Zsv

G(z, 0)
ht + 4

α2

ρ
Gzt

)

γ̃sv =
1

2

(
Zsv

G(z, 0)
ht − 4

α2

ρ
Gzt

)
.

The functions for the P mode in the C matrix read


αp =
1

2
Zp

f(z, 0)

E(z, 0)

βp =
1

2
∂z lnZp(z) −

1

2

(
Zp

f(z, 0)

E(z, 0)
+ 4

α2

ρ
Gz(z, 0)

)

γp =
1

2
∂z lnZp(z) +

1

2

(
Zp

f(z, 0)

E(z, 0)
− 4

α2

ρ
Gz(z, 0)

)
α̃p =

1

2

Zp

E(z, 0)
ft

β̃p = −1

2

(
Zp

E(z, 0)
ft + 4

α2

ρ
Gzt

)

γ̃p =
1

2

(
Zp

E(z, 0)
ft − 4

α2

ρ
Gzt

)
.

Finally, the functions αpsv, βpsv, α̃psv and β̃psv in the matrix C read


αpsv = − α

ρ
√
stsl

(
1

2
∂zρ(z) +

(
stsl + α2

)
Gz(z, 0)

)

βpsv =
α

ρ
√
stsl

(
1

2
∂zρ(z) −

(
stsl − α2

)
Gz(z, 0)

)
α̃psv = − α

ρ
√
stsl

(
stsl + α2

)
Gzt

β̃psv = − α

ρ
√
stsl

(
stsl − α2

)
Gzt.
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