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Abstract—Improved add-compare-select and branch metric

units are presented to reduce the complexity in the implemen- g ) s A" =)

tation of trellis-based decoding architectures. These units use a I(s’, k)

complementary property of the best rate1/2 convolutional codes - &) d L T(s,k+1)
to reduce both area requirements and power consumption in a Nz N\ (" k) —@— 9—l

[

silicon implementation with no loss in decoding performance. For

a 0.13um CMOS process, synthesized computational blocks for ",: """""" };: A(s” — ) Sign
decoders that can process codes from memory 2 up to 7 show
up to 17% savings in both cell area and power consumption. @ b)
a
|. INTRODUCTION Fig. 1. A trellis node (a) and its respective ACS computational unit (b) for

a ratel/n code. Two additions and one comparison (subtraction) are needed
Trellis-based decoding is a popular method to recovtrdetermine the new state metric.
encoded information corrupted during transmission over a
noisy channel. For example, the Viterbi algorithm (VA) [1]
and the BCJR algorithm [2] are two schemes that work on an
underlying trellis description of the encoded sequence. NoteA channel symbol is quantized withbits and denoteg; €
that the BCJR in the logarithmic domain (logMAP algorithmjo, 2¢ — 1] for i = 0,... ,n — 1. This symbol is the output
[3]) is commonly used in turbo decoding schemes. of a discrete memoryless channel with binary inpytand
Basic computations in either algorithm involve branch metransition probabilitiesP(y;|z;). The expected code symbol
ric (BM) calculations and add-compare-select (ACS) opes;(s’ — s) along the branch from staté to states is derived
ations. In case of the VA, an ACS operation successivey the mappingro — 0 andz; — 29 — 1.
discards branches that are not part of the survivor path. In case@he metricA(s' — s) denotes the likelihood that a transition
of the logMAP, this operation corresponds to an Add-MAXfrom states’ to s occurred at timek, see Fig. 1(a). In the
operation [4] to recursively calculate forward and backwargdditive white Gaussian noise channel the optimal distance
state metrics. However, this is basically an ACS operation witheasure is the squared Euclidean distance between the ex-
an added offset (ACSO) to correct for the Jacobian logarithiected code symbols and the received noisy channel symbols.
Thus, the presented results for the ACS hold for the ACSO R®wever, given the preceding symbol constraints this measure

II. NOTATION AND SIMPLIFICATION

well. simplifies to a superposition af channel symbols using
Almost all good ratel /n convolutional codesy an integer,

have the property that the code symbol labels on the two (s — 8) = {yi, ci(sf —=8)=0 )

branches into each trellis node are complementary. In an earlief * (27 —1) —y;, ci(s —s)=21-1

paper [5], we used this property and presented architectural

simplifications for these units. Here, we apply this idea to sé&d the complete branch metric becomes

how these arithmetic savings translate into area and power n—1

savings in a silicon implementation. s — s) = Z Ai(s — s). 2)
We start by briefly reviewing notation and necessary modifi- i—0

cations in the following section. Then, architectural issues faf'he ACS operation is expressed as

a hardware realization are addressed in Section Ill. We also

present a variation that trades area for speed. As a case study, [(s,k+1) =min{T(s', k) + \(s' — s),

a computational kernel for Viterbi decoding is synthesized. T(s", k) + A(s" — )} 3

The synthesis results in Section IV confirm the benefits of
these approaches compared to a traditional setup. Also, poasd illustrated in Fig. 1(b)['(s, k + 1) is the updated metric
savings are estimated at gate level. of states at time k + 1, based on the preceding state metrics,
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addition less to determine the outcome of the comparigs, k + 1).

T'(s',k) andT'(s”, k) at timek, and the respective metricg)

along the branche&’ — s) and (s” — s).

We consider ratd /2 convolutional codesp = 2, whose
code symbol labels on the two branches into each trellis no]%?
are complementary. Since the branch metrics linearly depetlag
on the code symbols they also share this property and o

i solete since\
branch metric can be expressed by means of the other, thaﬁg,m cs. The co

As" —8)=2(27—-1) =\ — s)

= A" —8)+2[(27—-1) — A(s' — s)].
We define the modified branch metri¢ (s’ — s), which is a

signed number, as

“4)

(s —8)=2[(29 - 1) = A\(s' — s)]. (5)

This expression is calculated by bit-invertings’ — s) with

the common facton (s’ — s) from the comparison we get
[(s,k+1)= A" —s)+

min{L(s", k), T(s", k) + X\ (s" — s)}.

(6)

Introducing I'(s, k + 1) as the new outcome of thenin
operation, see Fig. 2, (6) becomes

D(s,k+1)=A(s — s)+T(s,k+1).
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Improved ACS setup for a (7,5) code. The respective trellis nodes are shown on either side together with the expected syrhhpklatetng

Il1. | MPROVED ARCHITECTURES

The branch metricA\(s’ — s) can take four different
values for a ratd /2 code, namely\[z 2] for every possible
combination of symbolse; € {0,1}. The complementary
metrics toA[00] and A[10] that are needed in a conventional

Transformed ACS unit for a rate/2 code. This unit needs one ACS unit areA[11] and A[01], respectively. In the improved

approach only two metrics are needed since the other two can
be calculated according to (4), that i§,11] is expressed by
A[00] and A\[01] by A[10]. The factorA(s’ — s) of Fig. 2 to
be added in an ACS unit is therefore eithd60] or A\[10].

From the preceding considerations the hardware savings
become apparent by looking at an example, an ACS unit setup

on the right is then

AN = A[10] — A[00]
= (29 —1) — 2y,.

decoding a (7,5) code in Fig. 3. In this picture, the state
tric corrections in the two ACS units on the left become
[00] was subtracted from all updated state
rrection factor to be used in the two ACS units

(8)

Consequently, for raté/2 codes that have the complementary
property half the ACS units save one addition compared
to a conventional setup. Therefore, the number of required
the most significant bit (MSB) excluded followed by a leftadditions is5 - 2™~1, where m is the encoder memory.
shift. Substituting (5) together with (4) into (3) and taking outompared to a conventional ACS unit setdpX™ additions),

the reduction in arithmetic complexity is 17%.

The necessary distance measukg$ are provided by BM
units. Fig. 4 shows both a conventional and the improved BM
unit. The former (a) needs four additions and two inverters to
calculate the four branch metrics. The latter (b) only needs two
additions and three inverters to calculate two branch metrics
considering that the calculation &\ can be simplified with
yo = (29 — 1) — g, and therefore (8) becomes

Compared to (3) there is one addition less needed to determine
the outcome of the comparison. In order to retain the numerical
relation between interconnected state metrics in a trellis with

AN =27, — (29— 1)

=2y, + L.

I'(s,k+1). However, one can subtract this factor from all state bit-inversion (MSB excluded).
metrics and it will be shown that in that case half the ACS units Note that the critical path in half the ACS units is increased

do not need this correction, that B(s, k +1) = T'(s, k + 1).

(mod 29)

©)

different\() we have to add this factor after having determinethis expression is calculated by a left-shiftf followed by

by the delay of an addition. However, this problem is solved
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Pk & = RGk —d =
+ +
2= el
LO.%) —@ Y g rehm ? Y = same. A modulo normalization scheme is used and the state

metrics become
[log,{2 (27 — 1)(m + 1)}] (10)

bits wide. The comparison in the ACS unit is implemented
with the modified comparison rule [7]. Channel symbol

by delaying the correction into the next computation cyci@ordiength isq = 3 since this gives negligible degradation
decoding performance compared to infinite precision.

and the original critical path of the ACS unit is maintained” . ’ " . M
In this case, the additions for the correction that are after the'Vé used a design kit from Virtual Silicon for the UMC
multiplexers in Fig. 3 move into different ACS units into thé)-13:m CMOS process. Power figures were obtained by

comparison path instead, see the retimed ACS unit in Fig. 3YNOPSys Power Compiler using toggle information from a
Besides storingA \ in the BM unit, two new correction factors 92t€ 1evel simulation run with state- and path-dependent cell
A*[00] + A\ and \*[10] + A are needed for this architecture.!nformat'on- anq random input stimuli. Both dynamic ('SWItCh-
These additions are not carried out in the ACS units siné® and short-circuit power) and leakage power are included
this again would increase the critical path. They are inste84 the results. H0W¢VGF, It_ t_urng Out_ that the contnbut!on
precalculated in the BM unit; the complexity is moved fronifOm leakage power is negligible in this study. At this design
the ACS units to the BM unit which is instantiated only onc&!@d€, it is assumed that the contribution from clock tree and
instead of2™ times. Fig. 6 shows this BM unit which is themterconne_c'uon, which is relevant fqr absolute_area and power
BM unit from Fig. 4(b) appended with two additions and Qumbers, is the same in both architectures since we are only
register. If the extra delay introduced by these additions ciljerested in the relative savings between architectures.

not be tolerated, the datapath can always be pipelined since it "® improved versions are compared to their respective
is purely feedforward. conventional setup with regard to their application area. For

applications with relaxed timing requirements, area and power
IV. | MPLEMENTATION AND SYNTHESIS RESULTS comparisons are done for the architecture in Fig. 3 together
) ) ) ) . with the respective BM units. Synthesis tests showed that the
In this case study, we implemented Viterbi computationgle,_gelay product curve is flat down to a delay of about 3.5
blocks for best feedforward rate/2 convolutional codes [6] g \yhich is set as a constraint to the critical path. The power
up to memorym = 7. The output of an ACS unit is both the g jation is carried out at a clock frequency/fof,=250MHz.
surviving path into the respective state and the updated stal§ yhe retimed architecture of Fig. 5 this delay reaches further
metric, see Fig. 7. We neglect survivor memory managemeiiyn to 2 ns. Here, we only synthesized the ACS units in order
since this part of the decoder does not differ between then estigate the impact of the saved adder in every unit. For
conventional and improved architectures. The BM and AGRq power simulatiory,;,=400MHz is assumed.
units are described in a VHDL model at register-transfer level 1o | Jists the synthesis results of the cell area for a
based on generic parameters. o _ conventional ACS setup together with the BM unit from
The well-known state metric normalization techniques are
still valid since differences among the state metrics remain théunited Microelectronics Company

A" [00] A*[10]

Fig. 5. Retimed ACS setup for a (7,5) code. Note tha in this case is
delayed by one clock cycle in the BM unit.
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Fig. 8. Area and power comparison {@;=1.2V, f.;x=250MHz) between Fig- 9. Area and power comparison {@=1.2V, fc;,=400MHz) between
a conventional (Table 1) and the improved BM/ACS setup from Fig. 3 arf conventional (Table II) and the retimed ACS setup from Fig. 5.
4(b).

is commonly used in turbo decoding schemes, the encoder
Fig. 4(a). In comparison with it, Fig. 8 shows the possible saemory does not exceed 4 and hence cell area savings can be
ings in cell area and power consumption when the improvég high as 12% per computational unit.
architecture from Fig. 3 is employed. As mentioned earlier,

the arithmetic complexity is reduced by 17%, which is true )

for m — 2. However, with increasing: the percental savings /€ showed that both area requirements and power con-
decrease since both area and power overhead introducedS#jpPtion of trellis computational kernels can be reduced by
the registers gets bigger. At — 4, the state metric register Making use of the complementary code symbol property of
wordlength is increased by one bit, refer to (10). Thereafter tRE 900d rate1/2 convolutional codes. In our case study,

combinational power savings catch up with this initial penalt§'¢2 savings vary between 17% and 9% and power savings
and again reach 12% at — 6. rom 17% to 7% are reported in a 08 CMOS process.

Fig. 9 shows the comparison results when the setup froF rthermore, iterative decoding schemes can easily employ
Fig. 5 is used. Note that compared to Fig. 8 the pow% Is simplification since their logMAP decoders are principally
figures were obtained at a higher clock frequency due 81sed on the same computational kernel.

the shorter critical path. Also, the adders incorporating the ACKNOWLEDGMENTS
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