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This paper discusses pragmatic arguments for ‘rationality constraints’ on a decision maker’s state of mind – on her beliefs or preferences. Arguments of this kind purport to show that a violator of a given constraint can be made to act to her guaranteed disadvantage. To put it dramatically, she can be exploited by a clever bookie, who doesn’t need to know more than the agent to be exploited in order to set up his exploitation scheme. The locus classicus for such arguments is Frank Ramsey’s essay on “Truth and Probability”, where the general idea is floated for the first time: 
If anyone’s mental condition violated these laws [= the laws of probability], … [h]e could have a book made against him by a cunning bettor and would then stand to lose in any event. (Ramsey 1990 (1926), p. 78)

Well-known examples of pragmatic arguments are synchronic Dutch Books, for the standard probability axioms, diachronic Dutch Books, for the more controversial principles of reflection and conditionalization, and Money Pumps, for the acyclicity requirement on preferences.

   When one examines these examples, one thing stands out: The proposed exploitation set-ups share a common feature. Suppose an agent is logically and mathematically competent. Assume also that she prefers being better off than worse off and acts accordingly. Then, as we shall see, even if she violates a given constraint, she cannot be exploited unless she is disunified in her decision-making. By this I mean that exploitation is possible only if the agent makes decisions on various issues she confronts one by one, rather than on all of them together. Instead of deciding on the whole package, she proceeds in a piecemeal fashion and decides on each component in the package separately. 

   The kind of disunification I have in mind is not a form of schizophrenia. It is not that one ’part’ of the agent decides on one issue and another ’part’ on another issue at hand. Instead, the disunification is in the object of decision-making: Different issues are addressed by the agent separately rather than together.
   An agent can be disunified in this sense either synchronically or diachronically. In the synchronic case, she is simultaneously presented with a number of opportunities, each of which she can accept or reject, and she deals with each of these opportunities separately. A unified decision-maker would instead consider all the offers together and make a single choice of a particular configuration of the opportunities. In the diachronic case, the opportunities are offered at different times, with the schedule of offers known beforehand by the agent. She is diachronically disunified if she defers her choices to the times at which the different offers will be made. A unified approach would again involve one decision on the whole package of opportunities, i.e. a single choice of a particular configuration of opportunities, present and future. Thereby, the need for piecemeal decisions is being preempted.
   This sort of unity in decision making requires overview and consideration of complex choice alternatives. This may be costly and inconvenient. For various reasons, we may find it easier to deal with different issues separately, rather than in a wholesale manner. Furthermore, in diachronic cases, pre-commitments might sometimes be difficult or impossible: We might be unable to pre-determine our future actions. This sets significant practical limitations on unified decision making.

   Since the exploitation set-ups only work for disunified agents, pragmatic arguments for various constraints on beliefs and preferences should be seen as delivering conditional recommendations: “If you are going to make your decisions in a disunified way, then you’d better satisfy these constraints.” In other words, arguments of this kind fail to establish the inherent rationality of the constraints under consideration. Some of these constraints, such as the acyclicity of preference or standard probability axioms, do have an intuitive claim for being categorical requirements of rationality. But other principles for which pragmatic arguments have been provided, such as the principle of reflection, do not seem to have any inherent rational pull. However, on the view I want to defend, there still is something to be said for pragmatic arguments: They allow us to identify conditions that level the ground for disunification in decision-making. 

   In this paper, I will not try to provide a conclusive defense of my interpretation of pragmatic arguments. I will, however, support it by illustrating in some detail the intimate connection between exploitability and disunification. 

   Note that on the reading I suggest, diachronic arguments come out as somewhat stronger than the synchronic ones. The reason should be clear from what was pointed out above: Unified decision making is more difficult to manage diachronically than synchronically. Consequently, there are stronger reasons for the agent to satisfy the constraints that would level the ground for diachronic disunification. 
   Isaac Levi has a very different view of the status of pragmatic arguments (cf. Levi 2002). In a way, his position is opposed to mine. According to him, it is only synchronic pragmatic arguments that have a good claim to validity. The diachronic ones, he argues, are worthless. Before I explain why he takes this view and why I think he is mistaken, I need to rehearse some examples of the arguments of both kinds, in order to provide a background for the discussion.
1. A synchronic Dutch-book argument for probability laws

In this argument, it is assumed that an agent’s probability assignments – her degrees of belief - are her guides to action. As such, they are related to her betting dispositions or, in another version of this subjective approach to probabilities, to her betting commitments. On that version, the agent who assigns a probability for a proposition is committed to a specific betting rate for the proposition in question. 

   To see what this means, consider a bet on a proposition A that costs C money units to buy and pays S units if won. S is the stake of the bet, while C is its price. A bet is said to be fair if the agent is equally prepared to take each of its sides: to buy it or to sell it, depending on what she is asked to do. To pronounce a bet as fair, for a given agent, is thus to ascribe to the agent a commitment to a certain betting behavior. Assume now that for different fair bets on A, with varying stakes and prices, the ratio between their prices and stakes remains constant. If the stake increases or decreases, the price has to increase or decrease in the same proportion for the bet to remain fair. This simplifying assumption, which would follow if we supposed that the agent is seeking to maximize his expected monetary payoff, is reasonable at least within a certain range, in which the monetary amounts S and C are not too high. Within that range, the assumption of the constant ratio for the fair bets on a given proposition is not especially problematic, since for small amounts we may safely assume that utility is proportional to money.

   We shall call this constant ratio the betting rate for A. The betting rate for a proposition A is thus the quotient C/S for a fair bet on A. The agent’s probability for A, P(A), is identified with her betting rate. For a bet on a proposition A with a given stake, the higher the price the agent is willing to pay (or the higher the price she demands), the higher is her probability for A. 
   Example: If a bet on A with a stake S = $20 and a price C = $9 is fair for the agent, then her betting rate for A equals 9/20 = .45, which means that we can set her probability for A as equal to .45. 

   Note that, given this interpretation of probabilities as betting rates, the expected monetary value of buying a fair bet on A with price C and stake S is zero:

[P(A) ( S] - C = [C/S ( S] - C = 0.

Similarly, selling such a bet has the expected value zero:

C – [P(A) ( S] = C – [C/S ( S] = 0. 
   We can also look at this in another way. If we assume that the agent’s betting commitments are determined by her beliefs, we can take it that her probabilities (= degrees of belief) are reflected in her betting rates. We could express this by saying that a bet is fair if and only if the expected value of buying that bet or of selling it is equal to zero given the agent’s probabilities.

   A Dutch book is a system of bets on various propositions such that, if the agent accepted all the bets in the book, they would together give her a positive loss whatever happens. A synchronic Dutch book is a system of simultaneous bet offers of this kind, while in a diachronic Dutch book, bet offers are made at different points in time. 

   As is well known, if the agent violates the standard probability laws, he is vulnerable to a synchronic Dutch book. This provides a pragmatic argument for obeying the laws in question.

   As an example, consider the addition axiom for probabilities,

P(A ( B) = P(A) + P(B), if propositions A and B are logically incompatible.

Suppose the agent’s probability assignments violate this axiom. For example, suppose that P(A) = ½, P(B) = ½, but P(A ( B) = ¾. This makes her vulnerable to a Dutch book: We can offer her bets on A and on B, each with a stake S, which she can buy at a price ½ S for each bet. At the same time we can ask her to sell a bet on the disjunction A or B with the same stake and a price ¾ S. Given her probabilities, all these bets are fair. As can be seen from Table 1, if all the bet offers are accepted, the agent’s guaranteed loss is ¼S.

Table 1: The agent’s gains and losses

	Possibilities
	Bought bet on A 
	Bought bet on B
	Sold bet on A ( B
	Total

	A
	S - ½S
	-½S
	¾S – S
	-¼S

	B
	-½S
	S - ½S
	¾S – S
	-¼S

	((A ( B)
	-½S
	-½S
	¾S
	-¼S


It is easy to see that the violator of the addition axiom is being exploited in this set-up only because her decision-making is disunified: She decides on each bet separately, rather than on all the three bets together. If she did the latter, then – assuming she is logically and mathematically competent – she would certainly not choose to accept the whole bet package: A simple calculation would show that refusing all the bets would be better for her whatever happens. Of course, in this unified mode, she might still decide to accept one or two bet offers, say, she might decide to buy the bets on A and on B. But this would not give her a guaranteed loss.

   Many years ago, Brian Skyrms suggested that that an agent who is vulnerable to a synchronic Dutch book must be logically confused. Such an agent seems to evaluate one and the same betting arrangement differently depending on the way it is presented: as a set of three bets, or as one composite opportunity of making a loss whatever happens (cf. Skyrms 1980). In this suggestion, Skyrms was influenced by Frank Ramsey’s remark on this issue: 

If anyone’s mental condition violated these laws [= the laws of probability], his choice would depend on the precise form in which the options were offered him, which is absurd. (Ramsey 1990 (1926), p. 78)
However, this suggestion of the underlying logical confusion cannot be right, as far as I can see. It is true that the agent we consider views each bet in the set as attractive and yet assigns a negative value to the bet package as a whole. This does not mean however, that she evaluates the same betting arrangement differently under different logically equivalent descriptions. It only means that her valuations are not additive: The value she ascribes to the whole package is lower than the sum of the values she ascribes to its parts. But this, by itself, need not be questionable. One doesn’t need to be logically confused to have non-additive valuations. (Cf. Schick 1986.)

   On the betting interpretation of probabilities, the agent can be considered to be logically muddled, however, if she violates another probability law: the law that requires logical truths to be assigned probability one. Let A be a logical truth and suppose that the agent’s probability for A differs from one. If it exceeds one, the agent is willing to buy a bet on A with a price that is higher than the stake to be won. If it is lower than one, she is willing to sell a bet on A for a lower price than the stake she will have to pay out. Thus, in each case, she is exploitable. Note that this exploitation set-up, in order to work, does not require the agent to be disunified in her decision making: After all, the betting arrangement consists of one bet only. But the exploitation in this case is possible only if the agent is logically confused or does not mind making sure losses. This means that the exploitation set-up under consideration is consistent with the claim we are defending: Disunification is a necessary pre-requisite of exploitability for a logically and mathematically competent agent, who prefers to be better off rather than worse off.

2. A diachronic Dutch-book argument for Reflection

The principle of Reflection expresses a requirement that current probability assignments reflect one’s expectations concerning one’s future probabilities. Thus, in particular, one’s current conditional probability for a proposition A given the supposition that one’s future probability for A will at most be k, should itself be k at the most. 

Reflection: P(A/P’(A) ( k) ( k, provided that P(P’(A) ( k) > 0,

where P is the agent’s current probability at time t, and P’ is her probability assignment at an arbitrary future point of time t’ (t’ ( t).

   It is a standard objection to Reflection that this principle is intuitively implausible if the agent has a reason to distrust her future cognitive abilities. Under such circumstances, she might be well-advised to have non-reflective probability assignments. To illustrate this possibility, suppose she has grounds to believe that her future probability for A, at t’ > t, might be excessively low: too low given the evidence she expects to have at that time. To take an extreme case, suppose she expects to be subjected to a brainwash that will at t’ make her unreasonably skeptical of A. Under these circumstances, we would want to say that her current conditional probability for A on the hypothesis that P’(A) ( k, where k is low, should be higher than k. 
   Clearly, an expected brainwash is just one possible example of a situation in which Reflection seems to be an unreasonable demand. Any other example of expected cognitive deterioration would do to make this point. Still, as has been shown by van Fraassen (1984), an agent whose probability assignments violate Reflection is ipso facto vulnerable to a diachronic Dutch Book, quite independently of what grounds she might have for violating this constraint. That is, for any case of violation of Reflection, we can set up a system of bets to be offered to the agent at different times, such that (i) each bet is fair when it is being offered, in terms of the agent’s probabilities at that time, but (ii) together, they guarantee her a certain loss. 

   Here is an example (cf. Christensen 1991). Suppose that an agent’s probability assignment P at t violates Reflection. For example, suppose that
(i) P(A/P’(A) ( ½) = ¾.

Let E stand for the proposition that P’(A) ( ½, and suppose that 

(ii) P(E) = 1/5.

At t, a bookie offers the agent two bets:

(1) a bet on E that costs 1 unit and pays 5 if won;

(2) a conditional bet on A given E, that costs 15 and pays 20 if won. 

In a conditional bet, the price of the bet is refunded if the condition fails to materialize. Conditional probabilities give betting rates for conditional bets. Therefore, given our assumptions about the agent’s probabilities, it is easy to see that bets 1 and 2 are fair. 

   Then, at t’, if E is the case at that time, the bookmaker offers to buy from the agent a third bet:

(3) a bet on A that costs 10 and pays 20 if won.

Selling this bet will be fair or ‘more than fair’ in terms of the agent’s probabilities at t’, if E will then be the case, i.e., if the agent’s probability for A at t’ will at most be equal to ½.

   If the agent accepts all these bet offers, she will lose 1 unit whatever happens. If E will not be the case, she will lose her bet on E and no other money will change hands: The conditional bet on A given E will be called off and no bet offer will be made at t’. On the other hand, if E will be the case, the agent will win the bet on E and her conditional bet on A will be on. But then, at t’, the bookie will be able to buy back the bet on A at a lower price (bet 3). Since the price difference (15 – 10 = 5) exceeds the net gain from the bet on E (5 – 1 = 4), the agent will again suffer a total loss.
Table 2: The agent’s gains and losses

	Possibilities
	Bet on E
– bought at t
	Bet on A given E – bought at t
	Bet on A
– sold at t’
	Total

	E ( A
	5 - 1
	20 - 15
	10 – 20
	-1

	E ( (A
	5 - 1
	- 15
	10
	-1

	(E
	-1
	Called off
	(
	-1


   There is an obvious objection to this line of reasoning. A pragmatic argument for a constraint on the agent’s probability assignments is supposed to demonstrate that violations of this constraint would lead to a guaranteed loss by her own lights. To be effective, such an argument should therefore be based on the assumption that the agent to be exploited knows at least as much as her would-be exploiter. Consequently, insofar as the latter acts on a definite plan of action, this plan must also be known by the agent. In other words, the agent must have foresight.
   But surely, the objection continues, if the agent has foresight and thus knows what bet offer is kept in store for her at t’ if E will then be the case, she can at t stop the whole exploitation process from the start by simply refusing to take the earlier bets. Thereby, she can upset the bookie’s designs and the whole book will crumble: By refusing the earlier bets, she prevents getting bet opportunities at t’ that she would then be willing to accept, but that she now – by her present lights – finds unattractive (cf. Levi 1988, and Maher 1992).

   Skyrms (1993) shows how this objection can be met. Suppose the bookie is persistent in his exploitation scheme and the agent knows this. Persistency means that the later bet offers are not conditioned on the acceptance of the earlier ones. In particular, if E will materialize at t’, the bookie can be relied on to offer to buy the bet on A at that time, even if the agent were to refuse the bets at t. Suppose also that the bookie makes all the three bets ‘more than fair’: For each bet offer she accepts, the agent gets a small reward (. Assume, however, that 3( < 1. Then, even with the extra rewards, the agent will suffer a total loss if she accepts every bet offer she receives. She will lose at least one unit minus 3(.

   In terms of her probabilities at t, selling bet 3 is unattractive for the agent. Were that opportunity offered at t, conditionally on E, she would never accept it. At t’, however, if E will be the case, selling this bet on A will become attractive in the light of the probabilities she will have at that time. Since she knows this beforehand, the agent can use backward-induction reasoning to solve her decision problem. Insofar as she trusts her future practical rationality, she can at t predict she will sell the bet on A at t’ if E will then be the case.
 She will do it, whatever bets she might have accepted earlier on. But then accepting the conditional bet on A given E at t doesn’t make things worse in any way. In fact it makes them better, by an extra (. Similarly for the bet on E, and even more so for both these bets taken together. (This improves the agent’s prospects by 2(.) Thus, if the bookie is known to be persistent, backward-induction reasoning leads the agent to accept all the bets on offer, at t and t’, even though she knows this will give her a certain loss.

   As a matter of fact, backward induction is not needed in this case, to establish the point.
 Simple dominance reasoning would suffice. For the agent to conclude that she has no reason to abstain from the bets offered at t, she need not assume she will do the rational thing at t’. It is enough if two conditions are met. (i) She believes her actions at t won’t influence the potential bet offer at t’. (ii) She expects to deal with that offer at t’ in the same way independently of what she might do at t. As (i) and (ii) imply that her present actions won’t influence her behavior in the future, she can conclude that buying bets at t is preferable to abstaining, as it improves her prospects by 2( independently of what she will do at t’.

   All this assumes, however, that the bookie is known to be persistent. This assumption of persistency was never explicitly stated in van Fraassen (1984). Nor was it emphasized in the well-known diachronic Dutch Book argument for conditionalization, due to David Lewis (cf Teller 1973). As a result, Levi (1988) was able to argue that, in the case of diachronic Dutch books, the process of exploitation could be stopped at the outset, by refusal to accept the initial bets. He thought this would let the agent off the hook, as no subsequent bet offers would then be forthcoming (cf. Levi 1988, pp. 204f). Levi’s suggestion was further developed by Maher (1992).

   That the persistency of the exploiter closes this gap in van Fraassen’s and Lewis’ arguments has been pointed out by Skyrms (1993). As the latter puts it:
Why is it assumed [by Maher and Levi] that the cunning bettor will just go home if [the agent] refuses to bet today? […] Even though [the agent] will see it coming, she will prefer the sure loss […] because doing so looks strictly better to her than the alternative. (ibid., pp. 323f) 
And he concludes: “Seeing it coming does not help.” (ibid., p. 326)

   As in the example in the previous section, it is easy to see that the violator of Reflection is being exploited in this kind of set-up only because her decision-making is disunified: She decides on different bets separately, at the times they are being offered, instead of making decision on all the three bets together. If she did the latter, then – assuming she is logically and mathematically competent – she would certainly not choose to accept the whole bet package, since a simple calculation would show that refusing the three bets would be better for her whatever happens.

   The salient feature of this case is the agent’s disunification over time: Even if she were synchronically unified and thus even if she made a joint decision on the two bets offered to her at t, she would still be exploited as long as her decision on the bet offer at t’ were left to that future occasion. The two bets offered at t, if considered together, promise the agent a positive expected profit (of 2(),
 and thus represent together an attractive opportunity. The same applies to the third bet, if and when it is offered at t’: Its expected value at that time is positive. Together, however, these two opportunities guarantee a sure loss.

3. Money Pumps against agents with cyclical preferences

Suppose the agent’s preferences with respect to alternative outcomes x, y, and z are cyclical: She prefers x to z, z to y, and y to x. In symbols,
x ≺ y ≺ z ≺ x.
Let x be the status quo alternative that will be realized if no action is taken by the agent. She is offered y in exchange for x. The exchange costs her a certain amount, (, where ( is too small to reverse her preferences over outcomes. After this exchange, she is offered to trade y for z, if she pays an additional (. When she does this, she is offered to trade z for x, if she again pays (. After the three exchanges, the agent is back to where she started, minus 3(. She has been used as a money pump. Isn’t it irrational to be vulnerable to such a predicament? (Cf. Davidson, McKinsey and Suppes 1955, and Raiffa 1968).

   In indefinite money pumps, the process of exchange continues until the agent is ruined. Here, I only consider finite pumps, in which the exploitation stops after a certain number of full rounds, with each round bringing the agent back to the basic alternative with which she started. For simplicity, assume that there are three basic alternatives in the cycle (as in our example above, with x ≺ y ≺ z ≺ x) and that there is only one round, i.e., the pump stops after three exchanges. For this short pump to work, the extra payment of ( should not reverse the agent’s preferences at any stage, at least up to 3(. Thus, we need to assume that

 



x ≺ y - ( ≺ z - 2( ≺ x - 3(.

   The money-pump argument, as described above, has met with an obvious objection: For the pump to work, the agent mustn’t know she is being taken for a ride. Otherwise, if she knew that further trades are being kept in store for her, she would refuse to trade (cf. Schick 1986, and Schwartz 1986). The point of the objection is that the important condition of foresight, which should be satisfied in diachronic pragmatic arguments, is not satisfied in the money pump in its traditional version.

   The common view is therefore that a prudent agent with foresight would avoid to be pumped, because she would see what’s coming. She would realize that the first trade would lead to the second one, which would lead to the third, which would get her back to where she started, minus the payments. At some point, therefore, before completing the full circle, she would refuse making an exchange.
   As we have already seen, this idea of foresight prudently employed as a shield against exploitation can be made more precise in terms of backward-induction reasoning. When an agent confronts a sequential choice problem and has a robust trust in her future practical rationality, she can solve the problem reasoning backwards. Thus, she can first determine what move it would be rational for her to make at the last choice node at each branch of her decision tree, where it is clear what payoff each move would result in. Relying on her future rationality, she can predict she would make that move if she were to reach the node in question. Taking her trust in her future rationality to be robust, she expects to hold on to these predictions upon reaching the next-to-last choice node on each branch. This allows her to determine what move would be rational at each such penultimate node and thus, again relying on her future rationality, to predict her own behavior at that node. Continuing in this way, from the end-points of the tree to its beginning, such a sophisticated chooser finds out what moves are rational at each choice node of the tree. To put it shortly: At each choice node, the backward-induction move is the one that would be optimal on the assumption that any move made at that node would be followed by the backward-induction moves at all the later choice nodes. 

   Backward-induction reasoning is readily applicable to money-pump problems: As has been argued by McClennen (1990, section 10.2), a sophisticated chooser avoids being pumped. I have argued for the same claim myself in Rabinowicz (1995). As McClennen’s argument is slightly flawed, the presentation below follows my 1995 paper. 
   As before, we assume that the agent’s preferences with respect to x, y and z are cyclical, that they are constant throughout the process of exchange, that they are not reversible by extra payments, and that x - 3(  ≺ x, which means that the agent who starts with x and ends up with x - 3( will suffer a definite loss from her own point of view. In fact, we take it that x - 3( is dispreferred by the agent not just to x but also to any alternative she prefers to x. Thus, in particular, since x ≺ y - (, it also holds that x - 3( ≺ y - (.  Finally, we suppose that the agent knows the preferences she has.
   We now consider the agent’s sequential choice problem that consists of three trade offers:

Figure 1: Money Pump


[image: image1.wmf]
The forks in this tree are the agent’s choice nodes. Going up means trading, going down is refusing to trade. The final outcome is specified at the end-point of each branch in the tree. The status quo alternative is x, which means that x will be the final payoff if the agent at the starting-point refuses to trade, i.e. goes down in the first node. If he instead goes up but then stops trading, she ends up with y - (. If she trades twice and then stops, she ends up with z - 2(. And if she trades thrice, she arrives at x - 3(. 

   The bold lines in the tree represent backward-induction moves. At the third node, the agent’s preferences dictate trading, since she prefers x - 3( to z - 2(. Given that she expects to trade at the third node if she were to come that far, her choice at the second choice node should be to refuse to trade: This refusal gives her y - (, which she prefers to x - 3(. But then, given that she expects to refuse at the second node, her choice at the first node should be to trade, since she prefers y - ( to x. Thus, the sophisticated chooser will make just one exchange and then stop. Even though her preferences are cyclical, she will not be pumped. 

   A pump like this may in general involve any number n of cycling basic alternatives, x1,… xn (n = 3 in our example, in which the basic alternatives are x, y and z), and any number k of full rounds (in our example, k = 1). It is easy to see that, for any pump of this kind, the sophisticated chooser will never end up with an alternative she disprefers to the status quo alternative (= the alternative she starts with). The reason is simple: If she trades at her first choice node, this move will be followed by a series of moves dictated by backward induction. And she must expect this to be the case. Thus, she has a definite and correct expectation as to the final outcome of her trading move. If she nevertheless does trade, it must be because she prefers the outcome in question to the status quo alternative. It follows then that she either refuses to trade at all or, if she does trade, she will sooner or later end up with an outcome she prefers to the one she has started with.
 

   Backward-induction reasoning is not without its problems. It presupposes, as we have seen, that the agent takes herself to have a robust trust in her own future rationality – robust in the sense that it would survive even at the choice nodes that can only be reached by a series of irrational moves. But, as the well-known objection goes, wouldn’t the agent at such nodes have grounds to doubt whether she would act rationally at the subsequent choice nodes? If she didn’t do it earlier, why expect she would do it later? To put it differently: If backward induction is supposed to codify rationality and some choice nodes in the decision tree can only be reached by moves prohibited by backward induction, wouldn’t the agent at such nodes have grounds to doubt whether her subsequent moves would be as backward induction requires? However, in the presence of such doubts, backward-induction reasoning would crumble.
 

   This objection does not apply to the short money pump described above. There, it is only the third choice node that cannot be reached without a move prohibited by backward induction. But that node is terminal: It is not followed by any further occasion for choice. What is rational to do at a terminal choice node, however, does not depend on what one expects to do afterwards: There aren’t any subsequent choice nodes to consider. Thus, continued self-trust has no role to play at that point. On the other hand, at the non-terminal choice nodes in this short money pump, the agent has no evidence about any prior backward-induction violations on her part and thus has no grounds for doubts about her future rationality.

   The objection does apply, though, to more complicated money pumps, which involve several rounds or are based on cycles that consist of more than three alternatives. Still, if a money pump is not too long, and if the sophisticated agent starts out with a very firm conviction about her commitment to the backward-induction procedure, the evidence about her past deviations from that commitment might never be extensive enough to shatter this initial conviction. She might be able to explain them away as isolated mistakes that would not be repeated in the future.

   Are we then out of the woods, at least as far as relatively short money pumps are concerned? Is foresight, coupled with sophistication, sufficient to stop the pump? Not quite, I am afraid. What follows is a description of a money pump that can be used against a sophisticated chooser (cf. Rabinowicz 2000).

   In the money pumps discussed up to now, the series of trades terminates as soon as the agent refuses to make yet another exchange. No further trade offers are forthcoming. Suppose we change this feature of the decision problem and assume the exploiter to be persistent: If you refuse a trade offer, he comes back with the same offer at the next stage.
 There are three stages at which offers are made. The decision tree for this new money pump looks as follows:

Figure 2: Money Pump with Persistent Offers


[image: image2.wmf]
As before, trades and refusals to trade are represented as upward and downward moves, respectively. If the agent each time refuses to trade, she ends up with x. If she trades just once (at whatever stage), she ends up with y - (. If she trades twice, she receives z - 2(. Finally, if she trades three times, she receives x - 3(, i.e. gets back to what she has started with minus extra payments.

   The bold lines again stand for the backward-induction moves. 
(i) Clearly, at each terminal choice node, backward induction prescribes trading, as this gives the agent her preferred alternative and she knows that her choice is final: No further trade offers will be forthcoming. 
(ii) Since she predicts she will trade at each terminal node, she should also trade at each penultimate node. For the upper penultimate node, she predicts that trading would eventually lead to x - 3( while refusal to z - 2(, which she disprefers. Analogously, for the lower penultimate choice node, she predicts that trading would eventually lead to z - 2( while refusal to y - (, which she disprefers. 
(iii) Given that she predicts she will trade at each node after the first one, she should trade at the first node as well. Trading at that node would eventually lead to x - 3(, while refusal would lead to z - 2(, which she disprefers.

   We conclude, then, that in this modified money pump, a sophisticated chooser with cyclical preferences will be pumped: She will trade each time, which will get her back to the status quo alternative minus extra payments. The reason is obvious. The exploiter, being persistent in his offers, never lets the agent off the hook. Refusing to trade at an early stage does not terminate the pump: The trade offer will instead be repeated.

   Despite obvious similarities having to do with the persistency of offers, there is an important difference between this money pump and Skyrms’s exploitation set-up, which was devised for a violator of Reflection. In Skyrms’s set-up, backward induction is unnecessary for the resolution of the agent’s decision problem. Dominance is enough, as we have seen. In the money pump, however, dominance reasoning is inapplicable, for two reasons. (i) The agent’s choices at the earlier stages influence the opportunities she will confront later: Depending on whether she trades at a given stage or not, she will be offered different trade opportunities at the subsequent stage. (ii) Her current trading decisions crucially depend on her expectations about her trading decisions in the future. 

   That backward induction implies repeated trading, if the exploiter is persistent, is a robust result, which can be generalized to pumps with an arbitrary number of stages (for the proof, see Rabinowicz 2000). Such pumps may be based on any number n of basic cycling alternatives, x1,…, xn (in our example, n = 3), and they may involve any number k of full rounds (in our example, k = 1). The only extra assumption we need to obtain this result is that the small payment required by each trade never reverses the agent’s preference with regard to the basic cycling alternatives, independently of how many such payments she has already made.

   As in the set-ups in the two preceding sections, the agent with cyclical preferences is being exploited because her decision-making is disunified. More precisely, she is disunified over time: She decides on each exchange separately, at the stage when it is being offered, instead of making a single choice on all the three stages together. If she did the latter, then, we may safely assume, she would certainly not choose to accept all the three exchanges, since a simple calculation would show that refusing the three trades would get her the same outcome (x) without any extra costs.

   As her preferences are cyclical, it is not determined by our description of the case what particular outcome the unified agent would choose in such a situation. But this cyclicity in her pairwise preferences does not imply that she would be unable to make a rational choice, when she considered all the alternatives together. Cyclicity in pairwise preferences over a set of alternatives is compatible with the possibility that the agent finds some of the alternatives in the set unequivocally choiceworthy, while she rejects other alternatives. In our example, we may assume that x - 3( will be among the rejected alternatives, while x might well be one of the alternatives that will be considered choiceworthy.

   Let C be a choice function that picks out subsets from sets of alternatives in a given domain. Intuitively, for any such alternative set S, the alternatives in C(S) are the ones that the agent would view as choiceworthy when confronted with S as the set of alternatives to choose from. We allow C(S) to be empty for some non-empty sets S in the domain. Pairwise preference can then be analyzed in terms of C: An alternative i is preferred to an alternative j if and only if C{i, j} = {i}. Analogously, indifference between i and j means that C{i, j} = {i, j}. If C{i, j} is empty, there is a gap in the agent’s preference ordering as far as the comparison between i and j is concerned.

   Now, consider a set S of cycling alternatives. For any alternative j in S, S contains some i such that i is preferred to j. However, this is compatible with C(S) being non-empty. Under such circumstances, the cycle in S can be said to be benign. If, on the other hand, C(S) is empty, the cycle is vicious: There is no room for a rational choice from the set of cycling alternatives. (On this issue, see Rabinowicz 2000. The present treatment slightly differs from the one in that paper.)
   The distinction between the two types of cyclicity – the benign and the vicious one – is important when it comes to the discussion of the rationality of cyclical preferences. Benign cyclicity allows for a rational choice from the cycle as a whole. But even if the sophisticated agent’s cyclical preferences are benign, she can still be subjected to a money pump.
   I mention this possibility, because Levi (2006, pp. 375f) does not take it into consideration. He thinks there is no need to resort to money pumps in attacking cyclical preferences. What makes such preferences unacceptable in his view is the agent’s predicament when it comes to a choice from the whole set of cycling alternatives:
Suppose the agent X with cyclic preference over x, y and z is confronted with a choice between these three prizes. There is no optimal option in the three way choice. X should eliminate the cyclicity from X’s preference so that X’s preference can function as a guide in optimizer X’s deliberations. Cyclic preferences are irrational precisely because X cannot choose rationally in some decision problems. Were X confronted with a three way choice between x, y and z, X could not follow the policy of choosing an option that is […] optimal according to some permissible ranking and, indeed, could not follow the slightly different policy of choosing an option that is maximal in the sense that no option is strictly preferred to it. I am convinced by this argument that cycles should be avoided. Rabinowicz’s argument [= my money pump with persistent trade offers] seems far less compelling.

It should be clear, however, why Levi’s criticism of cyclicity is unconvincing if pairwise preference is analyzable in terms of an underlying choice function. When there is a cycle, there is room for a money pump. But even though every option in the cycling set is dispreferred to some of its competitors, it may well be that the cycle in question is benign. In that case, the choice from the whole set is unproblematic, contrary to what Levi suggests.
4. Levi’s criticism of diachronic pragmatic arguments

In “Money Pumps and Diachronic Dutch Books” (2002), Levi considers my money pump with persistent trade offers and Skyrms’s version of the diachronic Dutch book against violators of Reflection. He argues that there exists a decisive difference between these exploitation set-ups and the synchronic Dutch books. The difference has to do with the range of options that are available to the agent. An agent who is vulnerable to a synchronic exploitation set-up acts in a way that is dominated by some option that stands at her disposal. Something must be deeply wrong with a person who behaves like this. She can’t be rational if she instead of what she does could have chosen an option that would give her better results under all possible circumstances. Thus, to give an example, in a synchronic Dutch book against a violator of the addition axiom for probabilities, the agent accepts each bet that is being offered, even though she has at her disposal the option of refusing all of them. The latter option dominates what the agent does: It would yield better results whatever happens.

   By contrast, in a diachronic set-up, think of the agent at the initial choice node. She “has no control then over what [she] will choose later. [She] can only predict what [she] will do.” (Levi 2002, p. 239) As a consequence, when she is exposed to my Money Pump and ends up making the three trades, “[she] is not choosing [at any point] an option dominated by another available as an option to [her]” (ibid., p. 241, Levi’s emphasis). In particular, at the initial choice node, refusing to trade at any of the three stages is not an option that stands at the agent’s disposal. Because of this absence of a dominating option, she cannot be charged with irrationality. 

   To be sure, Levi writes, a Money Pump like mine shows that an agent with cyclical preferences can be taxed for having preferences of this kind. The extra payments she incurs may be seen as such a tax. If her preferences weren’t cyclical, she would not have to pay just to get back to her status quo alternative. But vulnerability to taxation is not irrationality. Levi concludes: 
Money Pump arguments were designed initially to show that individuals who violate certain canons of rationality will end up choosing options that are dominated by other options available to them just like synchronic arguments do. Showing that violating these canons is one way, that in the face of other assumptions, makes one vulnerable to taxation, is no substitute. Those who use money pump arguments to defend acyclicity of preference have failed to show that decision-makers who violate acyclicity are driven to choose dominated options. (ibid., pp. 241f)

   Levi’s diagnosis of Skyrms’s version of the diachronic Dutch book against a violator of Reflection is exactly similar. Vulnerability to diachronic exploitation does not show that the agent is irrational and, again, the reason for this is to be found in the range of options that are at the agent’s disposal. The agent lacks control over her future choices; she can only predict what she will do. She cannot at t decide not to accede to the bookie’s offer at t’. Consequently, she cannot at t decide to refuse all the bets offers she expects to receive. But this means that she cannot be accused of acting in a way that is being dominated by some of her available options. 
According to Skyrms’s scenario, X is worse off, no matter how X chooses, than X was in the initial status quo. If X has the option of remaining in the status quo position, X should do so [rather than act as she does]. But by hypothesis X does not have this option. X is not rationally compelled to choose an option dominated by other available options …Buying [the bet on A conditional on E] at the initial stage is not dominated by refusing to buy it at that stage. Since these are the only two options, where is the beef? (ibid., p. 247, Levi’s emphasis)

5. My response 

Indeed, where is the beef? Levi is quite right that, in my money pump and in Skyrms’s diachronic set-up, both of us have assumed that the agent at the initial stage cannot control what he will do in the future. As Skyrms puts it: “Deciding not to bet ever is not an option.” (Skyrms 1993, p. 323) Consequently, the agent’s course of action is not dominated by any of the options that stand at her disposal. It is only dominated by a certain sequence of options, each of which is available to the agent at some time. In the set-ups under consideration, such a dominating option sequence consists in declining each opportunity when that opportunity is being offered. But the times at which different options in the sequence become available are not the same and the sequence as a whole is not an option for the agent, at any time.

   I cannot speak for Skyrms, but as for myself, I assumed these limitations in the agent’s diachronic self-control in order to make the exploitation unavoidable from the point of view of the agent. I thought the diachronic case was in this way more worrisome than the synchronic one. In the latter, it certainly would be extremely unrealistic to suppose that the agent is bound to be disunified - that she can separately decide on each of the bet opportunities, but cannot decide jointly on all of them together. 
   However, to deal with the issue raised by Levi, we can simply modify the diachronic set-up so as to put the two kinds of arguments, of the synchronic and the diachronic kind, on an equal footing. Let us assume, therefore, that the agent at the initial stage can decide on the whole temporal sequence of her actions, but, as a matter of fact, she does not deliberate on the sequence as whole but instead makes her decisions one by one: She decides on different bet offers separately, at the time when they are made. However, if she did view her decision-problem in a unified way, which she could, her prior decisions would make an impact on her subsequent behavior. 

   In this way, it seems, the synchronic and the diachronic exploitation set-ups become analogous. In the synchronic case, the agent is also assumed to engage in a disunified decision making: She makes decisions on each bet separately. (Otherwise, as we have seen, no exploitation would take place.) But, if she viewed the situation in a unified way, she would then make a single choice as to which bets to accept and which to reject. It is in this sense that she has at her disposal the option of declining all the bets, which dominates her actual behavior. This option is available to her, since it would figure in her deliberation as one of the alternatives if she were unified and nothing hinders her from being so. In this respect, then, the synchronic set-up is similar to the diachronic one, after we have modified the latter to make the two set-ups comparable.

   One might perhaps argue that there still is this difference between the synchronic and the diachronic case: In the diachronic case, when I consider each offer separately, I predict my future choices in order to determine what will be the final outcome of my current choice. In the synchronic case, however, when considering a particular bet offer, I don’t make any predictions about the decisions I take about other offers in the package. As long as each of these other offers still is under my deliberation, I cannot – it seems – relate to them in a predictive mode. At least on one interpretation of Levi’s thesis that deliberation crowds out prediction, this is, I guess, what he would want to say.
 But then disunification in the synchronic case involves more than just making a separate decision on each bet offer. It would also seem to involve some form of abstraction: While considering whether to accept a given bet, the agent abstracts from his decisions on the other bets on the table. (Indeed, without some assumption like this it is difficult to see how an agent who violates standard probability axioms could be exploited in a synchronic set-up to begin with.) 

   However, this potential difference between the diachronic and the synchronic case does not affect the issue of the availability of a dominating option. The two set-ups can be analogous in the latter respect. In each set-up, the dominating option can be available to the agent but is not an alternative she considers in her (disunified) deliberation. If this analogy is possible, then Levi has no grounds for his claim that the synchronic pragmatic arguments have a bite which diachronic arguments lack. Rather, it seems, the two kinds of arguments are on the same footing. 

   In the synchronic set-up, the presence of the option to refuse all the bets does not, it seems, make it irrational for the agent to decide to accept any particular bet, when she considers whether to accept it or refuse it. She considers this question in a disunified fashion, in which the option of the wholesale refusal does not figure as one of the alternatives. The same applies to the diachronic case. In the diachronic set-up, the mere presence of the option to refuse all the offers, current and future ones, does not make it irrational for the agent to accept any particular offer in the exploitation sequence, when she considers whether to accept that offer or to refuse it. For, again, she considers this question in a disunified fashion, in which the option of the wholesale refusal does not figure as one of the alternatives.

   In his recent comment, Levi disagrees with me on this point. Using my money pump with persistent trade offers as an example, he argues that the disunified form of practical deliberation must be irrational if it is not inescapable:
   A possible way to understand Rabinowicz’s suggestion is that X has control at the initial node over which of the eight paths X will choose. [Here, “the eight paths” refers to the eight branches in the decision tree for the money pump in question.] But X deliberates in a “disunified” way so that at each node he deliberates between the “sell-don’t sell” options available then. 
   If X refuses to consider all the options that are available to X according to X’s beliefs and goals, X’s deliberation is irrational. Indeed, this is so whether or not the options that are not considered dominate the one chosen from the options that are. Such disunity is to be avoided. This is so whether X is offered a set of gambles at the same time or is offered a sequence of options where X regards X to be in control of the path X will take. (Levi 2006, p. 376)
Levi’s point, then, is that any deliberation that ignores some of the options available to the agent is ipso facto irrational. Since disunified deliberation by necessity has this feature (as it ignores the ‘wholesale’ options), it is always irrational, whether or not the ignored options dominate the chosen ones and quite independently of whether the decision set-up is diachronic or synchronic.
   If Levi is right, pragmatic arguments for various constraints on the agent’s beliefs and desires would all seem to be ill-conceived. We have seen that such arguments presuppose not only that the agent violates the relevant constraints but also that she makes her decisions in a disunified fashion. But then, if disunification itself turns out to be a form of irrationality, in making the agent ignore some the available options, the arguments lose their bite: They provide no reasons for upholding the relevant constraints. Instead, disunification could then be blamed for everything. Note also that, if Levi is right in what he now suggests, then synchronic and diachronic arguments would again be put on equal footing, as I have been arguing and contrary to his earlier claims. There would be no reason to suggest that synchronic arguments somehow are better or more compelling than the diachronic ones.
   But is Levi right in his underlying assumption? Is it always irrational to ignore some of the options that are available for choice? It seems to me that this is to go much too far. It is one thing to require the considered alternatives to be jointly exhaustive in the sense that the agent would do one of them in every possible development. It is quite another thing to demand that the agent should consider every available alternative. When I deliberate, in a disunified fashion, whether to accept a certain opportunity or not, the alternatives I consider are jointly exhaustive, despite the fact that I ignore the more extended options, which concern the whole package of opportunities. This, I imagine, is how things are with all of us, most of the time. In practically every choice situation, the alternatives that figure in our deliberation admit of versions and extensions that we do not reflect upon. However detailed our deliberation might be, there is nearly always room for even more detail and elaboration. I think, therefore, that Levi demands too much. Consequently, the same applies to his suggestion that disunification as such is to be avoided, whether or not the options that are not considered dominate the ones that are being chosen.
   It is time to sum up the main claims of this paper. As intimated in the introduction to this paper, I do not think that pragmatic arguments of any variety are able to establish the inherent rationality of constraints on the agent’s state of mind. Instead, their perspective on constraint violations is purely instrumental: Their proper function is to identify conditions that the agent has reason to comply with if she wants to afford disunified decision-making. In Levi’s terminology, it is just a matter of ‘tax avoidance’: Pragmatic arguments identify constraints one needs to satisfy to avoid paying tax for disunification. But I share Levi’s view that avoiding tax at all costs is unreasonable, especially if we are dealing with constraints that do not seem to be inherently compelling. (The principle of reflection is surely a case in point.) In this respect, synchronic and diachronic pragmatic arguments are on a par. However, to the extent that synchronic unification is much easier to achieve that its diachronic counterpart, diachronic arguments provide us with stronger instrumental reasons for compliance. This is rather ironical. The most classical and influential pragmatic arguments - synchronic Dutch books - are considerably less compelling than their younger diachronic cousins.
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� However, this informal motivation for the identification of probabilities with betting rates, while reasonable for agents who can be assumed to be expected-utility maximizers, is problematic in the present context. If an agent violates some of the pre-conditions of expected utility maximization, if, for example, her beliefs do not satisfy some of the standard probability axioms, then justifying the identification of probabilities with betting rates on the basis of expected-utility considerations does not seem to be appropriate.


   Also, it should be mentioned that there is a troublesome existence assumption lurking behind this whole approach to probabilities in terms of fair bets. It is by no means obvious that fair bets exist in the first place. Note that the highest price the agent is willing to pay for a bet on A with a given stake may be lower than the lowest price for which she is willing to sell it. If this is the case for all stakes, then for no bet on A the agent would be willing to take both of its sides. If the constancy assumption still holds (for small stakes at least), the agent will then have two betting rates for A instead of one, the buying rate (= the highest price-stake ratio she is willing to accept as a buyer) and the selling rate (= the lowest price-stake ratio she is willing to accept as a seller). Under such circumstances, probabilities could no longer be identified with betting rates (unless we are prepared to work with probabilities understood as pairs of numbers, rather than as single numbers, with one number corresponding to the buying rate and the other to the selling rate), but they could still be seen as partial determinants of the agent’s betting dispositions. The agent’s probability for A could then be assumed to lie somewhere between the two rates in question. This, however, would create problems for the Dutch-book arguments, as will be shown in the next note.


� If the exploiter is not supposed to know more that the agent herself, then we must assume that the agent knows her own probability assignments. (Otherwise, the bookie who lacks superior knowledge would not know them either, which would hinder him from setting up the exploitation scheme.) Needless to say, this is a rather problematic assumption.


   There is another complication as well. If an agent’s buying rate and her selling rate need not coincide (see the preceding note), then this example only shows how one can exploit an agent whose selling rate for A ( B is lower than the sum of his buying rates for A and for B. If – as is reasonable to assume – the buying rate does not exceed the selling rate and the probability of a proposition lies somewhere in-between the two, then an agent like this violates the addition axiom for probabilities. But the opposite does not hold: The agent’s probability for A ( B may be lower than the sum of his probabilities for A and for B, but his selling rate for the disjunction still need not be lower than the sum of his buying rates for the disjuncts. Such an agent will not be exploited by the set-up we have described. The same remarks apply, mutatis mutandis, to the diachronic exploitation scheme that will be described in the next section.


� Note that, in terms of the agent’s prior probabilities (at t), bet 3 has negative monetary value: 


P(A/E) ( (C(bet 3) – S(bet 3)) + P((A/E) ( C(bet 3)  =  ¾ ( (10 - 20) + ¼ ( 10  =  -5.


� Backward-induction reasoning is based on trust in one’s future rationality. The agent expects to act rationally in the future, which allows her to predict her future behavior and then to make her current choices in the light of these predictions. One might therefore wonder whether this kind of reasoning is available to agents who violate Reflection because they mistrust their own cognitive rationality in the future. The answer is that a violator of Reflection can well make use of backward induction as long as she expects to be practically rational in the future, i.e., rational in what she does given what she then believes and prefers. That she expects those future beliefs to be unfounded is another matter: One can become cognitively irrational and still remain a practically rational agent.


� Backward-induction reasoning plays a more essential role in connection with money pumps; see next section. There, we shall characterize this reasoning model in more detail.


� Here, we assume that the agent satisfies the standard probability axioms. Then her expected monetary value for the two bets offered at t equals 


P(E ( A) ( (S(bet 1) - C(bet 1) + S(bet 2) - C(bet 2) + 2() + P(E ( (A) ( (S(bet 1) - C(bet 1) - C(bet 2) + 2() + P((E) ( (-C(bet 1) + 2() 


= 3/20 ( (5 - 1 + 20 - 15 + 2() + 1/20( (5 - 1 - 15 + 2() + 4/5 ( (-1+ 2() = 2(.


� Sometimes it is claimed that money pumps can be used against any agent with non-transitive preferences, whether these preferences happen to be cyclical or not. This, however, is not quite correct. Non-transitivity by itself is not enough: To be vulnerable to a pump, it is not enough that the agent prefers z to y, y to x, but does not prefer z to x. In addition, she must either prefer x to z (the case of a cycle) or at least be indifferent between the two alternatives. In the former case, she can be subjected to the standard money pump, while in the latter case we can offer her a small reward ( to get her to trade z for x, instead of exacting a payment ( in that step. This reward should be enough to get her to make the exchange, given that she is indifferent between z and x. Since we collect 2( from her other two trades (x for y and y for z), she will still be exploited as long as ( < 2(. But if she neither prefers x to z nor is indifferent, i.e., if her preference ordering contains a gap with respect to these two alternatives, then a money-pump set-up is unavailable. In the case of a preferential gap, there is no guarantee that a small ( will be sufficient to tip the scale and get the agent to make a trade. This means that money pump arguments can be used as a support for the transitivity requirement on preferences only if it is assumed that we are dealing with an agent whose preference ordering is complete (= non-gappy).


� More precisely, it can be proved that the agent will stop the pump at some point before the completion of the first round. For the proof, see Rabinowicz (2000).


� Cf. Binmore (1987), Reny (1988) and (1989), Bicchieri (1989), Pettit and Sugden (1989). For some defenses of backward induction, either general in scope or limited to a specific class of cases, see Sobel (1993), Aumann (1995) and (1998), Rabinowicz (1998) and Broome and Rabinowicz (1999).


� These remarks also apply to the modified money pump that I am going to consider below.


� Obviously, it is a variant of the same idea that was exploited by Skyrms (1993) in his treatment of diachronic Dutch books (cf. the preceding section).


� For his exposition and defence of that thesis, see Levi (1989), (1991), (1997). For a critical discussion, see Joyce (2002) and Rabinowicz (2002).
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