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Abstract

Telecommunications industries are investing tremendously to meet the ever-
increasing demands for higher data rates and capacity. In particular to develop
standardization for 5G, which is expected around 2020. The existing spectrum
for traditional mobile networks is limited to highly occupied bands at microwave
frequencies below 6 GHz. It is expected that 5G will use millimeter-waves to en-
able higher data rates. Even though losses at millimeter-waves are higher, higher
data rates for short range applications can be achieved due to the available wide
bandwidth.

The radio channel between a transmitter and a receiver has a great impact on
the quality of the received signals. The channel includes everything between the
transmitter and receiver that may impact the signals, such as buildings, walls,
windows, etc. High data rate transmission at millimeter-wave frequencies re-
quires size- and cost-efficient circuitry. The recent advances in nanotechnology
and semiconductor devices enable the signal generation at millimeter-waves. The
existence of the available extreme bandwidth at millimeter-wave frequencies en-
ables the application of impulse radio using high frequency ultra-short pulses.
Transmission of a short pulse through antennas and a free-space radio channel
without significant distortion requires a wideband antenna with high fidelity.

In this thesis a time-domain antenna system with ultra-short pulse transmis-
sion and reception at millimeter-waves is presented. The antenna system consists
of wideband and non-dispersive leaky lens antennas and a high frequency short
pulse (wavelet) generator based on III–V technology. The time-domain system is
presented in Paper I. The transmission of 100 ps long pulses at 60 GHz produced
by the wavelet generator through different antennas is investigated. It is shown
that the leaky lens antennas have negligible pulse distortion and preserve the
shape of the generated high frequency short pulses. Further characterizations of
the leaky lens antennas for the 60 GHz band, using a time-domain gating method
is presented in Paper III. The results show that the antenna has a low dispersion
and can thereby transmit short pulses with high fidelity.

A time-domain characterization method at millimeter-waves using the an-
tenna system is presented in Paper II. The complex permittivity of low loss
non-magnetic materials with low dispersion are estimated directly from the re-
ceived time-domain pulses. The wide bandwidth of the wavelet is also used to
determine the frequency dependence of dispersive materials.

Time-domain scattering analysis of periodic structures is presented in Pa-
per IV and Paper V. A sum rule for scattering in parallel-plate waveguides
based on energy conservation and the optical theorem is derived in Paper IV.
A parallel-plate waveguide with wideband TEM horn antennas and a parallel-
plate capacitor are used for dynamic and low frequency (static) measurements,
respectively. The results show that the all waveleghts electromagnetic interaction
introduced by the object is given by the static polarizability.

The broad bandwidth and high resolution of the time-domain system is uti-



lized for radar imaging application in Sec. 6 of the Research Overview. The
images are obtained through gridding method which is a classical Fourier recon-
struction and `1-minimization problem. It is shown that the resolution achieved
by the time-domain system is similar to the frequency-domain measurements
using a vector network analyzer.



Popular Science

The recent advances in wireless technology have enabled a variety of new applica-
tions. The standardization of the next generation of the mobile communications
(5G) is expected to be finalized by approximately 2020. It is expected that all the
electronic devices, from vacuum cleaners to coffee machines, are connected and
can be controlled by smartphone apps. For everything to be connected steadily,
good transmitters and receivers are required. In this thesis an antenna system
operating at millimeter-waves is presented. These types of devices can be used
for high speed communications. They can also be used in cars to detect the
distance to nearby vehicles and pedestrians.

Operating many of these devices simultaneously, they can be used as a camera
for imaging applications. This is similar to security cameras at airports. These
cameras can detect hidden objects, e.g., weapons, underneath clothes since tex-
tiles are transparent for millimeter-waves. High resolution images can also be
captures using only one radar device and moving the radar around an object or
moving an object in front of the radar. These types of imaging frameworks are
known as synthetic aperture radar (SAR). The radar captures a signal for each
position and combines them to make a high resolution image. These types of sys-
tems are also used to make images from landscapes when mounted on airplanes
or spacecrafts.

The radio waves that are received by a cellphone are transmitted through
windows and walls and affected by the electrical properties of those materials.
The human body also interfere with these signals. The antenna system discussed
in this thesis is used to detect the material properties of plastics and water at
millimeter-waves.
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C. Sohl, I. Vakili,
“Scattering measurements in a parallel plate waveguide: first results”
URSI General Assembly and Scientific Symposium, Istanbul, Turkey, 2011-
08-13

XI. M. Gustafsson and D. Sjöberg, I. Vakili,
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1 Motivation

Radio technology has grown to become a vital component in everyday life. An
interruption even for a very short moment can cause irreparable damages. From
mobile communications and internet of things (IoT) to airport radars and medical
imaging devices, the radio transmitters and receivers are ubiquitous.

James Clerk Maxwell mathematically predicted the existence of electromag-
netic waves in 1864 [90–92]. The theory was later experimentally verified by
Heinrich Hertz [62]. In 1887 Hertz performed a set of experiments using a spark
gap transmitter and a loop of wire for receiving electromagnetic waves at mi-
crowave frequencies [49]. He also found that these waves could be transmitted
through dielectrics and reflected by objects. Guglielmo Marconi was one of the
main contributors to radio technology, starting in 1894 from short distances and
steadily increasing the distance up to transatlantic transmission in 1901. Mar-
coni shared the Nobel Prize with Karl Ferdinand Braun in physics in 1909 for
their contributions to the development of wireless telegraphy [88].

Christian Hülsmeyer is one of the pioneers in radio technology and radar.
He developed a ship anti collision system based on echo-location of the electro-
magnetic waves [85]. During the 1930s the electromagnetic reflections caused
by airplanes were observed by Young and Hyland. They used continuous wave
measurements using multiple transmitters and receivers [139].

Nowadays, radio technologies have become more complex with more effi-
cient circuitry as well as higher data rates. Radio systems utilize frequen-
cies from a few MHz up to a couple of THz [23, 33, 51, 96, 113, 136]. Mobile
phones, WiFi, microwave tomography, and many radar systems operate at mi-
crowave frequencies up to 30 GHz, that correspond to wavelengths down to 1 cm.
New advances in semiconductor technology have enabled the development of cir-
cuitry for millimeter-wave (mm-wave) frequencies 30-300 GHz with wavelength
1-10 mm [38,51,69,95]. The existence of unlicensed bands with comparably wide
bandwidth in the mm-wave spectrum enables an increased capacity of the com-
munication channels and hence an increased data rate [1,2]. In radar and imaging
systems, the short wavelength and wide bandwidth at mm-waves are directly pro-
portional to a high resolution. An antenna with a given physical aperture has a
higher gain at mm-wave frequencies compared to lower frequencies. Some appli-
cations include but are not limited to on-vehicle radars, security radars, sensor
networks, and high definition (HD) video streaming [48,59,69,115].

1.1 Friis’ Transmission Equation

A communication link between a radio transmitter and a receiver in a downlink
configuration, i.e., the transmission from the base station to users, is illustrated in
Fig. 1. The available power at the transmitter side, Pt, is delivered to an antenna
with realized gain Gt. The realized gain is the antenna gain that includes losses
due to the impedance mismatch at the antenna input port [10]. Assuming free-
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d
Pt
Gt

Pr
Gr

Radio waves

Transmitter

Receivers

Downlink

Figure 1: Radio link between a transmitting base station and multiple receivers in
a downlink configuration. The power at the port of the transmitting antenna with
realized gain Gt is denoted by Pt. The realized gain of the receiving antenna is Gr and
the power detected at the antenna port Pr. The distance between the transmitter and
a receiver is denoted by d.

space propagation with a polarization matched receiving antenna with realized
gain Gr located at distance d from the transmitter, the received power at the
receiver antenna port for distance d in the far-field is given by [45]

Pr = PtGtGr

(
λ

4πd

)2

, (1.1)

where λ = c0/f is the free-space wavelength and c0 = 1/
√
ε0µ0 ≈ 3× 108 m/s is

the speed of light in vacuum, where ε0 and µ0 are the free-space permittivity and
permeability, respectively. The relation in (1.1) is known as Friis’ transmission
equation [45,131]. The inverse of the last term on the right hand side of (1.1) is

known as the free-space path loss, Lpath =
(

4πd
λ

)2
which is proportional to the

square of the distance and inversely proportional to the square of the wavelength.
Assuming a constant gain at the transmitting and receiving sides, the received
power decreases when the frequency is increased (or the wavelength is decreased).
This means that at higher frequencies the distance must be shorter to receive the
same amount of power. The high propagation loss can be considered as a security
benefit for short range communications since the possibility of eavesdropping and
interference is smaller [112]. It should be noted that Friis’ law in (1.1) is an
approximated model for the far-field region and line of sight transmission. The
channel models in realistic scenarios can be more complex due to the existence
of multipath components [96,121].
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Figure 2: Bi-static radar geometry including a signal generator, transmission lines,
transmitting and receiving antennas, and a signal detection unit. The propagated
spherical wave front from the antenna is approximated by plane waves at the target
position when the target is in the far-field region. The radar cross section is denoted
σ(k̂, r̂) where k̂ is a unit vector in the direction of incidence and r̂ is a unit vector
towards the observation direction.

1.2 Radar System

Radio transmitters and receivers can be used to detect reflection (or scattering)
from targets. These systems are called radars (radio detection and ranging) [31,
78,132]. Radar systems are widely used for a variety of applications from simple
speed control to advanced imaging and tracking. The major parts of a simplified
radar system are depicted in Fig. 2. One of the most important parts is the signal
generator that produces dedicated types of signals based on the application of
the radar. The generated signal is then sent to the transmitting antenna via a
transmission line such as coaxial cables or waveguides. The transmission lines
have finite conductivities and therefore cause losses, Lt. Due to the impedance
mismatch at the interface between the transmission line and the antenna port,
the radiated power by the antenna can be written [16,132]

Pt = Pin(1− |Γt|2)et,rad/Lt, (1.2)
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where Γt = (Zc−ZL)/(Zc +ZL) is the transmitting antenna reflection coefficient,
Zc is the input impedance of the antenna and ZL is the characteristic impedance
of the transmission line. The radiation efficiency, et,rad, is used to take the ohmic
losses of the antenna into account. The radiated waves can be approximated by
plane waves in the far-field region, dt > 2D2/λ, where D is the largest dimension
of the antenna [16]. The incident power density on the target can be written
Wi = Pt/(4πd

2
t ).

The electromagnetic waves incident on the object are scattered. The scattered
field depends on the shape, material and size of the object. A measure of the
amount of scattering is the radar cross section (RCS), σ(k̂, r̂) m2, defined as [122,
132]

σ(k̂, r̂) = 4πd2
t

Ws

Wi
, (1.3)

where Ws is the scattered power density and Wi denotes the power density in-
cident on the target. The unit vector k̂ is in the direction of incidence and r̂
is a unit vector towards the observation direction, see Fig.2. A portion of the
scattered electromagnetic fields is captured by the receiving antenna effective
aperture, Aeff . The antenna effective aperture is related to the antenna realized
gain as Aeff = λ2Gr/[4π(1 − |Γr|2)] [10, 16]. Similar to the transmitting side, a
fraction of the power is lost due to the antenna impedance mismatch, Γr, and
losses in the transmission line, Lr. The final relation between the input power,
Pin, and the detected power in the receiver side, Pout, known as radar equation,
becomes [109,132]

Pout

Pin
=

λ2σ(k̂, r̂)GtGr

(4π)3(dtdr)2LtLr
. (1.4)

2 Wideband Antennas

Wideband systems have been introduced for high data rate communication, high
resolution radar imaging, localization, and resolving multipath components in
fading channels [5, 32, 77, 111, 120, 124, 125, 128, 142, 149]. The large operational
bandwidth introduces challenges in design and implementations of system com-
ponents. Antennas are among the most challenging elements to be designed
efficiently in order to transmit and receive wideband signals. The antennas that
are commonly used fall into two main categories: narrowband and wideband.
Narrowband antennas operate over a narrow frequency band, which makes it
possible to assume constant characteristic parameters over the operating fre-
quency band. In wideband systems, however, the antenna design and char-
acterization is challenging due to the frequency dependent performance of the
antenna [5, 40,41,128,142].

Two wideband antennas are used throughout this thesis for scattering, radar
and imaging applications. A wideband non-dispersive leaky lens antenna [99,101,
145] with stable gain and radiation pattern in the frequency interval 20-67 GHz
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a) b)

HRFZ-Si Lens

Microstrip line

48 mm
25 mm

0.25 mm

3.75 mm

Ground Ground 
planeplane

Figure 3: Leaky lens antenna for non-dispersive radiation. a) Leaky lens antenna
prototype consisting of a planar feeding structure, silicon lens and a 2.4 mm end-launch
connector. b) Antenna geometry and dimensions.

is presented first. The second example is a TEM horn antenna [17, 84, 127],
designed for wideband measurements inside a parallel-plate waveguide operating
in the 1-20 GHz interval.

2.1 Leaky Lens Antenna

Leaky lens antennas for wideband and non-dispersive radiation were introduced
by Neto [99–101]. The antenna can be categorized as a travelling wave antenna
that is combined with a wideband lens to direct the radiated beam. Similar
to other travelling wave antennas, leaky lens antennas have a wide bandwidth.
However unlike most other wideband antennas, they have a negligible phase
distortion over a large operational bandwidth.

In this work, frequency-domain as well as time-domain properties of the leaky
lens antenna, in Fig. 3, are presented. A leaky lens antenna has been designed and
fabricated to be well matched to 50 Ω impedance at the port of the antenna and
operate over the frequency interval 20-67 GHz, see [145]. The antenna consists
of a planar feeding structure including a microstrip line, a narrow slot and a
hemispherical silicon lens, see Fig. 3(a-b).

Consider a narrow slot located between medium 1 and medium 2 with different
electrical properties as depicted in Fig. 4. The propagation in each medium
is associated with its wavenumber, k1 and k2. For a slot width that is much
smaller than the wavelength, Ws � λd, where λd is the wavelength inside the
denser material, the propagation in the denser medium is in the form of a leaky
wave [87, 99, 102]. Assuming that medium 2 is denser, k2 > k1, the resulting
Poynting vector has an oblique direction inside medium 2. The angle inside the
denser medium is known as the leaky wave angle,γLW, and is given by [99]

γLW = cos−1

(
β

k2

)
≈ cos−1

(√
1 + k2

1/k
2
2

2

)
, (2.1)
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Figure 4: Leaky wave propagation produced by a narrow slot between medium 1 and
medium 2. a) Perspective view. b) Side view. The leaky wave angle is denoted by γLW.
c) Side view. Increased radiation angle to the critical angle, γLW = θc, by introducing
an airgap, k1 = k0, on top of the ground plane.

where β ≈
√

(k2
1 + k2

2)/2 is the propagation constant of the slot and is ap-
proximated by the quadratic average of the propagation constants in two di-
electrics [22,100]. According to (2.1) the maximum angle of the leaky wave prop-
agation is always less than 45◦. By inserting a small airgap with height hair 6Ws

on top of the slot, the slot propagation constant which is the quadratic average
between two materials becomes β ≈ k0, where k0 is the free-space wavenumber,
see Fig. 4(c). The resulting frequency independent leaky wave propagation angle
increases as γLW = cos−1(k0/k2) ≈ cos−1(1/

√
εr2) [99]. This angle is similar to

the critical angle of the dielectric, i.e., γLW = θc.
Inserting an airgap between the feeding structure and the dielectric improves

the matching and reduces the sidelobe level [99]. Having a dielectric lens in-
stead of semi-infinite medium results in a broadband and directive propagation
from the antenna. The ideal lens to form a directive beam and a planar phase
front is an elliptical lens with its lower focal point located at the middle of the
slot [42]. Due to limitations in commercial manufacturing processes, the ellip-
tical lens is replaced by a hemispherical lens with a cylindrical extension [64].
The eccentricity of the lens is a function of the dielectric constant and is given
by e = 1/

√
εr [61]. For a silicon lens (εr ≈ 11.6) with diameter of 25 mm the

extension length is 3.75 mm. The airgap inserted between the lens and the pla-
nar feeding structure is chosen to 0.25 mm to achieve the best matching in the
frequency interval 20-67 GHz.

The planar feeding structure of the antenna is printed on a 250µm thick
Arlon Diclad 880 having a relative dielectric constant εr = 2.2. In order to
match the antenna port to 50 Ω the width of the microstrip line is chosen to
Wµ = 0.7 mm. A Southwest 2.4 mm end-launch connector is used to provide
coaxial interface. The microstrip line on the other side is utilized to excite the
currents on the slot below the lens. The antenna feeding structure is optimized
to be well matched to 50 Ω from 20 GHz to 67 GHz. The reflection coefficient of
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Figure 5: Leaky lens antenna characterization. a) Measured magnitude of the re-
flection coefficient, |S11|, of two identical leaky lens antennas in dB scale, see Fig.3.
b) Measurement configuration. The transmitting antenna is rotated over the angular
range ϕt = [−45◦, 45◦] while the receiving antenna is kept at ϕr = 0. The distance
between the two antennas is d = 40 cm.

the two fabricated leaky lens antennas, measured by an Agilent E8361A vector
network analyzer (VNA) in the 15-67 GHz interval, is shown in Fig. 5(a). The
reflection coefficients of two antennas are similar and typically matched better
than −10 dB. It should be noted that 2.4 mm connectors are specified up to
50 GHz. Two recently fabricated leaky lens antennas using 1.85 mm connectors
specified up to 67 GHz are partially investigated in Paper III. In this thesis,
however, due to the similarity in measured antenna parameters and consistency
with Paper I and Paper II, the leaky lens antennas with 2.4 mm connectors are
shown.

The transmission of the leaky lens antenna is characterized over a link con-
sisting of two identical leaky lens antennas that are separated by the distance
d = 40 cm. The transmitting antenna rotates around the center of its connector
with −45◦ 6 ϕt 6 45◦ in the H-plane of the antenna as shown in Fig. 5(b) and
the receiving antenna angle is kept constant, ϕr = 0◦. The transfer function
of the antenna, H(ϕ, ω), for a linear dominant polarization and can be found
from the transmission between two identical antennas in the H-plane according
to [110]

S21(ϕt, ϕr, ω) =
jω

2πdc0
H(ϕt, ω)H(ϕr, ω)e−jωd/c0 , (2.2)

where S21(ϕt, ϕr, ω) is the transmission coefficient when the angle of departure
is ϕt and the angle of arrival is ϕr, see Fig. 5(b). Note that the ratio between the
transmitted power, Pt, and received power, Pr, in (1.1) is proportional to |S21|2.
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The band limited response, h(ϕt, t), of the leaky lens antenna is computed by the
inverse Fourier transform of the transfer function, i.e., h(t, ϕt) = IFT[H(ϕt, ω)].
The envelope of the impulse response, henv(t, ϕt), as a function of angle and
time is shown in Fig. 6(a). The antenna impulse response shows a strong peak
at 0.3 ns which stands for the time delay in the connector, microstrip line and
the time delay in the lens. The second strongest peak at 0.63 ns corresponds to
the first round-trip reflection inside the lens due to impedance mismatch at the
lens-air interface. The flatness of the antenna impulse response over the angles
−20◦ 6 ϕt 6 20◦ indicates that the antenna group delay is almost constant in
this region. In other words, the antenna phase center position can be interpreted
to be approximately constant over the main beam of the antenna. At larger
angles, however, the group delay is larger, one interpretation for this could be
that the antenna rotation center is not positioned at the antenna phase center.

The antenna relative group delay is defined as

τg,rel(ϕt, ϕr, ω) = τg − 〈τg〉 (2.3)

according to [152] where 〈τg〉 is the mean value of the antenna group delay,
τg = − ∂

∂ω∠H(ϕr, ω), over the frequency band. The antenna relative group delay
for the dominant polarization of the antenna, the angles −45◦ 6 ϕt 6 45◦, and
having 〈τg〉 ≈ 0.3 ns, is illustrated in Fig. 6(b). As can be seen in the figure, the
relative group delay is slowly varying from 20 GHz to 67 GHz especially around
0◦ which is the direction of the main beam of the antenna. The variations of the
group delay are mainly due to the mismatch at the lens-air interface and can be
reduced by using an optimized wideband matching layer to taper the impedance
transition from silicon to air [99]. The group delay in Fig. 6(c) is obtained by
gating out everything but the main peak of the impulse response using a 400 ps
time window around the main peak. This shows that the variations in antenna
group delay can be mitigated by improving the impedance mismatch at the lens-
air interface.

The realized gain of the antenna, G(ϕ, ω), for two identical antennas and
the dominant polarization can be estimated from the obtained transfer function
according to [152] as

G(ϕ, ω) =
ω2

πc20
|H(θ, ϕ, ω)|2, (2.4)

which is similar to Friis transmission equation in (1.1). The realized gain of
the leaky lens antenna from 20 GHz to 67 GHz and for −45◦ 6 ϕt 6 45◦ which
corresponds to the H-plane of the antenna is depicted in Fig. 6(d). As can be
seen, the antenna is directional and the gain increases slowly with frequency and
is almost constant from 30 GHz to 67 GHz. Similar to the group delay, the gain
of the antenna is also affected by the multiple reflections inside the lens. The
HPBW of the antenna over a range of frequencies is listed in Table 1. The leaky
lens antenna is also simulated using the time-domain solver in CST Microwave
Studio and the resulting realized gain in the forward direction is compared to
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Table 1: Measured half power beam width
(HPBW) of the leaky lens antenna.

Frequency (GHz) 20 30 40 50 60

HPBW (◦) 26 18 13 13 11

the measured realized gain in Fig. 6(e). The measured values agree with the
simulation results and the fluctuations in the measurement results are mainly
due to the mismatch at the connector as well as the soldering of the via on the
ground plane.

One way to evaluate the pulse fidelity of the antenna is to compare the output
pulse from the antenna with a reference non-distorted pulse through the fidelity
factor [81, 93, 110, 120]. The fidelity factor for an antenna in a certain direction,
ϕt, for the H-plane of the antenna is defined as F (ϕt) = maxτ [Fτ (ϕt, τ)] where

Fτ (ϕt, τ) =

∫∞
−∞ S21(ϕt, t− τ)S21,ref(t) dt√∫∞

−∞ |S21(ϕt, τ)|2 dτ
∫∞
−∞ |S21,ref(τ)|2 dτ

(2.5)

and S21(t) is the inverse Fourier transform of S21(ω). In this case the refer-
ence signal is measured when two ports of the VNA are connected via a cable.
This corresponds to a sinc function since S21,ref(ω) is constant (a rectangular
spectrum) over the measurement bandwidth. The resulting fidelity factor is il-
lustrated in Fig. 6(f). The fidelity factor has its highest value, F (ϕt = 0) ≈ 0.98,
around the main beam of the antenna and reduces with increasing departure
angle.

The narrow impulse response, slowly varying group delay, almost constant
gain and high fidelity factor of the antenna indicate a promising time-domain
behavior for impulse radiation. In addition to this, the circular symmetry of
the lens leads to a stable radiation pattern in the E- and H-planes over a wide
range of frequencies [101]. The antenna behavior in a time-domain system is
investigated in Sec. 3.

2.2 TEM Horn Antenna

The second wideband antenna discussed in the thesis is a wideband transverse
electromagnetic (TEM) horn antenna [18, 41, 71, 127] which is used for exciting
propagating waves in a parallel-plate waveguide, see Fig. 7. The antenna is
designed for broadband scattering measurements with the requirement of having
a sufficiently flat phase front at a short distance from the antenna. The TEM
horn antenna can be categorized as a travelling wave antenna with a broadband
impedance matching and short transient response [127]. These antennas are
widely used in impulse radar, ground penetrating radar [46], electromagnetic
compatibly (EMC) tests [68], and wideband scattering measurements [7].
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Figure 6: Measured time-domain properties of the leaky lens antenna in ±45◦ scan
around the main beam of the antenna, see Fig 5. a) Envelope of the band limited
impulse response (20-67 GHz). b) Relative group delay of the leaky lens antenna, τg,rel,
in (2.3). c) Relative group delay of the antenna by gating 400 ps around the main
peak of the received signal. d) Gain of the leaky lens antenna from 20 GHz to 67 GHz
in dB scale. e) Simulated (solid) and measured (dashed) antenna gain in the forward
direction. f) Angular dependent fidelity factor of the antenna defined in (2.5).



2 Wideband Antennas 13

Zc
E(r,t)

wb Antenna  feed

Z0
H(r,t) k

f=5.5 GHz f=10 GHz

x

z

y

®

¯/2
)

z
)E( t))

f=15 GHz

Ez

Et

a)

b)

Figure 7: TEM horn antenna and field propagation. a) TEM horn antenna with
aperture width w = 120 mm inside the parallel-plate waveguide with the height b =
20 mm, the angle at the apex, α, and the separation angle between the antenna and
its image, β. The electric field is E(r, t), the magnetic field is denoted by H(r, t) and
k is the wavenumber in the direction of propagation. b) Normal component, Ez, and
tangential component, Et, of the electric field at height z = b/2. The first cutoff for
TM1 and TE1 is at 7.5 GHz and the second one for TM2 and TE2 at 15 GHz.
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Figure 8: Propagating modes in a parallel-plate waveguide. a) Transverse electric and
magnetic (TEM) modes. b) Transverse magnetic (TMm) modes (m = 0, 1, 2, . . .). c)
Transverse electric (TEm) modes (m = 1, 2, . . .).

The field propagation mechanism of a TEM horn antenna is very similar
to that of a parallel-plate waveguide. In both cases the electric field is uniform
transverse to the direction of propagation and generated by the voltage difference
between the two plates and the magnetic field is produced by the current flow
on the plates [117]. The fundamental propagating mode inside a parallel-plate
waveguide is a TEM mode, which has the electric and magnetic fields perpendic-
ular to the direction of propagation, see Fig. 8(a). The field propagation inside
a parallel-plate waveguide is also decomposed to transverse electric (TE) and
transverse magnetic (TM) modes as shown in Fig. 8(b-c). TEm and TMm modes
have the same cutoff frequencies and are given by [117]

fcm =
mc0

2b
√
µrεr

, (2.6)

where m = 0, 1, 2, . . . for TM and m = 1, 2, . . . for TE modes, is the index for the
waveguide modes, and µr and εr are the relative permeability and permittivity,
respectively, of the medium inside the parallel-plate waveguide. It should be
noted that the TM0 mode is the same as the TEM mode. The details of the
waveguide modes and the expansion of the fields in cylindrical modes are e.g.,
given in [143]. The TEM horn antenna designed for a parallel-plate waveguide
should be characterized with respect to the higher order waveguide modes. The
antenna geometry is defined by the angle at the apex, α, and the separation angle
between the antenna and its image, β, as depicted in Fig. 7. The metallic plate
of the antenna can be divided into many microstrip line segments with the height
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from the ground plane, b, and the width, w, such that

α = 2 arctan
[w

2b
sin(β/2)

]
. (2.7)

The characteristic impedance of each microstrip line segment is related to the
height and the width of the lines. Krause [79] proposed a model to calculate the
impedance of a microstrip line as

Z =
η0√

εr
[(
w
b

)
+ 2
] , (2.8)

where η0 ≈ 120πΩ is the intrinsic impedance of free space, εr is the relative dielec-
tric constant of the material between the microstrip line and the ground plane.
The antenna is designed and optimized according to (2.8) to give the best match-
ing inside the parallel-plate waveguide and yet easy to fabricate. The separation
between the plates was chosen to b = 20 mm, however due to manufacturing in-
accuracies the final height b = 21.3 mm. The heights of the antennas were also
adjusted to 21.3 mm. The height of the waveguide determines the propagating
modes inside the waveguide. Above the first cutoff frequency, f = 7 GHz, the
TE1 and TM1 modes can propagate; above second cutoff frequency, f = 14 GHz,
the TE2 and TM2 modes can propagate; and so on. The normal and tangential
components of the electric field generated by the antenna at different frequen-
cies are illustrated in Fig.7(b). The effect of the higher order modes is small for
forward scattering measurements presented in Paper IV and Paper V; since mea-
sured forward scattering in (4.9) is weighted by the inverse of the wavenumber
squared which reduces the unwanted effects at higher frequencies.

The measured reflection coefficient of the antenna inside the parallel-plate
waveguide is shown in Fig. 9(a) by solid blue lines. The antenna is well matched
for the intended application from 1 GHz to 20 GHz and the oscillations are due
to the impedance mismatch at the aperture of the antenna. By inserting a
microwave absorber on top of the antenna, these oscillations can be reduced. This
is similar to the time gating of the main reflection of the signal due to the antenna
mismatch at the port of the antenna and ignoring the aperture mismatch. The
numerical time gated reflection coefficient is shown in Fig. 9 by the green curves
and the reduced reflection coefficient using a microwave absorber is illustrated by
the red curves. The prototype of the TEM horn antenna is depicted in Fig. 9(b).

The time-domain characterization method based on (2.2) and [40,110] can be
applied to 3D antennas in free-space. The derivation in [40] is based on the 3D
potential vector and separating the input currents and the impulse response of
the antenna. In 2D problems, however, defining an impulse response is a more
demanding task due to the complications in separating the terms in the electric
field [86, 147]. In order to simplify the problem, the path loss model for two
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Figure 9: TEM horn antenna. a) Magnitude of the reflection coefficient (blue curves).
The reflection coefficient of the antenna when isolating the aperture reflection using
absorbing material (red curves) and reflection coefficient by gating the blue curves to
remove the aperture reflection (green curves). b) The prototype of the antenna.

dimensional antennas is approximated by

S21 = H2(ϕ, ω)

√
c0
πωd

e
−jωd
c0 e−αcd, (2.9)

wherein it is assumed that the transmission is between two identical antennas
with transfer function, H(ω, ϕ), and distance d = 0.98 cm is used in Fig. 10. The
power density averaged over the height of the waveguide (W/m) is proportional
to (2πd)−1, and the antenna effective aperture is approximated by λ/(2π). The
loss due to the finite conductivity in the plates of the parallel-plate waveguide
is denoted by αc. The conductor loss can be ignored for short distances, i.e.,
αcd ≈ 0. Note that the decay factor inside a parallel-plate waveguide for TEM
mode propagation is inversely proportional to the square root of the distance
similar to the two dimensional problems [147]. The impulse response of the
antenna, h(t, ϕ = 0), can then be estimated by the inverse Fourier transform of
the transfer function. The band-limited response of the antenna in the forward
direction is shown in Fig. 10(a). The main peak of the impulse response at 0.52 ns
represents the direct path from the antenna port to the aperture. The second
highest peak approximately 1 ns after the first peak represents the reflection from
the aperture of the antenna due to a small mismatch between the antenna and
the parallel-plate waveguide.

The relative group delay of the antenna estimated from (2.3) and using a 5 ns
time window around the main peak of the antenna is shown in Fig. 10(b) over
the frequency range 1 to 20 GHz. The fluctuations of the antenna group delay
of the antenna are due to the reflection from the aperture of the antenna. To
verify this, the group delay of the antenna using a narrower time window, 2 ns,
and removing the reflection from the antenna aperture is shown in Fig. 10(b) by
red curves.
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lines) and its envelope, henv(t) (dashed-lines). b) Relative group delay of the transfer
function of the antenna, τg,rel, in (2.3).

3 Time-Domain System

Impulse radiation at mm-wave frequencies is beneficial in several applications.
In radar and imaging systems, the use of high frequency short pulses increases
the accuracy and resolution [109, 132]. In wireless systems and sensor networks
this can be utilized to produce high or energy-efficient low data rate communi-
cations [106]. This thesis presents a time-domain system consisting of a wavelet
generator and non-dispersive antennas. The leaky lens antennas, in Sec. 2.1,
with stable radiation properties and promising time-domain behavior together
with RTD-MOSFET wavelet generators that produce short pulses at mm-wave
frequencies are utilized for impulse applications.

3.1 Mm-Wave Wavelet Generator

There are a variety of methods to generate ultra-wideband (UWB) short pulses
at different frequencies [11,38,47,66,118,125]. The application of commercialized
wideband systems have been initiated mainly from 2002 when the Federal Com-
munication Commission (FCC) introduced an unlicensed band from 3.1 GHz to
10.6 GHz [34]. The use of UWB technology at mm-wave frequencies for different
applications are discussed in [9, 13, 112, 116]. Short pulse generators, in general,
fall into four main categories [12]: 1) signal multipliers [11], 2) digital genera-
tors [47], 3) impulse filter response [66], and 4) pulse oscillators [13,38,114]. The
impulse radio UWB (IR-UWB) circuit used in this thesis is based on a novel
In0.53Ga0.47As RTD-MOSFET short pulse generator [38]. These short mm-wave
pulses are also known as wavelets [38].

These devices are fabricated based on III–V compound semiconductors that
compared to silicon technology allow higher operation frequencies [70]. Negative
differential conductance of the RTD is used to generate oscillations. It should be
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Figure 11: Circuit model of the wavelet generator consisting of a fast switching MOS-
FET in series with an RTD. It should be noted that in some cases the load (antenna)
is directly connected to the output of the bias-T, see Fig. 13.

noted that negative differential conductance, in contrary to practice, causes de-
creasing current for increasing voltage. A short baseband pulse on the MOSFET
gate can thereby be used to switch in or disconnect the RTD. This generates
a mm-wave pulse. The oscillation frequency of the generated pulse depends on
the RTD capacitance and the on-chip resonant circuit [38]. A wavelet generator
that generates 100 ps pulses at 60 GHz is shown in Fig. 12. An input baseband
100 ps rectangular pulse is shown in Fig. 12(a). The input pulse is transmitted
to the gate of the MOSFET as shown in Fig. 12(b). The generated mm-wave
100 ps pulse is then taken from the output of the circuit and is illustrated in
Fig. 12(c). The pulse is centered at 60 GHz and has a main lobe width of 20 GHz
and 10 dB bandwidth of 14 GHz. The power spectral density of the generated
signal is shown in Fig. 12(d).

3.2 Leaky Lens Antenna System

In order to validate the time-domain properties of the aforementioned antenna
system, transmission of a wavelet is tested over a link consisting of antennas
and the wavelet generator, see Fig.13. An Agilent N4906B is used to produce
100 ps baseband rectangular pulses. The pulses are then fed to the wavelet gen-
erator, which is typically biased at 1-2 V. The circuit generates a mm-wave short
pulse which is then transferred to the transmitting antenna via a bias-T. The
transmitting antenna converts the voltage delivered at the antenna port to elec-
tromagnetic waves with high fidelity. The radiated signal is then received by an
identical antenna and captured by a LeCroy 100H oscilloscope with a 100 GHz
sampling head. Three cases are tested: 1) the output of the wavelet genera-
tor is connected directly to the sampling oscilloscope via a cable (reference). 2)
The leaky lens antennas are connected at the transmitting and receiving sides. 3)
Standard V-band (50-75 GHz) gain horn antennas are connected at the transmit-
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Figure 13: Experimental time-domain setup consisting of a wavelet generator con-
nected to the leaky lens antenna on the transmitting side and a leaky lens antenna
connected to the sampling head of a LeCroy 100H oscilloscope on the receiving side.
Baseband pulses are 100 ps long and are generated by a BERT Agilent N4906B.
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Figure 14: Received pulses normalized with their maximum amplitude, VP. a) Refer-
ence pulse that is measured by connecting the output of the wavelet generator to the
sampling head of the oscilloscope. b) The received pulse when the output of the wavelet
generator is connected to a leaky lens antenna and an identical antenna is used on the
receiving side. c) Received pulse with horn antennas in the transmitting and receiving
sides.

ting and receiving sides. The reference signal, which is a 100 ps wavelet centered
at 60 GHz is shown in Fig.14(a). The transmission through the leaky lens anten-
nas and horn antennas are shown in Fig.14(b-c), respectively. As is shown, the
time-domain signal of the lens antennas is similar to the reference signal as the
pulse shape is preserved. For horn antennas, however, the pulse is distorted and
widened. Due to the waveguide interfaces of the standard gain horn antennas,
the pulse shape is affected by the waveguide dispersion.

4 Wideband Metamaterial Characterization

Metamaterials are synthesized materials that are artificially designed and fabri-
cated with properties that are not found in nature [6, 25, 27, 39, 97]. One of the
first metamaterial investigation was the focusing using left handed [21,28] planar
lens by V.G. Veselago in 1967 [150]. One way to realize metamaterials is to use
periodic structures with electrically small (sub wavelength) unit cells. In some
applications, these uncommon scattering properties are required to be valid over
a wide range of frequencies; however this is not always achievable.

The forward scattering sum rule and the optical theorem can be used to de-
termine physical bounds on periodic structures. The forward scattering sum rule
is related to the total (extinction) cross section of scatterers through the optical
theorem [65, 103, 138]. The forward scattering sum rule is an identity indicating
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that the all wavelength electromagnetic interactions of the total cross section of
an object are given by the static polarizability of the object that can be found
by solving a relatively simple problem. Purcell was the first to discuss this effect
on dielectric spheroids [119]. Forward scattering sum rule is, in recent years,
generalized to arbitrary objects [52,134], antennas [53–55,133], and metamateri-
als [56,135].

In this work the optical theorem and the forward scattering sum rule is investi-
gated for parallel-plate waveguides. Theoretical values are verified by measuring
the forward scattering in a parallel-plate waveguide and capacitance change in a
parallel-plate capacitor.

4.1 Optical Theorem for Bounded Scatterer

Consider a TEM mode with linearly polarized plane wave, Ei(r) = ẑE0e−jkx

incident on a scatterer confined between the plates of a parallel-plate waveguide.
ẑ is the polarization vector and k is the wavenumber. The scatterer is enclosed
by an imaginary surface S that is defined by the outward pointing normal unit
vector n̂ = %̂ = x̂ cosϕ + ŷ sinϕ, see Fig. 1. If the object is dissipative, a
fraction of power is absorbed by the object, Pa, and the rest is scattered, Ps.
The total power is the sum of the outward-going scattering Poynting vector and
the inwardly directed component of the total field Poynting vector [65, p. 501]

Ptot = Pa + Ps =
1

2
Re

∫
S

n̂ ·
(
Es ×H∗s − (Ei +Es)× (H i +Hs)

∗)dS

= −1

2
Re

∫
S

n̂ · (Es ×H∗i +Ei ×H∗s ) dS, (4.1)

where Es = E−Ei and Hs = H−H i denote the scattered electric and magnetic
fields, receptively. It should be noted that the surface S does not include the
metallic plates at z = 0 and z = b. With some rearrangements and inserting the
incident field, Ei(r) = ẑE0e−jkx, the total power can be expressed as

Ptot =
−b
2η0

Re

2π∫
0

E∗0ejkxẑ · 〈Es(n̂ · x̂) + η0Hs × n̂〉ρdϕ, (4.2)

where 〈.〉 denotes the mean value of the fields over the height of the waveguide.
The total cross section, defined as the total power normalized by the incident
power flux density, Pi = |E0|2/2η0, takes the form,

σtot = −Re
{ b

E0

2π∫
0

ejkxẑ · 〈Es(n̂ · x̂) + η0Hs × n̂〉ρdϕ
}
. (4.3)
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Figure 15: Scattering geometry for a bounded scatterer inside the parallel-plate waveg-
uide. a) Perspective view. Ei is the incident field and Es is the resulting scattered field.
b) Front view. The scatterer is enclosed by an imaginary surface S of radius ρ and nor-
mal vector n̂.

The integral in (4.3) is the two-dimensional far-field amplitude, fs, and by in-
serting this into (4.3) the total cross section can be simplified to [147]

σtot = −4bRe

{
fs

jkE0

}
. (4.4)

The resulting total cross section is similar to the two-dimensional total cross
section and the only difference is the height of the waveguide, b, in (4.4). It
is possible to conclude that the parallel-plate waveguide can be considered as a
quasi 2-D measurement setup for the TEM mode.

4.2 Forward Scattering Sum Rules

The forward scattering sum rule is an identity stating that the total cross section
of an object integrated over the entire spectrum is given by its (static) polariz-
ability [19, 58, 144]. Holomorphic functions such as positive real (PR) functions
or Herglotz (Nevalinna) functions are used to derive the forward scattering sum
rules [19, 57, 60, 105]. This gives an upper bound on the total interaction be-
tween the fields and the object. The PR function, P(κ), is given by the forward



4 Wideband Metamaterial Characterization 23

P  (∙)

k

³

Im(P  (∙))

Re(P  (∙))
)
∙=³+jk

Figure 16: Positive real function, P(κ) for κ = ζ + jk, is holomorphic and maps the
right half plane to the right half plane, i.e., Re{P(κ)} > 0 for Re{κ} > 0.

scattering amplitude in (4.4) as

P(κ) = − 4b

κE0
fs(κ), (4.5)

where κ = ζ + jk and Re{P(κ)} > 0 for Re{κ} > 0 and P(κ) is holomorphic in
the right half plane, see Fig.16 [58]. Comparing (4.4) and (4.5), we can rewrite
the expression of the total cross section as

σtot = Re{P(κ)}. (4.6)

This shows that the total cross section is related to a PR function, P(κ). The
function P(κ) has a low frequency asymptotic expansion that is proportional to
the polarizability of the object as

P(κ) = κ
(
ẑ · γe · ẑ + ŷ · γm · ŷ

)
+ o(κ) as κ→ 0, (4.7)

where γe and γm are the electric and magnetic polarizability dyadics, respec-
tively. At the low frequency limit (k → 0) the parallel-plate waveguide is equiva-
lent to a parallel-plate capacitor with the electric field, E0, uniformly distributed
between the plates, as shown in Fig. 17. Using image theory the problem in
Fig. 17(a) is equivalent to Fig. 17(b) and it means that the polarizability γe

equals half of the polarizability found from the image problem with height 2b. It
is observed that Fig. 17(b) and Fig. 17(c) which is a periodic structure are iden-
tical and methods used in [58, 129] to determine the polarizability for periodic
structures can be used. In this case the electric polarizability using the static
electric field, E(r, 0), and permittivity dyadics, ε(r, 0), over the unit cell volume
V is found as [134,135]

ẑ · γe · ẑ =
1

E0

∫
V

ẑ · (ε(r, 0)/ε0 − I) ·E(r, 0) dV, (4.8)
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Figure 17: Periodic equivalent problem. a) An object is placed in an arbitrary position
between the plates of a capacitor. b) An equivalent problem for part-a by placing the
object and its image at the midpoint between two plates. c) The equivalent periodic
problem.

where I is the 3×3 identity matrix and ε0 denotes the permittivity of vacuum. The
resulting polarizability gives an upper bound on the total cross section weighted
by the inverse of the wavenumber square integrated over all spectrum and is the
forward scattering sum rule [19] as

2

π

∞∫
0

σtot(x̂, ẑ, k)

k2
dk = ẑ · γe · ẑ + ŷ · γm · ŷ. (4.9)

This can be simplified by interchanging the wavenumber with wavelength, λ =
2π/k, and assuming a non-magnetic object, i.e., µ = µ0 and hence γm = 0 giving

1

π2

∞∫
0

σtot(λ) dλ = ẑ · γe · ẑ = γ, (4.10)

where γ is the co-polarized electric polarizability.

4.3 System Identification

Utilizing causality, passivity and the properties of PR functions and separating
the real part from the imaginary part of the PR function, the forward scattering
in (4.5) satisfies the dispersion relation

Im P(jk) = b1k +
1

π

∞∫
−∞

1

ξ − k Re P(jξ) dξ, (4.11)

where b1 is a non-negative real valued constant. The integral is a Hilbert trans-
form [75, 76] and relates the imaginary part of the forward scattering to its real
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part. This property gives the possibility to estimate the imaginary part of P(jk)
from its real part which might be less affected by noise or easier to model. On
the other hand the forward scattering sum rule in (4.9) states that the total
cross section, σtot = Re P(jk), integrated over all frequencies is given by the
polarizability of the scatterer. These two conditions together with the passivity
condition of the PR function, i.e., Re P(jk) > 0, can be used to construct a
convex optimization problem as [20]

minimize
∥∥∥P(jk)−P(M)(jk)

∥∥∥
subject to Re P(jk) > 0, k ∈ [k0, k3],

2

π

k3∫
k0

Re P(jk)

k2
dk 6 γu,

(4.12)

where P(M)(jk) denotes the noisy measurement values and P(jk) is the closest
PR function to the measurement values that satisfies the passivity, dispersion
relation and the forward scattering sum rule. The modeling interval is k0 < k <
k3 and γu is the upper bound on the polarizability.

4.4 Methodology and Results

The forward scattering sum rule of a periodic structure over a wide range of
frequencies can be measured by realizing the periodic structure from a bounded
scatterer using a parallel-plate waveguide. The static polarizability of the object
can also be measured using a parallel-plate capacitor which is a relatively simple
setup.

The parallel-plate waveguide, as shown in Fig. 18, consists of two 1× 1.5 m2

Aluminum plates and two broadband in-house fabricated TEM horn antennas,
discussed in Sec. 2.2. Microwave absorbers are used to reduce the reflection at
the side walls in the dynamic measurements. The TEM horn antennas are fed
via coaxial transitions through the bottom plate of the waveguide and they are
placed at a distance of d = 98 cm from each other. The object to be characterized
is inserted inside the waveguide and placed at the midpoint between the two
antennas, see Fig. 18(a). The forward scattering is normalized by the height of
the waveguide, i.e., Pb = P/b, according to (4.4) for a scatterer, located at the
distance d1 = 49 cm from the transmitting antenna, and takes the form

Pb(jk) =
−4fs

jkE0
≈ 4

jk

(
1− S21,obj

S21,emp

)√
πjkd1(d− d1)

2d
, (4.13)

where S21,obj and S21,emp are the measured S-parameters in the presence and the
absence of the scatterer, respectively. The ratio between the measured values
in the absence and presence of the object presents the calibration process which
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a) b)

Figure 18: Parallel-plate waveguide and parallel-plate capacitor to estimate the left-
side and right hand side of (4.9). a) The parallel-plate waveguide setup consists of two
TEM horn antennas and microwave flat absorbers. The distance between the antennas
is 98 cm and the object is placed at the midpoint between the antennas. The two plates
are 150 × 100 cm2 and separated by 21.3 mm. b) The parallel-plate capacitor setup
consists of two circular copper plates held by plastic arms. The distance between the
plates is 21.3 mm and is fixed by plastic distance supports.

removes unwanted effects and setup inaccuracies. The S-parameters are recorded
using an HP 8720 VNA.

The polarizability of the object is measured inside a parallel-plate capacitor,
see Fig. 18(b). The parallel-plate capacitor is similar to a parallel-plate waveg-
uide at low frequencies (static). By inserting an object between the plates, the
capacitance changes depending on the material of the scatterer and the induced
charges of the metallic parts in the object. The polarizabilty of the object is
proportional to the amount of capacitance change and can be written as [80]

γe = ẑ · γe · ẑ =
∆Cd2

ε0
, (4.14)

for periodic structures. In order to experimentally illustrate the forward scatter-
ing sum rule and the convex optimization problem to predict the all spectrum
electromagnetic interactions, an example of a bounded scatterer inside the waveg-
uide is considered. The object is a cylindrical shaped split ring resonators (SRRs)
printed on 18µm thick Arlon Diclad880 with relative permittivity εr = 2.17. The
split ring resonators, as shown in Fig. 19, are designed to be resonant at 5.5 GHz.
The polarizability of the object inside the parallel-plate capacitor is estimated
to γe = 3.65 ± 0.04 cm3. The changes of the capacitance are measured using an
Agilent 4294A precision impedance analyzer.

The dynamic properties of the scatterer are measured inside the parallel-
plate waveguide from 1 to 20 GHz. The averaged forward scattering, Pb, over 10
measurements is shown in Fig. 19 by the solid curves. The real part of the forward
scattering which is the total cross section of the object shows a strong blockage
at the resonance frequency. Note that the peak value is approximately 3 times
larger than the diameter of the object. The amount of the total cross section of
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Figure 19: Average of the 10 measurements (solid curves) and the optimal solution
(dashed curves) for the forward scattering for an array of circular split rings. Maximum
and minimum values over the 10 measurements are illustrated by the bars.

a perfectly conducting (PEC) cylinder with the same diameter as of the object is
about 12.5 cm which is less than that of a few SRRs printed on a thin substrate
with low permittivity. The bars in Fig. 19 show the maximum and minimum
of the forward scattering over the 10 measurements. The measurement setup
shows a stable performance, except for the low frequencies where the scatterer is
in near field of the antennas and the amount of interference and noise is higher.
The total cross section integrated from 2 to 20 GHz on the left hand side of
the sum rule (4.9) is estimated to 2.75 cm2. This value gives a lower bound
on the polarizability since the measurement is performed over a finite range of
frequencies instead of 0 to ∞.

The value of the polarizability estimated from the dynamic measurement is
affected by noise producing negative unphysical values of the total cross section.
The convex optimization problem (4.12) using passivity and sum rule constraints
is formulated in order to improve the estimate and mitigate the spurious reso-
nances. It also gives an all spectrum representation of the total cross section.
The solution of the convex optimization problem using the Matlab software for
disciplined convex programming (CVX) [50] is shown by dashed lines in Fig. 19.
As can be seen from the figure, it removes the negative values and gives a better
estimate for lower frequencies. The value of the upper bound γu is found from
a Pareto search [123] over a range of possible solutions. The region between
the dynamic and static measurement should be a subset of the search range,
shown as the shaded region in Fig.20. In this example the optimum lower bound
γolb

e = 3.4 cm3 is chosen as the upper bound of (4.12). The total cross section
found by the convex optimization solution integrated from 0 to 20 GHz is 2.87 cm3

which is 84% of the optimal lower bound, γolb
e . The optimal lower bound is the

lowest possible polarizability found from the measurements and the actual value
can be greater.
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rule constraint over the range γu = [2, 4] cm3. The smallest range for search has to be
in a region that is obtained from measurements in the quasi-static (right hand side of
sum rule in (4.9)) as well as the waveguide measurement (left hand side of sum rule
in (4.9)).

5 Time-Domain Material Characterization

Electromagnetic fields in a propagation channel between a transmitter and a re-
ceiver are affected by the materials and objects in between. Knowledge about the
electrical properties of the materials are needed in order to optimize a wireless
link or determine the shape and position of a target in imaging systems. There are
a variety of methods for material characterizations, see e.g., [3,14,15,29,83,104,
130,140]. In many cases these properties are determined over a narrow frequency
band for a specific application. The extracted parameters are not necessarily valid
for other frequency bands and the extraction needs to be done for each specific
frequency region. Broadband and time-domain material measurements were first
introduced by Nicolson [104]. One of the broadband characterization method is
the free-space method [63, 148] where the material under test is placed at some
distance from the transmitting and receiving antennas that are usually direc-
tive. In Sec. 4 a broadband scattering characterization method for parallel-plate
waveguides is presented. In this section a time-domain material characterization
method using the time-domain system in Sec. 3 is investigated. Short pulses
at mm-wave frequencies are generated using the RTD-MOSFET wavelet gener-
ator and transmitted and received by broadband and non-dispersive leaky lens
antennas.
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5.1 Dielectric Properties

The charges in materials interact with propagating electromagnetic waves. They
produce currents and affect the electromagnetic field propagation. At a macro-
scopic scale, there are relations that relate the fields in free space and the fields
that are affected by the material. These relations are known as constitutive rela-
tions [65,72,82,108] and ε(t) and µ(t) are the convolution kernels of constitutive
parameters also known as permittivity and permeability kernels, respectively.
For time varying fields propagating in isotropic and homogenous dielectric and
magnetic materials, the relations are given by [72,108]

D(r, t) = ε(t) ∗E(r, t) =

t∫
−∞

ε(t− t′)E(r, t′) dt′

B(r, t) = µ(t) ∗H(r, t) =

t∫
−∞

µ(t− t′)H(r, t′) dt′

(5.1)

where D and B are the electric and magnetic flux densities and E and H are
the electric and magnetic field intensities, respectively, in the time-domain. In
free-space, the permittivity kernel is ε(t) = δ(t)ε0 where ε0 = 8.84 × 10−12 F/m
and permeability kernel is µ(t) = δ(t)µ0 where µ0 = 4π × 10−7 H/m. In the
frequency-domain this relation becomes multiplicative as

D(r, ω) = ε(ω)E(r, ω)

B(r, ω) = µ(ω)H(r, ω)
(5.2)

There are a variety of material models to model the frequency dependence of the
constitutive parameters such as the Debye and Lorentz models [36, 108]. The
electric permittivity is a complex number and is expressed as ε(ω) = ε0εr(ω)
where εr(ω) = εr,r(ω) + iεr,i(ω) is the relative permittivity. It should be noted
that in this section, similar to Paper II, the time conversion e−iωt with i = −j
is used. A propagating electric field in a medium with permittivity ε(ω) and

permeability µ(ω) at position r can be expressed as E(r) = êE0eikck̂·r, where ê

is a unit vector in the polarization direction, k̂ denotes the propagation direction
and kc is the complex wavenumber and can be written as

kc = β + iα = k0n, (5.3)

wherein β is the phase constant, α denotes the attenuation constant, k0 = ω/c0
is the free-space wavenumber, and n(ω) =

√
µr(ω)εr(ω) is the complex refractive

index. The real part of the refractive index stands for phase shifts and refraction
in the material and the imaginary part represents the decay due to absorption
or loss in the material. The expression for the electric field shows that an elec-
tromagnetic propagating wave through a dielectric is attenuated and the phase
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of the signal is shifted based on the electric and magnetic properties of the ma-
terial. The phase shift in the frequency-domain corresponds to a delay in the
time-domain.

5.2 Transmission Through Multilayer Structures

In this section electromagnetic wave propagation through a medium including
one or more layers with different electrical properties is investigated [108]. The
electric and magnetic field propagation in a medium can be decomposed into
forward and backward propagating electric fields as

E(x) = E+(x) + E−(x)

H(x) =
1

η
(E+(x) + E−(x)),

(5.4)

where E+(x) = E+
0 eikx and E−(x) = E−0 e−ikx are the forward and backward

propagating fields. Due to the boundary conditions the total electric and mag-
netic fields are continuous for normal incidence, since the field components are
tangential. Consider an air-dielectric interface where the fields in the dielectric
are E′(x) and H ′(x). Using the boundary conditions at the interface we have
E(x) = E′(x) and H(x) = H ′(x), and therefore the forward and backward radi-
ating fields are related as E+ +E− = E′+ +E′− and E+−E− = (E′+−E′−)n,
where n is the refractive index of the medium. This can be summarized in a
matrix form known as matching matrix [108]:[

E+

E−

]
=

1

τ

[
1 ρ
ρ 1

] [
E′+

E′−

]
, (5.5)

where ρ = (1−n)/(1+n) is the reflection coefficient at the air-dielectric interface
and τ = 1+ρ is the transmission coefficient. Consider the multilayer structure in
Fig. 21 with M dielectrics and M + 1 interfaces. The length of the ith dielectric
slab is `i and has a refractive index ni. At each interface the fields are transferred
through the matching matrix and are phase shifted and attenuated from the left
interface to the right interface in each layer. The relation between the fields from
the left interface of the layer i to the left interface of the layer i+ 1 is given by[

E+
i

E−i

]
=

1

τi

[
e−iki`i ρie

iki`i

ρie
−iki`i eiki`i

] [
E+

i+1

E−i+1

]
(5.6)

where the matrix in the middle is the multiplication result of the propagation and
matching matrices for layer i. The field passing through the most right interface
of the multilayer structure is solely affected by the matching matrix as[

E+
M+1

E−M+1

]
=

1

τM+1

[
1 ρM+1

ρM+1 1

] [
E′+M+1

0

]
(5.7)
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Figure 21: Multilayer structure consisting of M dielectrics with permittivities ε1,
ε2,. . . ,εM and refractive indexes n1, n2,. . . ,nM in otherwise free space with M + 1
interfaces.

The complete propagation from the most left interface, i.e., incident field, to the
field transmitted from the most right interface can be expressed as[

E+
1

E−1

]
=

1
M+1∏
i=1

τi

[
e−ik1`1 ρ1eik1`1

ρ1e−ik1`1 eik1`1

] [
e−ik2`2 ρ2eik2`2

ρ2e−ik2`2 eik2`2

]
. . .

[
e−ikM `M ρMeikM `M

ρMe−ikM `M eikM `M

] [
1 ρM+1

ρM+1 1

] [
E′+M+1

0

]
. (5.8)

The ratio between the reflected field and the incident field is the reflection coeffi-
cient, Γ = E−1 /E

+
1 , and the ratio between the transmitted field, E′+M+1, and the

incident field is the transmission coefficient, T = E′+M+1/E
+
1 . For a single layer

dielectric slab with length ` and refractive index n placed in an otherwise free
space the transmission and reflection coefficients are given by [108]

T (ω) =
(1− ρ2)eik0n`

1− ρ2e2ik0n`

Γ (ω) =
ρ(1− e2ik0n`)

1− ρ2e2ik0n`
,

(5.9)

where n` is the optical length of the slab and k0 is the free-space wavenumber.

5.3 Direct Method

A simple time-domain method to extract the material parameters for non-magnetic,
low loss and low dispersive materials is developed. Since the complex permittivity
of the material is found directly from the received time-domain signal, the method
is called a direct method of extraction in this thesis. The time-domain transmis-
sion response can be found by expressing (5.9) in the z-transform and expanding
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T (z) in power series of z−1 [108]. The time-domain transmission coefficient from
a wavelet, v(t), modulated at the carrier frequency, f0, and for a single layer
material with thickness, d, and complex refractive index n(f0) = nr + ini can be
approximated as [108]

T (t) ≈
∞∑
m=0

4nr(nr − 1)2m

(nr + 1)2m+2
v(t−mT − T/2)e−(2m+1)αk0

d , m=0,1,2,. . . (5.10)

where T = 2dnr/c0 is the two way travel time inside the slab and mT + T/2
denotes the time delay for each transmitted term. As is illustrated in Fig. 22,
the term m = 0 is the main transmission over the slab whereas m > 1 de-
notes the higher order terms that are caused by multiple reflections in the ma-
terial. The amplitude of the transmitted signal is affected by the losses inside
the dielectric slab and decreases exponentially with respect to the distance, i.e.,
exp(−(2m + 1)αk0d). Here αk0 = k0ni denotes the attenuation constant at the
carrier frequency, f0.

An example of a dielectric slab, shown in Fig. 22, with thickness d and relative
dielectric constant εr = 4+i0.01 is considered. The incident signal on the material
interface is an 80 ps long pulse centered around f0 = 50 GHz with amplitude 1 V.
The solid curves are simulated received signals in the absence of the object and the
dashed lines are the simulated received signals affected by the material. For the
material in Fig. 22(a) with thickness d = 20 mm the first transmitted term with
amplitude V1 is attenuated because of the impedance mismatch at the interfaces
and delayed due to the real part of the refractive index. The second term with
amplitude V2 is well separated from the first term since the slab is electrically
thick compared to the pulse width (T > tp). The real part of the refractive index
is estimated using the time delay td, between the reference signal and the signal
affected by the slab. The imaginary part, ni, can be determined using the ratio
between two signals, ∆, as{

nr = c0td
d + 1 ≈ 2, with td=66.7 ps

ni = 1
k0d

ln
(
∆(n(f0)+1)2

4n(f0)

)
= 2.5× 10−3, with ∆ = 0.8434.

(5.11)

The resulting complex permittivity becomes εr = 4 + i0.01 which is, not surpris-
ingly, the same as the starting value. In the second case with an electrically thin
dielectric sample, see Fig. 22(b), the first and second terms of the transmission co-
efficient overlap and finding the ratio, ∆, between two signals is more challenging.
In order to overcome this effect, the first T part of the signal which only includes
the first term, m = 0, is utilized. The rest of the signal, shown as the shadowed
region in Fig. 22, is affected by the multiple reflections inside the material and
is ignored. The value of T is calculated based on the real part of the refractive
index which is basically the delay introduced by the sample. The useful peak of
the signal in the presence of the object is indicated by ◦ in Fig. 22(b) and can
be used to estimate the complex permittivity according to (5.11). The resulting
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Figure 22: Transmitted signals in the absence (solid) and the presence (dashed) of the
materials with thickness 20 mm (a) and 3 mm (b) and relative permittivity εr = 4+i0.01.
V0 is the amplitude of the received signal in the absence of the sample, V1 denotes the
amplitude of the first term in (5.10) and V2 is the amplitude of the second term. The
ratio between V1 and V0 is denoted by ∆ = V1/V0.

complex permittivity from the direct method is valid at the carrier frequency of
the signal, however, in dielectrics with negligible dispersion, the obtained value
is approximate the same over a large bandwidth.

5.4 Broadband Characterization

The broad bandwidth of a short pulse can be utilized to characterize the frequency
dependence of materials. Similar to time-domain spectroscopy [4,24,67], a short
pulse is generated and transmitted through a propagation channel including the
material under test. The detected signal is the Fourier transform for frequency-
domain characterizations. The frequency-domain transmission coefficient for a
single dielectric slab, with complex refractive index, n, and thickness, d, according
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to (5.9) is given by

T (ω) =
4n(ω)

(n(ω) + 1)2
ei(n(ω)−1)k0d

(
1−

(n(ω)− 1

n(ω) + 1

)2
e2in(ω)k0d

)−1

. (5.12)

The frequency-domain transmission coefficient, T (ω), is estimated as the ratio
between the Fourier transform of the received signal in presence of the object
and the Fourier transform of the received signal in the absence of the object,
i.e., Tmeas(ω) = Vsample(ω)/Vref(ω). Since the measurement is in a transmission
configuration and the reflection is not measured, the final permittivity is not
unique. The simplest way to estimate the refractive index is to minimize the
difference between the modeled values and the measured transmission coefficient,
i.e., T − Tmeas, for a range of refractive indexes. The real part of the refractive
index can always be found simply through the direct method. In the minimization
problem, this value is used to restrict the real part to a neighborhood of the
estimated value. The resulting refractive index is still not very accurate since
brute force search is very sensitive to noise and the parts of the signal spectrum
with low amplitude.

For passive material, we can define a symmetric Herglotz function [19] h = ωε,
where h is holomorphic and Imh(ω) > 0 for Imω > 0. Similar to positive real
functions in (4.11), the real part and imaginary part of h are related by

Reh(ω) = ε∞ω +
1

π

∞∫
−∞

1

ζ − ω Imh(ζ)dζ, (5.13)

where ε∞ > 0 is the the high frequency permittivity. A convex optimization for-
mulation can be used to find the most similar Herglotz function to the measured
values, as

minimize
∥∥∥h(ω)− h(M)(ω)

∥∥∥
subject to Imh(ω) > 0

ε∞ > 0

Reh(ω) = ε∞ω +
1

π

∫ ω3

ω0

1

ζ − ω Imh(ζ)dζ∥∥∥∥ 1

ω

∂h

∂ω

∥∥∥∥
∞
<

0.01

∆ω

(5.14)

where [ω0, ω3] is the range of the modeled data and [ω1, ω2] is the measurement
interval as ω0 < ω1 < ω2 < ω3. The optimization solution has the advantage of
removing non-physical values of the permittivity using the passivity constraint.
In most cases the imaginary part is more sensitive to noise and the Kramers-
Kronig [65, 76, 82] condition improves the accuracy of the estimation. The third
condition has smoothing effects and is enforced to remove spikes between two
adjacent frequency points which is usually due to the poor signal amplitude.
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Figure 23: Time-domain system for material characterization. a) 80 ps pulse mod-
ulated at 50 GHz and received in the absence of the object. b) The power spectral
density of the received signal. c) Transmission measurement in the presence of a 3 mm
sample [146].

5.5 Measurement Examples

The time-domain antenna system in Sec. 3 is used to generate 80 ps pulses with
carrier frequency at 50 GHz. The generated pulse and its power spectral density
are shown in Fig. 23(a) and (b). The antennas are separated by 40 cm facing each
other, see Fig. 23(c) and two materials are tested. In both cases the material
under test is placed at the midpoint between two antennas and the signal is
recorded in the presence and the absence of the object. The first example is a poly
methyl methacrylate (PMMA) dielectric which has a relatively low dispersion and
the second example is distilled water (dH2O) which is highly dispersive and lossy
at mm-wave frequencies [94].

5.5.1 Poly Methyl Methacrylate (PMMA)

A dielectric slab made of PMMA with dimensions of 30 × 30 × 2 cm3 is char-
acterized using the time-domain system consisting the leaky lens antennas and
RTD-MOSFET wavelet generator, as discussed in Sec. 3. The recorded refer-
ence signal and the received signal in the presence of the object are shown in
Fig. 24(a) by solid- and dashed-lines, respectively. The delay caused by the di-
electric is estimated to td = 39.5 ps. The first step in the direct method is to
determine the value of T to find the region that the peak detection is allowed.
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By using the real part of the refractive index the double travel time is esti-
mated to T = 2dnr/c0 = 212 ps. This means that the signal in the shadowed
region includes multiple scattering and peak values for refractive index estima-
tion in (5.11) should be taken from the first T part of the signal. Taking the peak
with maximum amplitude of the reference signal and the corresponding peak of
the signal in the presence of the object, as shown in Fig. 24(a), the ratio between
the amplitudes of two signal becomes ∆ = 0.881. By applying the obtained ratio
and the real part of the refractive index in (5.11), the imaginary part of the re-
fractive index is determined to ni = 0.003 and the resulting permittivity becomes
εr,r = 2.532± 0.005 and the imaginary part εr,i = 0.009± 0.002. The uncertainty
levels are found by repeating the measurement 10 times.

As mentioned in Sec. 5.4, the broad bandwidth of the wavelets can be utilized
to determine the frequency dependence of the objects. Using the frequency-
domain transmission coefficient the estimated results of extracted permittivity
of the PMMA sample is shown in Fig.24(b) utilizing brute-force search (dashed-
lines) and convex optimization solution (dashed-dotted lines). The bars show
the maximum and minimum values of the convex optimization solution over 10
measurements. The deviation from the mean value is small over the frequency
region where the power spectral density of the signal has its highest values, i.e.,
50± 12.5 GHz.

The direct method solution follows the broadband extraction result based on
the convex optimization problem at the carrier frequency f0 = 50 GHz. The
previously reported works are shown by (∗) and (�) in the Fig. 24. The mea-
surement from the time-domain system have also been verified by measuring the
same sample from 20 to 67 GHz using an Agilent E8361A the VNA and leaky
lens antennas. The resulting complex permittivity is shown by solid lines and is
estimated using the brute-force search explained in Sec. 5.4. More examples of
low dispersive materials can be found in [146].

5.5.2 Distilled Water (dH2O)

In order to show the wideband performance of the system, distilled water (dH2O)
which is a dispersive material, is characterized. Due to the high losses inside the
water at mm-wave frequencies, the permittivity extraction is challenging. The
electric properties of dispersive materials with high losses are usually measured
in reflection configuration.

A layer of dH2O is inserted between two 20 mm PMMA samples and the
separation is fixed to 1 mm. The sample is located between the antennas and
an 80 ps wavelet at 60 GHz is generated and propagated through the sample.
The reference signal in the absence of the object is shown in Fig. 25(a) and the
received signal in the presence of the sample is depicted in Fig. 25(b). The strong
peak in the received signal arrives approximately 90 ps later than the reference
signal, which is related to the delay inside the PMMA samples (79.2 ps) and the
delay inside dH2O layer (11.5 ps) at 60 GHz.
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Figure 24: Time- and frequency-domain characterizations of a 20 mm PMMA sample.
a) Transmitted signal in the absence (solid) and the presence (dashed) of a PMMA
material with thickness 20 mm. The transmitted signal through the material is delayed
by 39.5 ps and attenuated by a factor of ∆ = 0.881. The shadowed region shows the
part of the signal that is affected by the multiple scattering inside the material and is
discarded in the direct method. b) Complex permittivity of a 20 mm PMMA sample
estimated from time-domain measurement using the direct method (◦) in (5.11), using
the brute-force search in (5.12) (dashed lines), convex optimization solution in (4.12)
(dashed-dotted lines) and from the frequency-domain measurements using network an-
alyzer (solid lines). The previously reported works are denoted by (3) for the values
found from [35] and (∗) for [151]. Bars indicate the maximum and minimum values over
the 10 measurements using convex optimization solution.
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Figure 25: Generated 80 ps wavelet with center frequency at 60 GHz for distilled water
characterization. a) Reference signal that is received in the absence of the object. b)
Received signal in the presence of 1 mm of distilled water confined between two 20 mm
samples of PMMA.

Due to the frequency dispersion of water and the small thickness of the sample,
the time-domain signal is highly distorted and affected by the frequency depen-
dent multiple scattering. The second strongest peak denoted by 2 in Fig. 25(b)
arrives 212 ps after the peak 1 . The phase of the signal is shifted 180◦ due to
the internal reflection at the PMMA-dH2O interface. The time-domain analysis
using the direct method is not valid here and needs some modifications. How-
ever, the broad bandwidth of the pulse make it possible to extract the frequency
dependence of the dH2O sample.

Characterizing the constitutive parameters of liquids in a free-space measure-
ment configuration is always challenging and since the liquid should be inside
a container, we usually face a multilayer problem instead of a single layer one,
see Sec. 5.5.1. As mentioned in Sec. 5.2, the total transmission coefficient of the
sample can be represented by propagation and matching matrices. For a three
layer structure there exist four interfaces and the transmission coefficient can be
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Table 2: Debye relaxation
parameters for distilled wa-
ter at 25◦.

Parameter value

εs 78.4

ε1 2.54

ε∞ 4.33

ν1 19.1 GHz

ν2 215.6 GHz

found by (5.8) and T = E′+M+1/E
+
1 . In this problem, the properties of the first

and last PMMA layer are known and the only unknown is the refractive index
of the water. The thickness of the water sample is approximately 1.1± 0.05 mm.
Using (5.8), brute force search method and convex optimization the complex di-
electric constant of water is extracted and shown in Fig. 26. Due to the high
losses inside the water (≈ 30 dB/mm at 60 GHz) and a limiting transmitting
power, the received signal to noise ratio is relatively, low. As shown in Fig. 26,
the convex optimization solution reduces the amount of oscillations and improves
the estimations, especially at frequencies where the power is relatively low, such
as in nulls in the power spectral density.

A double Debye relaxation model is used to verify the measured values as [36]

εr(f) = ε∞ +
εs − ε1
1− i fν1

+
ε1 − ε∞
1− i fν2

+ i
σ

2πfε0
, (5.15)

where εs is the static dielectric constant and ν1 and ν2 are the relaxation fre-
quencies. The conductivity of distilled water in the frequency range 30 GHz to
75 GHz is assumed to be negligible, i.e., σ = 0. The Debye relaxation parameters
for 25◦, and using the temperature and conductivity model presented in [94] are
summarized in Table. 2. The obtained results show that over the frequency range
that the power spectral density of the signal is high, the estimation is closer to
the values predicted in (5.15). The oscillation of the permittivity is mainly due
to the time gating of the received reference pulse and other interferences.

6 High Resolution Imaging

The time-domain system in Sec. 3 can be utilized in radar and imaging appli-
cations. The high frequency and wide bandwidth of the mm-wave short pulses
can provide high resolution images. The time-domain system consists of non-
dispersive and wideband leaky lens antennas and an RTD-MOSFET wavelet
generator that produces mm-wave short pulses [145]. In this section a radar
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Figure 26: Real and imaginary part of the complex permittivity for distilled water
from 30 to 75 GHz found from brute-force search(dashed-curves), convex optimization
solution (dashed-dotted curves) and the equivalent Debye model using the parameters
introduced in [94].

imaging application based on circular inverse synthetic aperture radar (C-ISAR)
is presented and preliminary results are illustrated. The image reconstruction
based on the gridding method (GM) and `1-optimization is investigated.

6.1 ISAR Basics

Synthetic aperture radar is one among the most popular imaging methods in
airborne and spaceborne applications [30,44,109,132,137]. The synthetic aperture
refers to an aperture that is synthesized from smaller antenna apertures. The
SAR image is formed from the recorded reflections by a moving radar, as shown
in Fig. 27. Inverse SAR (ISAR) refers to the case when the target is moving
instead of the radar. Two main ISAR configurations are stripmap and spotlight.
In stripmap configuration the target moves along the radar and the reflected
waves are recorded for a predefined path. In spotlight mode the radar focuses on
a particular region or a turn table. The spotlight mode, in some cases, results in a
better resolution that the stripmap mode. In this thesis circular ISAR (C-ISAR)
which is in spotlight mode is considered. The target is positioned on a turntable
and is assumed to be illuminated uniformly by the antennas.

6.2 Circular ISAR Image Reconstruction

In this section image reconstruction in C-ISAR configuration based on the grid-
ding method is investigated [8, 98]. In C-ISAR the object can be rotated 360◦

in a spotlight radar configuration, which results in a high resolution image that
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Figure 27: Spotlight mode imaging radar. In SAR the radar moves and the target is
stationary whereas in ISAR the target moves and the radar is stationary.
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Figure 28: System configuration in C-ISAR mode. The angle of rotation is denoted
by ϕ with the center of rotation at the origin. The target is at distance d from the
antennas and is located in the HPBW of the antennas.
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Figure 29: Data collection manifold of the reflectivity function, ρ(x, y), with radar
illumination angle 2Φ and the bandwidth, B = c0(k2 − k1)/4π.

includes many details of the object. The C-ISAR configuration is illustrated in
Fig. 28. The target rotates around the point (x = 0, y = 0) with rotation angle
ϕ from the x-axis. The recorded range profile in two-dimensions and for Dirac
Delta function, δ(t), transmitted signals can be written as [8, 137]

s(ϕ, t) =

Ymax/2∫
−Ymax/2

Xmax/2∫
−Xmax/2

ρ(x, y)δ

(
t− 2

c0

√
(x+ d cosϕ)2 + (y + d sinϕ)2

)
dxdy

(6.1)
where ρ(x, y) is the reflectivity function and Xmax and Ymax are the largest ex-
tents of the radar illumination region in x- and y-directions, respectively. The
corresponding measured signal in the frequency-domain is related to the spatial
Fourier transform of the reflectivity function, ρ(k̃), as

s(ϕ, ω) = ρ(k̃), (6.2)

where k̃ = kxx̂+kyŷ = 2k(cosϕx̂+sinϕŷ) is the spatial frequency and k = ω/c0
is the wavenumber. Assume that the radar signal has non-zero power spectral
density over the wavenumber range k = [k1, k2] and the scan angle is Φ. The
support of the reflectivity function, also known as data collection manifold [30],
in the frequency-domain is shown in Fig. 29. The image, ρ(x, y), can then be
reconstructed as

ρ(x, y) =
1

4π2

∫
kx

∫
ky

ρ(kx, ky)ej(kxx+kyy) dkx dky, (6.3)

which is the two dimensional inverse Fourier transform of ρ(kx, ky). Note that
ρ(x, y) is the reflectivity function in the time-domain and ρ(kx, ky) in the spatial
frequency-domain.

There are a variety of methods to reconstruct the image such as: filtered
backprojection algorithms, Fourier reconstructions and iterative methods [98,
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109, 137]. The wide aperture angle in the present case limits the choice of the
reconstruction algorithm. In some algorithms similar to polar formatting, on
the other hand, the illumination angle is required to be Φ 6 π/2. The gridding
method (GM), on the other hand, is robust for wide angle SAR and ISAR image
reconstruction based on two-dimensional Fourier transforms [8, 73, 98]. Even
though this method is not computationally efficient, as compared to the classical
methods, modern computational resources operate sufficiently fast for the cases
in this thesis.

The resolution in a conventional radar with bandwidth, B, and small illumi-
nation angle, Φ, can be written as [109,137]

∆x =
c0
2B

and ∆y =
λ

2 sin(2Φ)
, (6.4)

where ∆x is the resolution in the x-direction in Fig. 28, also known as down-range
resolution. The resolution along the y-direction is denoted by ∆y, also known as
cross-range resolution. In a 2π scan, however, the cross range resolution is the
same as the down range resolution, i.e., ∆x = ∆y = c0

2B [30].

6.3 Imaging System and Examples

Here, the time-domain system in Sec. 3 is utilized for ISAR measurements and the
results are compared to measurements using a VNA. In the imaging system, as
shown in Fig. 30, a SHF827 broadband power amplifier (PA) with approximately
10 dB gain is used. The transmitting and receiving antennas are located next to
each other in a quasi-monostatic configuration. The metallic target is positioned
on a CR1-Z7 platform and is rotated 360◦ around its center. Each measurement
is coherently averaged over 1024 pulses to increase the SNR using a 70 GHz
Agilent 86100D sampling oscilloscope. The generated pulses are 80 ps long and
centered at 50 GHz. The period of the generated signal is set to TPR = 10 ns
which increases the ambiguous range to Rmax = c0TPR/2 = 1.5 m. In order to
acquire reliable data up to 70 GHz according to the Nyquist-Shanon sampling
theorem [107, 137], the sampling rate of the oscilloscope is set to fs = 140 GHz
(fs > 2fmax). It is assumed that the object is located in the HPBW of the
antennas and the illumination on the target is uniform. The reflection from
the target is recorded from −180◦ to 180◦ with 1◦ sample spacing due to the
slow-time Nyquist criteria [137].

An example of a metallic target with 2 × 2 cm2 cross section area is used
in this section to illustrate the time-domain imaging system in Fig. 30. The
reflection from a 30 × 30 cm2 flat metallic sheet facing the antennas and placed
at the rotation center, denoted p(t), is used to calibrate the distance as well as
matched-filtering the received signal. The frequency-domain received signal after
matched-filter, which is an optimum receiver, can be written as [137]

sM(ϕ, ω) = s(ϕ, ω)p∗(ω). (6.5)
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Figure 30: Time-domain imaging system setup consisting of a wavelet generator and
leaky lens antennas as the transmitter and receiver antennas. The target is located at
d = 40 cm from the antennas and is rotated 360◦ with 1◦ steps.
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Figure 31: C-ISAR image reconstruction. a) Reconstructed image using the matched-
filter in (6.5) and gridding method in [8]. b) The cross section of the actual object. c)
The data collection manifold shows that the bandwidth of the signal is limited by the
main lobe of the power spectral density of the wavelet.

This corresponds to a cross correlation between the received signal and the refer-
ence signal in the time-domain. By inserting sM(ϕ, ω) in (6.2) instead of s(ϕ, ω)
and using (6.3) and the gridding method in [8, 98], the estimated image can be
reconstructed. The image, data collection manifold, and the cross section of the
actual target are illustrated in Fig. 31. The target region with slightly larger
cross section can be seen whereas the details of the object are not visible. The
corresponding manifold shows that the measured values in the main lobe of the
power spectral density are dominant and hence the resolution is poor. One way to
equalize the signal is through zero-forcing equalization [74]. The received signal
after matched-filter can be written as

sM(ϕ, ω) =
s(ϕ, ω)p∗(ω)

|p(ω)|2 , (6.6)

where the denominator is the power spectral density of the reference time-domain
signal and is similar to the signal in Fig. 12(d). This introduces artifacts and
enhances the noise due to the low power in the nulls of the signal spectrum.
One way to mitigate this problem, is to regularize the problem by adding a
positive coefficient to the denominator, similar to minimum mean square error
(MMSE) [74] as

sM(ϕ, ω) =
s(ϕ, ω)p∗(ω)

|p(ω)|2 + ε
, (6.7)

where ε = α〈|p(ω)|2〉 and the value of α is smaller for signals with sufficiently high
SNR. The value of α = 0.1 is chosen in the examples illustrated in this section.
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Figure 32: C-ISAR image reconstruction. a) Reconstructed image using the matched-
filter, zero-forcing equalization in (6.7) and gridding method in [8]. b) The cross section
of the actual object. c) The data collection manifold shows that the bandwidth of
the measurement is wider when the zero-forcing is applied. The image has also higher
resolution compared to the matched-filter results in Fig. 31.

The reconstructed image based on the MMSE equalization technique is shown
in Fig. 32. The image has a higher resolution and the data collection manifold
shows that more of the spectrum is utilized. Due to the wideband nature of
the time-domain signals, using an appropriate equalization method to e.g., boost
up the power at the sildelobes of the power spectral density, can improve the
resolution. It should be noted that some of the deconvolution methods such as
zero-forcing and MMSE suffer from noise enhancements and use of these methods
have to be avoided when the SNR is low.

In order to verify the time-domain imaging system and the obtained results,
the same sample is measured in the frequency-domain using an Agilent E8361A
VNA from 20 GHz to 67 GHz. The leaky lens antennas and SHF827 broadband
PA were used to resemble the time-domain setup. The reflected signal from
the target, s(ϕ, ω) is recorded for each angular step and the gridding method is
applied to reconstruct the images. The reconstructed image as well as the data
collection manifold are shown in Fig. 33. The wide bandwidth of the VNA with
approximately constant power level at all frequencies results in a high resolution
image, i.e., ∆x = ∆y ≈ 3 mm according to (6.4).

6.4 Compressive sensing and `1-minimization

Radar is mostly used to detect objects with sufficiently high RCS in a region
where limited amount of scatterers exist, e.g., detecting an airplane in the sky.
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Figure 33: C-ISAR image reconstruction. a) Reconstructed image using the VNA
measurement and gridding method in [8]. b) The cross section of the actual object. c)
The data collection manifold is similar to Fig 32 which verifies the zero-forcing method
to equalize measurements and hence increasing the bandwidth. The frequency range of
the measurement is f = [20, 67] GHz.

In these cases the radar images are sparse [89]. There are a variety of methods
to reduce the number of measurements and yet reconstruct the image with rea-
sonable resolution [37, 43, 126]. One of the popular frameworks over the recent
years is the compressive sensing that utilizes sparse sampling [37, 89]. The esti-
mated image, x̂, in a noisy case can be reconstructed through an `1-minimization
problem, as

x̂ = argmin{||Ax− b||22 + µ||x||1}, (6.8)

where AM×N is the measurement matrix including the sensing matrix as well
as the representation basis with M 6 N and bM×1 is the measurement vector.
The original image is transformed into a vector denoted by xN×1. The regular-
ization parameter, also known as least absolute shrinkage and selection operator
(LASSO) [141], denoted µ and b is a 1 × N vector representing the measure-
ment values [8]. It should be noted that the optimization problem in (6.8) can
be solved using a variety formulations, e.g., see [26, 37, 89]. Here in this thesis,
A, represents the Fourier transform. The preliminary results of `1-minimization
problem using the iterative method given in [8] and µ = 10−5 for two different
targets are compared with the gridding method in Fig. 34 and Fig. 35.

It is seen that the `1-minimization problem improves the detection and the ob-
ject looks sharper. It should be noted that the effectiveness of the `1-minimization
problem is higher for sparse temporal or spatial data sets. The reconstructed im-
age using the gridding method is shown in Fig. 34(a) and the corresponding
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Figure 34: Image reconstruction based on the gridding method (GM) using a) time-
domain system and b) VNA and `1-minimization problem using c) time-domain system
and d) VNA. The cross section of the target and the dynamic range of the images are
shown at the bottom.
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`1-minimization solution is depicted in Fig. 34(b). The optimization solution is
sharper at the edges and the image broadening seems to be smaller. The recon-
structed image using the frequency-domain setup is shown in Fig. 34(c) and the
optimization solution in Fig. 34(d). Another target, as shown in Fig. 35, is also
used for C-ISAR image reconstruction. The target consists of a metallic cylinder
with diameter 1 cm and a metallic object with the cross section 3.2 × 3.5 cm2.
The two objects were put together on the rotational stage. It should be noted
that different positions in time-domain and frequency-domain measurement were
used. The reconstructed image using `1-minimization in Fig. 35(b) shows more
details from the object and is similar to the frequency-domain measurements
with large bandwidth in Figs 35(b) and (d).

7 Conclusions

A time-domain system consisting of leaky lens antennas and an RTD-MOSFET
wavelet generator is investigated. The wavelet generator produces coherent high
frequency short pulses that are transmitted using the non-dispersive and wide-
band lens antennas. A wideband material characterization method is developed
to extract the complex permittivity of dielectrics from time-domain measure-
ments. The wide bandwidth of the wavelets is used to describe the frequency
dependency of the materials over a large bandwidth.

The time-domain antenna system is utilized for high resolution mm-wave
imaging, where the wideband wavelets allow high resolution. The performance
of the system is compared to standard wideband frequency-domain VNA mea-
surements for different targets. The gridding method based on a Fourier recon-
struction method is compared to the `1-optimization.

A forward scattering sum rule for parallel-plate waveguides is derived. It
is shown that the total electromagnetic interaction introduced by a low pass
structure is given by the static polarizability. A parallel-plate waveguide fed
by wideband TEM horn antennas is utilized for dynamic measurements and a
parallel-plate capacitor for static measurements. The results for a bounded scat-
terer and periodic structure verify the theoretical findings.

8 Future Work

The leaky lens antennas and the RTD-MOSFET wavelet generator are connected
via intermediate devices such as adapters and cables. Therefore ohmic loss and
mismatch degrade the performance. By integrating the wavelet generator on
the antenna ground plane underneath the lens, losses in the microstrip line as
well as any mismatch can be reduced. Furthermore, an integrated receiver on
another leaky lens antenna could provide a more efficient system for real-time
imaging applications. Using multiple transmitters and receivers as well as fast
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algorithms such as compressive sensing and sparsity assumptions, it will possible
to provide real-time high resolution images. An example is to make real-time
high resolution images from chemical processes with a relatively simple setup.
Another application of such systems is in real time material characterizations.
The large bandwidth of the system can also be utilized to extract the electrical
properties of dispersive materials.
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Optical theorem and forward scattering sum rule for periodic structures.
IEEE Trans. Antennas Propagat., 60(8), 3818–3826, 2012.

[59] J. Hasch, E. Topak, R. Schnabel, T. Zwick, R. Weigel, and C. Waldschmidt.
Millimeter-wave technology for automotive radar sensors in the 77 GHz
frequency band. IEEE Trans. Microwave Theory Tech., 60(3), 845–860,
2012.

[60] S. Hassi and A. Luger. Generalized zeros and poles of Nκ-functions: On the
underlying spectral structure. Methods of Functional Analysis and Topol-
ogy, 12(2), 131–150, 2006.

[61] E. Hecht. Optics. Addison-Wesley, Reading, MA, USA, second edition,
1987.

[62] H. Hertz. Electric waves: being researches on the propagation of electric
action with finite velocity through space. Dover Publications, 1893.

[63] R. D. Hollinger, K. J. A. Tellakula, V. Varadan, and V. Varadan. Mi-
crowave characterization of dielectric materials from 8 to 110 ghz using a
free-space setup. Microwave and Optical Technology Letters, 26(2), 100–
105, 2000.



56 Research Overview

[64] Y. Huo, G. W. Taylor, and R. Bansal. Planar log-periodic antennas on
extended hemishperical silicon lenses for millimeter/submillimeter wave
detection applications. International Journal of Infrared and Millimeter
Waves, 23(6), 819–839, 2002.

[65] J. D. Jackson. Classical Electrodynamics. John Wiley & Sons, New York,
third edition, 1999.

[66] Y. Jeong, S. Jung, and J. Liu. A CMOS impulse generator for UWB
wireless communication systems. In Circuits and Systems, 2004. ISCAS’04.
Proceedings of the 2004 International Symposium on, volume 4, pages IV–
129. IEEE, 2004.

[67] P. U. Jepsen, D. G. Cooke, and M. Koch. Terahertz spectroscopy and
imaging–modern techniques and applications. Laser & Photonics Reviews,
5(1), 124–166, October 2011.

[68] R. T. Johnk, D. R. Novotny, C. M. Weil, M. Taylor, and T. J. Hara. Effi-
cient and accurate testing of an EMC compliance chamber using an ultra-
wideband measurement system. In Electromagnetic Compatibility, 2001.
EMC. 2001 IEEE International Symposium on, volume 1, pages 302–307.
IEEE, 2001.

[69] I. Kallfass, A. Tessmann, H. Massler, D. Lopez-Diaz, A. Leuther,
M. Schlechtweg, and O. Ambacher. A 300 GHz active frequency-doubler
and integrated resistive mixer MMIC. In Microwave Integrated Circuits
Conference, 2009. EuMIC 2009. European, pages 200–203. IEEE, 2009.

[70] H. Kanaya, H. Shibayama, S. Suzuki, and M. Asada. Fundamental oscilla-
tion up to 1.31 THz in thin-well resonant tunneling diodes. In 24th IEEE
Int. Conf. Indium Phosphide and Related Materials (IPRM 2012), pages
106–109, August 27-30, 2012.

[71] M. Kanda. Time domain sensors for radiated impulsive measurements.
IEEE Trans. Antennas Propag., 31(3), 438–444, 1983.

[72] A. Karlsson and G. Kristensson. Constitutive relations, dissipation and
reciprocity for the Maxwell equations in the time domain. J. Electro. Waves
Applic., 6(5/6), 537–551, 1992.

[73] M. Kaveh and M. Soumekh. Computer-assisted diffraction tomography.
Image recovery: theory and application, pages 369–413, 1987.

[74] S. M. Kay. Fundamentals of Statistical Signal Processing, Estimation The-
ory. Prentice-Hall, Inc., NJ, 1993.

[75] F. W. King. Hilbert Transforms, Volume 1. Cambridge University Press,
2009.



References 57

[76] F. W. King. Hilbert Transforms, Volume 2. Cambridge University Press,
2009.

[77] M. Klemm and G. Troester. Textile UWB antennas for wireless body area
networks. IEEE Trans. Antennas Propag., 54(11), 3192–3197, 2006.

[78] E. F. Knott, J. F. Shaeffer, and M. T. Tuley. Radar Cross Section. SciTech
Publishing Inc., 5601 N. Hawthorne Way, Raleigh, NC 27613, 2004.

[79] J. D. Kraus. Antennas. McGraw-Hill, New York, second edition, 1988.

[80] G. Kristensson. The polarizability and the capacitance change of a bounded
object in a parallel plate capacitor. Physica Scripta, 86(3), 035405, 2012.

[81] D. Lamensdorf and L. Susman. Baseband-pulse-antenna techniques. IEEE
Antennas Propag. Mag., 36(1), 20–30, Feb 1994.

[82] L. D. Landau and E. M. Lifshitz. Electrodynamics of Continuous Media.
Pergamon, Oxford, first edition, 1960.
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Abstract

An ultra-wideband, non dispersive leaky lens antenna system for im-
pulse applications is designed, fabricated and characterized. An in-house
wavelet generator is connected to the antenna to transmit 100 ps long
square pulses with center frequencies at 45, 60 and 75 GHz. It is shown
that the leaky lens antenna has negligible distortion and preserves the pulse
shape generated by the mm-wave pulse generator.

1 Introduction

Short pulse radiation is a growing demand in many applications such as imaging,
radars, and high data rate wireless communications. These applications require
antenna phase linearity over a wide bandwidth of operation. TEM horn [11],
Vivaldi, and spiral [4] antennas are examples that show relatively low-dispersive
radiation over a wide bandwidth. However, in TEM horn antennas the phase cen-
ter moves along the longitudinal axis and in spirals, non-linear phase variations
gives pulse distortion and degrades the performance. A combination of leaky
wave radiation and a dielectric lens has been proposed for very low-dispersive
radiation over a wide bandwidth [9]. An octave bandwidth with excellent pulse
preservation is demonstrated in [8,10]. This is done using a planar fed leaky lens
antenna that has been characterized using a frequency domain system.

In this work, the leaky lens antenna has been modified and tested by both
frequency-domain and time-domain systems. Its reflection coefficient was charac-
terized by a network analyzer, while its transient characteristics were investigated
through transmission of 100 ps long pulses realized by a wavelet generator [3].
Wavelet generators are used in short range ultra-wideband applications, such as
radars and high data rate communications [1,6]. The wavelet generator presented
here consists of a fast switching metal-oxide-semiconductor field-effect-transistor
(MOSFET) in series with a resonant tunneling diode (RTD) which generates
short high-frequency pulses. The wavelet generator delivers pulses to one trans-
mitting lens antenna and another is used as a receiver. It is demonstrated that
the antenna preserves the pulse shape, i.e., the pulse distortion is negligible.

2 Antenna Design

The antenna consists of a synthesized hemi-sphere High Resistivity Float Zone-
Silicon (HRFZ-Si) lens with relative permittivity εr = 11.67 integrated to a planar
feeding structure. In order to achieve a fixed phase center, the shape of the lens
has to be elliptical, but fabricating an elliptical lens has difficulties. Instead, a
synthesized hemispherical silicon lens with a cylindrical extension at its fictitious
focal point may be used as a good approximation of an ellipsoid [5]. In Fig. 1a,
the lens together with the slot feeding structure is depicted and Fig. 1b shows
the manufactured lens antenna. The feed is placed at the focal point of the lens.
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Figure 1: Geometry of the leaky wave lens antenna with all the dimensions in mm.
a) 3-D view of the lens antenna. b) Leaky lens antenna prototype. c) Microstrip to slot
transition details.

The radius of the lens is a = 12.5 mm and the eccentricity is e = 1/
√
εr [7],

which gives the height of the extension, h = 3.75 mm. An air gap of 0.25 mm is
introduced between the antenna and the planar structure to reduce the sidelobes.
This air gap gives an upper bound to leaky wave propagation direction and is
equal to the critical angle of the dielectric (θc ≈ 73◦) [2]. The resulting radiation
is directive and frequency independent [8, 10].

In order to match the antenna to 50 Ω, the microstrip width Wµ = 0.7 mm
has been chosen. This microstrip line feeds the slot through a metallic via etched
in a 250µm substrate of Arlon Diclad 880 with permittivity εr = 2.2. Figure 1c
shows the microstrip to slot connection, which has been optimized to achieve a
very low reflection over the frequency range [15, 65] GHz. CST Microwave studio
has been used to design and simulate the antenna.

3 Frequency-domain measurements

The frequency domain performance of the antenna has been verified by an Ag-
ilent E8361A PNA from 15 GHz to 67 GHz. A SouthWest Microwave 2.40 mm
end launch connector has been used to connect the manufactured antenna to
a 1.85 mm MegaPhase cable. Two antenna prototypes have been manufactured
and their reflection coefficients are shown in Fig. 2. It is obvious that the antenna
is well matched over the targeted frequency band. This is achieved without use
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Figure 2: Reflection coefficients of two leaky lens antenna prototypes with the same
dimensions.

of any matching layers, which are difficult to fabricate at higher frequencies. The
main reflection is from the lens-air interface and can be reduced using matching
layers [8].

4 Time-domain measurements

To verify the non-distorting pulsed operation of the lens antenna, it was tested
together with an in-house fabricated RTD-MOSFET wavelet generator [3]. The
wavelet generator is implemented fully on-chip and it consists of an InGaAs
RTD, i.e., a negative differential conductance device, connected in series with a
In0.53Ga0.47As MOSFET operated as a switch. When switching the generator
input gate to a high state, the total conductance in the circuit becomes negative
and an oscillation builds up. In this state, as the MOSFET channel is open,
the drive voltage falls primarily over the RTD. The frequency of oscillation is
controlled by an on-chip resonance circuit and the RTD capacitance, which is
dependent on the drive voltage. When the voltage on the gate is returned to a
low state, charge transport through the MOSFET is impeded. This turns the
total conductance in the circuit positive and the oscillation is quenched, see [3]
for details.

During the measurements, a probe station with 100µm pitch GSG Cascade
Infinity Probes was used to access both the MOSFET gate input and the output
taken over the on-chip resonance circuit. An Agilent N4906B Serial BERT was
used to generate 100 ps long baseband pulses, with a periodic repetition every
10 ns. These pulses were transferred to the input of the RTD-based wavelet
generator, switching the output between oscillating and non-oscillating states.
The transmitting (Tx) antenna was connected to the isolated port of a bias-T.
The receiving (Rx) antenna was connected to the sampling head of a LeCroy
WaveExpert 100H sampling oscilloscope via a 30 inch MegaPhase cable with
1.85 mm interfaces. The Tx and Rx antennas depicted in Fig. 4 are separated
by 30 cm, measured between the ground planes. Reference measurements were
also made using the cable to connect the bias-T and sampling head directly.
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Figure 3: Received voltage normalized by the maximum received pulse amplitude,
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antenna (fc = 60 GHz). c) Horn antenna (fc = 60 GHz) which is well matched over
the frequency range [45, 75.8] GHz d) Lens antenna (fc = 45 GHz). e) Lens antenna
(fc = 75 GHz).
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Figure 4: Time domain measurement setup using an in-house fabricated wavelet gen-
erator.

Three wavelet generators with center frequencies, fc = 45, 60 and 75 GHz were
used. In Fig. 3a, the 100 ps long reference pulse with fc = 60 GHz is shown.
The amplitude of the pulse is normalized to its maximum value, V0 = 165 mV.
Figure 3b-c show the lens to lens transmission and the horn to horn transmission,
respectively. It is seen that the pulse width in the leaky lens case remains almost
the same as the reference pulse, and the rectangular pulse shape is preserved.
The maximum value of the received pulse in the lens to lens configuration is
V0 = 8.3 mV and considering the path loss at 60 GHz, the gain of the antenna is
found to be 15.3 dB. In horn to horn configuration the amplitude of the received
signal is V0 = 15.5 mV, which corresponds to 19.1 dB gain, in agreement with
19.48 dBi in the manufacturer specification.

In order to verify the UWB performance of the antenna system, two additional
wavelet generators with 100 ps long pulses at fc = 45 GHz and 75 GHz were
used. The measured lens to lens transmission voltages with 100 ps long pulses
at fc = 45 GHz and fc = 75 GHz are depicted in Fig. 3d and e, respectively.
Considering the path loss and the reference voltages V0 = 186 mV at fc = 45 GHz
and V0 = 76.4 mV at fc = 75 GHz the corresponding approximate gains are
15.5 dB and 14.8 dB, respectively. These figures further verify the ultra-wideband
gain property and non-dispersiveness of the leaky lens antenna.

5 Conclusions

A leaky lens antenna has been designed and fabricated. The antenna has been
verified by frequency- and time-domain measurements. The frequency-domain re-
sults show that the antenna is well matched over the frequency band [15, 67] GHz
which is an advantage in adaptive systems. The antenna has been tested using
in-house wavelet generators at different frequencies. The results demonstrate
pulse radiation through a millimeter-wave radio channel with negligible pulse
distortion.
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Abstract

Time-domain material characterization using a leaky lens antenna and
an in-house fabricated millimeter-wave wavelet generator using III–V tech-
nology is investigated. The wavelet generator produces short high-frequency
pulses and is connected to a wideband and non-dispersive leaky lens an-
tenna. A purely time-domain methodology is used to extract the complex
permittivity of non-dispersive and non-magnetic materials. The permittiv-
ity is found from the phase delay and the amplitude mismatch introduced
by the object at the carrier frequency of the pulse. The wide bandwidth
of the wavelet is used to investigate frequency dependent material prop-
erties. Measurement results from two dielectric slabs are illustrated. The
time-domain methodology is verified by frequency-domain measurements
and analysis.

1 Introduction

In recent years, there has been an increasing interest in applications at millimeter-
wave (mm-wave) frequencies due to the existence of unlicensed bands for a
variety of applications in radars, imaging, medical, and wireless communica-
tions [12, 18, 26]. From tomography in medical applications to channel modeling
in wireless communications, the knowledge about material properties is essen-
tial. Broadband measurements of material properties at microwave frequencies
were introduced by Nicolson [24, 25]. The measurements have been scaled up in
frequency using spectroscopy technique at millimeter-wave frequencies [2].

A variety of methods have been applied for material characterizations [1,6,29],
such as: 1) Parallel plate capacitor method [3], where the material is inserted
between two metallic plates of the capacitor and the permittivity is estimated
from the change in the capacitance. 2) Resonant cavity technique [5, 21], where
the material parameters are estimated from the resonance frequency. In the
resonant cavity model, the size of the object has to be smaller than the oper-
ating wavelength which results in inaccuracies at mm-wave frequencies. 3) The
transmission line techniques using open ended coaxial probes [4] or rectangu-
lar waveguides [13], wherein the contact between the transmission line and the
material under test has to be done in a precise way. 4) Free-space method [32]
using directive antennas. The free-space method has the advantage of making
accurate wideband indirect measurements with a relatively simple setup. In the
time-domain, the most common measurement systems are time-domain reflec-
tometry (TDR) [10] and time-domain spectroscopy (TDS) [2, 9, 20]. Free-space
measurements can be performed in transmission and/or reflection configurations.

In this paper, we demonstrate a relatively simple time-domain free-space
transmission methodology for extraction of the electromagnetic properties of ma-
terials. The system consists of a wideband non-dispersive leaky lens antenna [22,
23, 31] and an in-house fabricated wavelet generator [14]. Leaky wave propaga-
tion together with a silicon hemispherical lens give wideband and non-dispersive
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radiation properties. The circular symmetry of the lens produces a symmetrical
stable radiation pattern over the operating frequency band. The wavelet gener-
ator produces short pulses at mm-wave frequencies using a resonant tunneling
diode (RTD) in series with a surface channel metal-oxide-semiconductor field-
effect-transistor (MOSFET). The antenna system transmits short pulses and are
received by an identical lens antenna to assure that the pulse shape is preserved.

The pulse is recorded in the absence and presence of an object and the distor-
tions of the signal determines the material properties. Both amplitude changes
and time delay of the signal are measured and utilized to extract the relative per-
mittivity and loss of the material. A purely time-domain technique is established
for time-domain characterization. The method has the advantage of simplicity
and reliability for detecting the material properties, especially the losses in ma-
terials. It has high accuracy at the carrier frequency of the wavelet but the wide
signal bandwidth also yields broadband estimations due to the short mm-wave
pulse length. A time-domain method for lossless and electrically thick materials
is outlined in [31]. The system has a small size and low technical complexity,
as compared to existing mm-wave time-domain setups [1]. Other time-domain
techniques are operating mainly either at frequencies lower than 20 GHz [28] or
higher than 300 GHz with THz-based technologies.

The methodology is used to characterize electrically thick and thin samples
of poly methyl methacrylate (PMMA) and poly vinyl chloride (PVC)-based ma-
terials. The wide bandwidth of the time-domain pulse is utilized to determine
frequency dependent material properties. The results are verified by frequency-
domain measurements using a network analyzer and compared to previously re-
ported works on similar materials.

The remainder of the paper is structured as follows. The time-domain system
is presented in Section 2. A time-domain direct technique to extract the dielectric
constant is reported in Section 3. The experimental results are presented in
Section 4. The frequency-domain analysis is discussed in Section 5, and the
paper is concluded in Section 6.

2 Time-domain system

A time-domain system based on a mm-wave RTD-MOSFET wavelet genera-
tor [14] connected to a non-dispersive and wideband leaky lens antenna [22,23,31]
is investigated for material characterization.

2.1 Leaky lens antenna

The leaky lens antenna is considered a non-dispersive wideband antenna that can
be used for transmission of short high-frequency pulses. This antenna, as shown
in Fig. 1, consists of a planar feeding structure and a hemispherical silicon lens
with relative permittivity of 11.67. The feeding structure consists of a 25 mm long
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Figure 1: The leaky lens antenna prototype. a) Leaky lens antenna with 1 mm thick
PMMA matching layer. b) Synthesized lens using a hemispherical silicon and a cylin-
drical extension. The diameter of the lens is 25 mm and the extension height is 3.75 mm.
c) Microstrip feed line. The width of the microstrip line is Wµ = 0.7 mm. d) Front
view of the feeding structure. A metallic support is placed on the substrate to intro-
duce a 0.25 mm air gap between the slot and the silicon lens. The feeding structure is
48× 48 mm2 and the width of the slot is Ws = 0.5 mm.

slot etched in the ground plane of the antenna and is fed from a 50 Ω microstrip
line through a metalized via. The substrate is a 250µm thick Arlon Diclad 880
with relative permittivity of 2.2. The Wµ = 0.7 mm microstrip line is fed by a
SouthWest Microwave 2.40 mm end-launch coaxial to microstrip connector.

The lens is integrated to the feeding structure and located on top of the slot,
in a way that the focal point of the lens is in the same position as the middle of
the slot. The resulting radiation between the feeding structure and the silicon
lens is a leaky wave propagation for a small slot width, Ws � λd, where λd is the
wavelength inside the dielectric [22]. A 0.25 mm air gap is inserted between the
antenna and the feeding structure in order to suppress the side lobe level, improve
the matching, and stabilize the leaky wave radiation angle over a wide frequency
range. The angle of the leaky wave radiation has a maximum in θLW ≈ 73◦

which is similar to the direction of the critical angle. To simplify the fabrication,
the elliptical lens is synthesized using a hemispherical lens with a cylindrical
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extension. The radius of the hemisphere is r = 12.5 mm and the extension length
is chosen to h = 3.75 mm using the eccentricity of the lens e = 1/

√
εr,lens, where

εr,lens denotes the relative permittivity of the lens material [19]. The circular
symmetry of the lens results in a directive and symmetric radiation pattern.
Measurements show that the antenna is well matched to 50 Ω from 15 to at least
67 GHz [31]. One issue in lens antennas is multiple reflections inside the lens
caused by the impedance mismatch at the lens-air interface. A matching layer
made of PMMA has been added on top of the lens to reduce the reflections and at
the same time improve the transmission, as indicated in Fig. 1a. The gain of the
antenna is 18 dBi at 50 GHz and the half-power beam width is approximately 13◦.
It should be noted that the gain and the beamwidth of the leaky lens antenna
remains almost constant from 30 to 67 GHz.

2.2 Wavelet generator

A wavelet generator fabricated in III–V compound semiconductor technology,
as shown in Fig. 2, is used to produce 80 ps long pulses with 50 GHz carrier
frequency. The wavelet generator consists of an RTD as a negative differen-
tial conductive device in series with a III–V MOSFET switch [14]. This circuit
presents negative differential conductance when biased and the switch is on. As
a result the circuit produces oscillations with a center frequency around 50 GHz
given by the RTD capacitance and the on-chip resonance circuit. The input
on the MOSFET gate and the output over the resonance circuit are interfaced
by Cascade i67 probes. The input baseband signal is generated by an Agilent
N4906B that generates a programmable pulse pattern with an 80 ps time-base.
The baseband pulses are then transformed into 50 GHz oscillations by the wavelet
generator circuit. The transmitting antenna is connected to the output via the
isolated port of a bias-T.

The leaky lens antenna transmits the generated utra-short pulses with neg-
ligible distortion. These signals propagate through the radio channel and are
received by an identical antenna. A LeCroy 100H oscilloscope is used to sample
the signals. The measured signal in the presence of the antennas and the link in
between is illustrated in Fig. 2a and the power spectral density of the pulse is
shown in Fig. 2b. The pulse shape preservation of the antenna is demonstrated
in [31]. The bandwidth of the pulse is 25 GHz, however, in an optimized mea-
surement system the power in the rest of the spectrum, e.g., 30–100 GHz, can
also be used for wideband measurements, see Fig. 2b.

3 Direct time-domain extraction method

In this section, the definition of the transmission coefficient in the time-domain
is used to introduce a method for material characterization. Consider a wavelet,
v(t), with the carrier frequency f0 and pulse duration tp, cf. Fig. 2, incident on
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ter setup when the wavelet generator transforms baseband pulses to millimeter wave
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a single dielectric slab with thickness d and refractive index n(f0) = nr + ini.
The refractive index for non-magnetic materials is defined as n =

√
εr, where

εr(f) = εr,r(f) + iεr,i(f) is the relative permittivity and describes how an electric
field is affected by a medium. Here, the time convention e−i2πft with i2 = −1 is
used.

The transmission impulse response, which is the transmission response from a
Dirac delta function, δ(t), as defined in [27], is used to estimate the transmission
response to the wavelet generated by the system. The time-domain transmission
response to the input v(t) is then approximately given by

T (t) ≈
∞∑
m=0

4nr(nr − 1)2m

(nr + 1)2m+2
v(t−mT − T/2)e−(2m+1)αd, (3.1)

where m+1 denotes the number of reflections from the material that are delayed
by mT and T = 2dnr/c0 is the two way travel time delay through the material.
Also, the attenuation constants within the material is denoted α = k0ni where
k0 = 2πf0/c0 is the wavenumber in free space and c0 ≈ 3× 108 m/s is the speed
of light in vacuum. The first term, m = 0, is the immediate transmitted signal
while the m > 1 terms represent multiple reflections inside the material.

Consider an example with an 80 ps long square pulse modulated at f0 =
50 GHz with amplitude 1 V as shown in Fig. 3. The signal strikes the left interface
of a non-magnetic and non-dispersive homogeneous material with thickness d and
relative permittivity εr = 4 + i0.01. The transmitted signal at the right interface
of the sample is shown as the dashed curves in Fig. 3 for different thicknesses of
the sample and the solid lines illustrate the reference signal in the absence of the
material. The thickness d is set to 20 mm in Fig. 3a and to 3 mm in Fig. 3b. In
both cases, in the presence of the object, the starting point of the transmitted
signal is delayed and its amplitude is affected by the losses inside the media as
well as the impedance mismatch at the air-dielectric and dielectric-air interfaces.
As shown in Fig. 3, the amplitude of the signal when d = 20 mm is attenuated
and the second term of the transmitted field, i.e., m = 1 in (3.1), is well separated
from the first term. The time delay, td, is defined as the time difference between
the received signals in the presence and the absence of the object. For this sample
td = 66.7 ps and determines the real part of the refractive index as

nr =
c0td
d

+ 1 ≈ 2. (3.2)

The ratio between the amplitudes of the signals, solid- and dashed-lines in Fig. 3,
is ∆ = 0.8434 and estimates the attenuation constant of the material. Using the
attenuation constant and α = k0ni the imaginary part of the refractive index is
estimated to

ni =
1

k0d
ln

(
∆(n(f0) + 1)2

4n(f0)

)
= 2.5× 10−3, (3.3)
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Figure 3: Transmitted signals in the absence (solid) and the presence (dashed) of the
materials with thickness a) 20 mm and b) 3 mm and relative permittivity εr = 4+i0.01.
V0 is the amplitude of the received signal in the absence of the sample, V1 denotes the
amplitude of the first term in (3.1) and V2 is the amplitude of the second term. The
ratio between V1 and V0 is denoted by ∆ = V1/V0.

where the refractive index in (3.3) is approximated as n(f0) ≈ nr for low-loss
materials. The resulting permittivity is εr = (nr + ini)

2 = 4 + i0.01, which is, as
expected, the same as the permittivity assigned to the material.

The same method can be applied to electrically thin materials, i.e., T < tp,
however, the higher orders of the transmitted field in (3.1) are combined in the
received signal. In order to mitigate this effect, the signal at the right interface
is divided into two regions: 1) the first T part of the signal and 2) the rest of the
signal which is affected by the multiple scattering inside the media. The signal
peaks in the first region are detected, as shown by (◦) in Fig. 3b, and using the
corresponding peaks in the reference signal and the expressions (3.2) and (3.3)
we get the same results as in the previous example.

The method presented above is called a direct method (DM) in this paper,
since the complex permittivity is estimated directly from the time-domain signals.
The method is an efficient and simple way of estimating the complex permittivity
for low loss materials. In dispersive materials the resulting permittivity is valid
at f0 where the power spectral density of the signal is maximum, cf. Fig. 2b.
However, in materials with negligible dispersion the obtained value is approx-
imately valid over a wide range of frequencies since the difference between the
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Figure 4: Time-domain material measurement setup consisting of two leaky lens an-
tennas at a distance of 40 cm facing each other. The material sample is placed at the
midpoint between the two antennas.

static permittivity, εs, and permittivity at high frequency limit, ε∞, is very small.
In a system implementation, the real part of the refractive index, nr, can be

found from a cross correlation between the transmitted signals in the presence
and the absence of the material. The imaginary part, ni, is estimated using the
ratio between the amplitudes of two signals that can be implemented using an
envelope detector. In next section we show how to extract material properties of
thin and thick samples.

4 Measurement examples

In this section, the properties of three dielectric samples with different thicknesses
are investigated. The samples are placed at the midpoint between two antennas as
shown in Fig. 4. The antenna system at the transmitting side (Tx) generates 80 ps
long pulses with the center frequency at f0 = 50 GHz. The generated pulses are
received by an identical leaky lens antenna (Rx) at a distance of 40 cm from the
transmitting antenna. The received signal is then recorded in the absence and the
presence of the object. In each case, an averaging of 100 pulses, which takes about
8 s, is applied with the oscilloscope to increase the speed of the measurements
and prevent possible instabilities in the equipment over time. Electrically thick
and thin PMMA samples and an electrically thin PVC sample are characterized.
In each case the measurement is repeated 10 times to estimate the uncertainties.
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Table 1: Dielectric constant of PMMA

Method f(GHz) εr,r εr,i d(mm)

DMa 50 2.532 ± 0.005 0.009 ± 0.002 20

DMa 50 2.561 ± 0.030 0.010 ± 0.033 2.9

FPIb[11] 50 2.557 ± 0.026 0.0083 ± 0.0007 23.5

a Direct method
b Fabry-Pérot Interferometer

4.1 Poly methyl methacrylate (PMMA)

A dielectric poly methyl methacrylate (PMMA) material with dimensions 30 ×
30× 2 cm3 is placed at the midpoint between the transmitting and the receiving
antennas. The signal in the absence of the object is depicted by solid line in
Fig. 5 and the dashed line illustrates the received signal when the object is
inserted between the two antennas. The first term of the transmitted signal
(m = 0) is received temporally separated from the higher orders (m > 1). These
trailing signals are buried in noise and ringings caused by the circuit as well as
the multiple reflections inside the lens and cannot readily be utilized. As shown
in Fig. 5, the first T = 212 ps part of the signal consists of the first transmission
and all the higher order transmissions occur after time T . The direct method in
Section 3 can be applied to the first part of the signal and the shadowed part in
Fig. 5 is discarded.

Here the third peak of each signal, as shown in Fig. 5, is chosen to make the
calculations. The time delay introduced by the object is td = 39.5 ps and the
resulting real part of the refractive index using (3.2) is estimated to nr = 1.592.
The amplitude ratio between the signals in the presence and the absence of
the object is ∆ = 0.881. Using the real part of the refractive index as well as
the ratio between the two signals in (3.3) the imaginary part of the refractive
index becomes ni = 0.003 and the resulting complex relative permittivity is
estimated to εr = 2.534 + i0.009. The measurements were repeated 10 times and
the uncertainties are reported in Table 1. The averaged real part of permittivity
is εr,r = 2.532 ± 0.005 and the imaginary part εr,i = 0.009 ± 0.002. In [11] the
permittivity of a 23.5 mm thick PMMA measured at 50 GHz is εr = 2.557 +
i0.0083 using Fabry-Pérot Interferometer (FPI) method, where the permittivity
is deduced from the quality factor, Q, and changes in the resonant frequency.

An electrically thin PMMA sample with dimensions of 30 × 30 × 0.29 cm3

has also been measured and the complex permittivity using the direct method in
Section 3 is extracted. The transmitted signals in the absence and the presence of
the object are shown in Fig. 6 with solid and dashed lines, respectively. The time
difference between the signals is estimated to 5.875 ps. The dispersion inside the
material is negligible, since the shape of the pulse is not affected by the material
and is the same as the original signal in the absence of the object. Using the delay
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Figure 5: Transmitted signal in the absence (solid) and the presence (dashed) of a
PMMA material with thickness 20 mm. The transmitted signal through the material is
delayed by 39.5 ps and attenuated by a factor of ∆ = 0.881. The shadowed region shows
the part of the signal that is affected by the multiple scattering inside the material and
is discarded in the direct method.

between the signals, the real part of the refractive index is estimated to nr = 1.597
and the time delay T = 2dnr/c0 = 31.43 ps. The first T part of the signal as is
shown in Fig. 6 is not affected by the higher orders of the transmission (m > 1)
and can be used in order to apply the direct method. The shadowed part of Fig. 6
shows the transmitted signal in the presence of the multiple scatterings inside
the material and is discarded. The first part of the signal is used to estimate the
coefficient ∆ in (3.3) which is the ratio between the amplitude of the two signals
when m = 0. In this case, the peaks in the negative part of the signal, illustrated
with circles, are used and the ratio is estimated to ∆ = 0.926 and consequently
the imaginary part of the refractive index becomes ni = 0.007. The complex
relative permittivity is then estimated to εr = (nr + ini)

2 = 2.550 + i0.023. The
real part and imaginary part of the permittivity averaged over 10 measurements,
as reported in Table 1 and are εr,r = 2.561 ± 0.030 and εr,i = 0.010 ± 0.033,
respectively. As is shown in Table 1, the estimation of the real part of the
permittivity for an electrically thin sample is more sensitive and this can be due
to the fact that misalignments have higher impacts on electrically thin materials
than the electrically thick ones. It should also be noted that the results are
more susceptible to jitter for electrically thin samples as the corresponding delay
introduced by the sample is relatively small.

4.2 Poly vinyl chloride (PVC)

A dielectric poly vinyl chloride (PVC)-based sample with the dimensions of 30×
30 × 0.3 cm3 has been characterized using the direct method in Section 3. The
material is located between the transmitting and the receiving antennas. The
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Figure 6: Transmitted signal in the absence (solid) and the presence (dashed) of a
PMMA material with thickness 2.9 mm. The transmitted signal through the material
is delayed by 5.875 ps and attenuated by a factor of ∆ = 0.926. The shadowed region
shows the part of the signal that is affected by the multiple scattering inside the material
and is discarded in the direct method.

Table 2: Dielectric constant of PVC

Method f(GHz) εr,r εr,i d(mm)

DMa 50 2.952 ± 0.043 0.014 ± 0.016 3

FSMb[16] 76.5 2.74 ± 0.005 0.025 ± 0.001 5.05

FSMb[15] 85 2.878 0.316

a Direct method
b Free-sapce method

received signals in the absence and the presence of the object are shown in Fig. 7
with solid- and dashed-lines, respectively. The time difference between the signals
is estimated to 7.12 ps which results in nr = 1.712 and T = 2dnr/c0 = 34.2 ps.
Using the first T part of the signal and discarding the shadow part that includes
the multiple terms, the ratio is estimated to ∆ = 0.906 and consequently the
imaginary part of the refractive index becomes ni = 0.008. The complex relative
permittivity is then estimated to εr = (nr + ini)

2 = 2.931 + i0.029. The resulting
permittivity averaged over 10 measurements is εr,r = 2.952 ± 0.043 and εr,i =
0.014±0.016. As stated in Table 2 the previously reported relative permittivities
of PVC are εr = 2.74+i0.025 in [16] at 76.5 GHz, and εr = 2.88+i0.031 in [15] at
85 GHz. In both cases the free space method in W-band is utilized to characterize
polymer materials. To the best of our knowledge, PVC has not been characterized
at 50 GHz before. The relatively small difference between the two reference values
given and the similar value found here indicate a weak frequency dependence.
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Figure 7: Transmitted signal in the absence (solid) and the presence (dashed) of a PVC
material with thickness 3 mm. The transmitted signal through the material is delayed
by 7.12 ps and attenuated by a factor of ∆ = 0.906. The shadowed region shows the
part of the signal that is affected by the multiple scattering inside the material.

5 Broadband material characterization

In this part, a frequency-domain representation of the time-domain system is
investigated. The direct method in Section 3 is a simple method to identify the
dielectric properties at mm-wave frequencies for non-dispersive materials. How-
ever, for dispersive materials we need to determine the properties over a wide
frequency band. Since the signal is a short pulse in the time-domain, the re-
sulting frequency-domain spectrum is wideband. This is similar to time-domain
spectroscopy [9], where the Fourier transform of the time-domain signal is used
to determine the frequency dependence of the material. The transmission coeffi-
cient, T (ω), as a function of frequency is represented as

T (ω) =
4n(ω)

(n(ω) + 1)2
ei(n(ω)−1)k0dFP(ω), (5.1)

where ω = 2πf , and FP(ω) (Fabry-Pérot effect) represents multiple reflections
inside the material. It is given by

FP(ω) =

(
1−

(n(ω)− 1

n(ω) + 1

)2
e2in(ω)k0d

)−1

, (5.2)

and can be neglected (FP = 1) for a thick material by applying time gating to the
signal. The measured transmission coefficient of the material represents the ratio
between the Fourier transforms of the received signals in the presence, Vsample,
and the absence, Vref , of the object and is given by

Tmeas(ω) =
Vsample(ω)

Vref(ω)
. (5.3)
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By minimizing the difference between the measured and analytic values of the
transmission coefficient, i.e., T − Tmeas, using a brute-force search (fitting) over
a range of the refractive indexes, the minimum is found for a certain value, n. It
should be noted that the range is chosen in a neighborhood of the refractive index
found from the direct method and is narrowed down to achieve more accurate
results. Since the obtained values from this method are non-unique and the
measured values at the frequencies where the spectrum of the pulse has low
amplitude are inaccurate, the method needs to be improved.

Using the passivity of the material, the function h = ωε is identified as a sym-
metric Herglotz function [7], where h is holomorphic, i.e., infinitely differentiable
complex valued function, and Imh(ω) > 0 for Imω > 0. The Herglotz function,
h, can be represented as [7]

Reh(ω) = ε∞ω +
1

π

∞∫
−∞

1

ζ − ω Imh(ζ)dζ, (5.4)

where ε∞ > 0 and denotes the permittivity at the high frequency limit. The
relation (5.4) is similar to the Hilbert transform and the Kramers-Kronig rela-
tions. Convex optimization [8] can be used by representing the data by triangular
pulses and based on (5.4) to identify the most similar Hergoltz function to the
measured values. The details of the optimization steps are explained in [30]. The
optimization problem is expressed as

minimize
∥∥∥h(ω)− h(M)(ω)

∥∥∥
subject to Imh(ω) > 0

ε∞ > 0

Reh(ω) = ε∞ω +
1

π

∫ ω3

ω0

1

ζ − ω Imh(ζ)dζ∥∥∥∥ 1

ω

∂h

∂ω

∥∥∥∥
∞
<

0.01

∆ω

(5.5)

where ||.|| is the L2-norm, h(ω) is the modeled Herglotz function, and h(M)(ω)
denotes the measured values for ω ∈ [ω1, ω2] that is included inside the modeling
interval ω0 < ω1 < ω2 < ω3. Note that the dimension of h = ωε is rad/s.

The relative permittivity of the PMMA sample in Section 4.1 is found from
the aforementioned frequency-domain method. The time-domain signals acquired
over 10 measurements in the presence and absence of the sample are time gated
with a 300 ps long Hanning window. The resulting relative permittivity using the
brute-force search with FP = 1 in (5.1) and averaged over 10 measurements is
shown in Fig. 8 with dashed lines. Considering the values on the y-axis, the results
from this method are sufficiently accurate for some applications. The small jump
at f ≈ 36 GHz on the real and imaginary parts of the relative permittivity is due
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Figure 8: Complex permittivity of a 20 mm PMMA sample estimated from time-
domain measurement using the direct method (◦) in (3.2) and (3.3) , using the brute-
force search in (5.1)-(5.3) (dashed lines), convex optimization solution in (5.5) (dashed-
dotted lines) and from the frequency-domain measurements using network analyzer
(solid lines). The previously reported works are denoted by (3) for the values found
from [11] and (∗) for [33]. Bars indicate the maximum and minimum values over the
10 measurements using convex optimization solution.
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to the weakness of the input power spectral density, as shown in Fig. 2b, at this
frequency.

In order to improve the estimation, the convex optimization in (5.5) using the
passivity, i.e., Imh(ω) > 0, Kramers-Kronig relation, and smoothness constraints
is applied to each measurement. The optimization problem is solved using Mat-
lab Software for Disciplined Convex Programming (CVX) [17], and the solution
averaged over 10 measurements is shown by dashed-dotted curves in Fig. 8. The
bars indicate the maximum and minimum values of the real and imaginary parts
of the permittivity obtained by convex optimization solution. The relative un-
certainty over the imaginary part is higher, especially over the bands where the
power spectral density of the signal is low, but this can be improved by amplify-
ing the signal. The convex optimization solution has the advantage of removing
the spurious resonances mainly due to the nulls in the power spectral density of
the signal. In addition, the results from a time-domain pulse with the bandwidth
of 25 GHz is represented over an extremely wide range of frequencies, i.e., 30–
100 GHz. It should be noted that the modeling interval is from ω0 = 29 GHz to
ω3 = 105 GHz.

The material has also been characterized in the frequency-domain using an
Agilent E8361A PNA and leaky lens antennas over the frequency band 20–
67 GHz. Due to the wide bandwidth of the antenna the material is characterized
over a wide range of frequencies and the result is shown in Fig. 8 with solid
lines. The free-space transmission method and brute-force search were used to
estimate the complex permittivity. As illustrated in Fig. 8, the values are in good
agreement especially over the band where the power spectral density is high, i.e.,
40–60 GHz.

The permittivity value found from the direct method using the delay and
the attenuation of the time-domain signal at 50 GHz is shown by circles on the
real and imaginary part curves. The achieved result using a relatively simple
approach is on top of the frequency-domain results and as seen in Fig. 8, for a
non-dispersive material, the values at 50 GHz are approximately valid for other
frequencies.

6 Conclusions

A simple time-domain approach to extract the complex permittivity of non-
magnetic materials is investigated. A novel time-domain system consisting of
an in-house wavelet generator and a non-dispersive and wideband leaky lens an-
tenna is used. The methodology is demonstrated using examples of electrically
thick and thin materials. Measuring thin materials is difficult with narrowband
systems in the frequency-domain and requires post processing and optimization
methods, however, using the direct method in the time-domain it can be simpli-
fied substantially. The wide bandwidth of the pulse can also be used to investigate
the dispersive behaviors of the materials. The results show good agreement with
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previously reported measurement results from similar materials.
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Abstract

A time-domain characterisation method that utilises wideband signals
from a monolithic wavelet generator is presented and applied to millimetre-
wave antennas. It also utilises gating techniques in time- and frequency-
domain to relax the calibration effort for device characterisation, in this
case only a thru reference is used. This method is applied to V-band horn,
leaky-lens, and dielectric resonator antenna links, demonstrating various
gain, dispersion, and bandwidth combinations. The results are compared
to those from conventional vector network analysis. Deliberate gating al-
lows for selective removal of known device artefacts from either time- or
frequency-domain measurements, such as channel reflections. This time-
domain characterisation technique can also be applied towards terahertz
frequencies by generator tuning.

1 Introduction

Time-domain metrics describe performance of for systems that utilise ultra-short
symbols, e.g. high-resolution radar [1] and multi-Gb/s wireless communica-
tion [2]. Devices in such millimetre-wave (mmW) systems must transfer various
wavelets with high fidelity [3], intrinsically or collectively by use of signal pre-
distortion [4]. It is thereby important that characterisation methods can provide
a direct measure of time-domain performance metrics.

Frequency-domain vector network analysers (VNAs) are typically used for
mmW characterisation. For some devices under test (DUTs), however, the de-
sired reference ports may be embedded in a test assembly or waveguide fixture.
This requires custom calibration standards, e.g. realising a TRL correction [5],
what not always is practical. Further, some DUTs must also be analysed in an
intermediate medium, e.g. antennas interfacing a radio channel. This channel
must be idealised in an anechoic chamber for stand-alone antenna analysis.

Time-domain gating techniques can be utilised to virtually idealise a mea-
surement [6, 7], instead of custom calibration and physical idealisation of any
intermediate medium. This demands for short symbols to minimise temporal
overlap between desired and parasitic signal components. One alternative is to
transform VNA measurements, forming a band-limited impulse excitation [8].
Time-domain characterisation is also possible, e.g. using step excitations [9, 10].
Further, periodic waveforms can be transformed and processed in frequency-
domain calibration algorithms [11–13]. Optical pulse-shaping can produce short
microwave wavelets, with the benefit of centring the power density at the desired
spectral region [14]. Femtosecond optical pulses also allow photo-conductive ex-
citation/sampling, as used in free-space terahertz applications [15, 16], but the
corresponding measurement setup is typically bulky.

As a complement to the above implementations, coherent electronic wavelet
generators can be of interest, e.g. for future instrument implementations. Recent
advances in monolithic technology provide ultra-short mmW wavelets at about
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+10 dBm peak power [17–19]. As compared to optically pulsed terahertz sources,
electronic generators are energy efficient, portable, and can operate without use
of any mechanical delay stages. As an extension of initial waveform distortion
studies published previously [20], a full analysis of time-domain wavelet transients
is targeted to quantify device characteristics.

In this paper, a novel analysis method based on coherent time-domain wavelets
and gating techniques is described. Wideband 60 GHz signals from a coherent
mmW III–V wavelet generator are fed through different DUTs and captured in a
sampling oscilloscope. With only one reference measurement, the DUT transfer-
function is approximated. Conventional VNA measurements are performed for
comparison, and the gating techniques are also shown useful for noise and artefact
rejection in frequency-domain results. Various mmW antennas are characterised
to verify the method, providing realistic noise and scattering limited scenar-
ios. The antennas under test are off-the-shelf pyramidal V-band horn, wideband
leaky-lens [20], and physically small dielectric resonator antenna (DRA) [21].

This paper is organised as follows. In Section 2, the wideband time-domain
method is defined. Measurement procedures are described in Section 3. In Sec-
tion 4, the signal processing is summarised, while results are discussed in Sec-
tion 5. Conclusions are presented in Section 6.

2 Method

We use an ultra-short mmW wavelet to excite the input of a DUT and define a
method for quantification of its transfer characteristics. The output departing
DUT signal, u−2 , and the corresponding input impinging excitation, u+

1 , can
be sampled with an oscilloscope, the latter via a thru reference. The impulse-
response, h, of the DUT can ideally be found by de-convolving the input from
the output signal. This, however, requires noise-free measurements and a perfect
(zero-delay unit-transfer) thru reference. The corresponding transfer-function,
H = S2,1, is the quotient of output departing and input impinging signal spectra,
U−2 and U+

1 , respectively, where S2,1 denotes the scattering parameter from input
port 1 to output port 2.

2.1 Overview and Motivation

An approximately rectangular wavelet measured in a repeated T = 20 ns period is
depicted in Fig. 1. This signal was captured in a thru reference measurement and
has a 60 GHz carrier frequency and approximately tp = 80 ps pulse-length. Sig-
nal components from setup non-idealities, however, are seen trailing the wavelet
signal generated by an in-house fabricated quenchable oscillator circuit. The
artefacts consist of various round-trip propagation components from the output
probe and bias-T utilised. The result is a fine structure on the wideband power
spectral density (PSD) of the wavelet. Similar non-ideal features can be produced
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Figure 1: Signal and PSD from an in-house wavelet generator circuit measured in
time-domain via a thru reference; a zoomed version is found in Fig. 4.

by high-order interaction between the DUT and the measurements setup. This
will produce uncertainty in the characterisation procedure unless the correspond-
ing response features are rejected. Further, this rectangular-envelope signal has
a 2/tp = 25 GHz main lobe bandwidth and 1/tp-periodic nulls, about which the
PSD is dominated by noise, cf. Fig. 1. Significant artefacts will be generated at
any noise-dominated spectral region if a direct de-convolution is attempted [22].

Utilising an input spectrum with nulls and only a thru reference, estima-
tion of the DUT characteristics will require both frequency- and time-domain
gating. The one to suppress regions with poor signal-to-noise ratio (SNR) in
the spectral domain, and the other to remove setup related signal artefacts and
excess temporal noise. It must be stressed that any gating procedures require
awareness of the signal properties and setup geometry, but can in ideal cases be
complementary to full standard calibration procedures. This is especially useful
for antenna measurements because temporal gating can be used to cancel most
artefacts caused by interaction with a non-ideal radio channel. It also provides
a means to cancel inter-antenna round-trip reflections, thereby offering a simple
method to convert non-ideal antenna measurements to virtual free-space condi-
tions. Symmetric antenna-link pairs realised using the antennas in Fig. 2(a) were
utilised as DUTs in this study, as schematically illustrated in Fig. 2(b).

2.2 Wideband Time-Domain Method

A novel wideband time-domain analysis method that is compatible with mmW
devices is outlined below. It utilises deliberate gating techniques and domain
transitions to reduce noise and isolate the characteristics of the device under test



96 Paper III

150-mm Antenna-Link

Leaky-Lens (or DRA) 
Ground-Plane Separation

Horn Aperture Separation

(b)

(a)

mmW Leaky-Lens

60.5-GHz DRA

V-band Adapter and Horn

20 mm

Figure 2: (a) Photograph of the tested antennas. (b) Schematic of geometrically
inverted antenna-link two-port DUTs, where the horns are measured in boresight while
the leaky-lenses and DRAs are measured in broadside.
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(DUT) in the target bandwidth. This signal processing algorithm is also illus-
trated schematically in Fig. 3. Discrete Fourier analysis and synthesis, DFT {·}
and DFT−1 {·}, respectively, is used to perform the domain transformations. To
verify the method, the wavelet in Fig. 1 was used as input excitation and the
corresponding output signal from the DUTs were captured, u+

1 and u−2 , respec-
tively. Strictly, these captured signals are noise-added linear transformations of
the targeted reference port signals. To isolate the DUT transfer-function from
these two measurements, the following signal processing algorithm is proposed:

1. Analyse the frequency-domain phasors of the sampled input and output
transient signals, U+

1 = DFT
{
u+

1

}
and U−2 = DFT

{
u−2
}

, respectively.

2. By normalising the output over the input, calculate the raw transfer-function,
H̃ = U−2 /U

+
1 .

3. Impose a band-limiting gate, Ψ , on the raw transfer-function, H̃lim = ΨH̃,
excluding poor SNR.

4. Synthesise the corresponding band-limited time-domain response, h̃lim =

DFT−1
{
H̃lim

}
.

5. Multiply the band-limited response with a gate, w, isolating signal compo-
nents which are caused by the direct excitation, h′lim = wh̃lim.

6. Analyse the corresponding isolated band-limited transfer-function, H ′lim =
DFT {h′lim}.

7. Revert the weight of the band-limiting gate to produce the refined transfer-
function, H ′ = H ′lim/Ψ

′, where Ψ ′ = DFT
{
wDFT−1 {Ψ}

}
is a copy of the

band-limiting gate that has undergone the time-domain gating.

As the above method includes gating in both time- and frequency-domain,
the choices of gate windows are critical. Improper gate selections will distort the
data and complicate its interpretation in the transformed domain. For gating in
the frequency-domain, let Ψ denote a minimum 3-term Blackman-Harris window,
which has a processing gain of 0.42 [23]. This generates negligible temporal en-
velope ringing, but the trade-off in relation to a sharper window is that it widens
the time-domain response. This ideally allows the band-limited impulse-response
to show only one feature per transfer event. For gating in time-domain, let wα
denote an α-Tukey window, where α is its cosine roll-off factor [23]. This window
can be adjusted from a rectangular, wα=0, to a Hann window, wα=1, by scaling of
this relative taper parameter. In between, its flat-top shape with tapered edges
makes the Tukey window suitable for isolation of relatively temporally confined
signals in a noisy or interfering environment.
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Table 1: Direct Metrics of the Antenna Two-Ports

Quantity Symbol Horna Lensa DRAa Thrub

Fidelity F (%) 87 96 46 100

Pulse-Length tp (ps) 73 97 164 93

Rise-Time tr (ps) 52 46 119 48

Fall-Time tf (ps) 44 19 159 17

Time-domain metrics of the measured signals in Fig. 4.
To alleviate this parameter extraction, a 80 GHz wide
12.5%-Tukey gate was applied in the frequency-domain,
removing bias variations and excess sampling-noise.
a Antenna two-port link measurement, including probe,
bias-T, and 48-in coaxial cable at transmitter and another
48-in coaxial cable at receiver.
b Reference measurement, replacing the antenna link with
a 1.85-mm coaxial adapter.

2.3 Direct Time-Domain Metrics

Time-domain wavelet measurements provide raw waveforms, as shown in Fig. 4,
with distortion effects from the DUTs inflicted on the excitation signal. Directly
analysing such transient signals, neglecting the method outlined above, this also
allows for identification of basic waveform metrics. The fidelity factor, F , is a
figure-of-merit for time-domain comparison of two signals, defined as the maxi-
mum value of the normalised cross-correlation between the signals [24]. Further,
the analytic envelope of a signal can be evaluated via its Hilbert transform [8].
This alleviates the evaluation of envelope properties such as rise- and fall-time
between 10% and 90% of the envelope peak, tr and tf , respectively, and full width
at half maximum pulse-length, tp. These metrics are illustrated on one of the
DUT signals in Fig. 4, and quantified in Table 1. As the input signal is not an
ideal impulse, these direct metrics are the combined effect of input shape and
DUT characteristics.

3 Measurement Techniques

The proposed wideband time-domain method was verified for symmetric transmit-
to-receive antenna-link two-ports, cf. Fig. 2. This is defined here as antenna
pairs operating over a far-field free-space line-of-sight channel. Such a two-port
network is reciprocal. The symmetry criterion enforces identical antennas with
equivalent directions of departure and arrival, and implicitly that the antennas
face each other in inverted geometrical configuration.

The mmW antennas of the antenna-link two-port DUTs investigated in this
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paper were of fundamentally different types and are shown in Fig. 2(a). On the
one hand, off-the-shelf 19.5-dBi gain Flann 25240 pyramidal horn antennas with
WR-15 waveguide interfaces were used. This included the corresponding Flann
25093 adapters to 1.85-mm coaxial interface, with 1 dB nominal insertion loss.
On the other hand, in-house lens-augmented leaky-wave slot antennas [20], and
60.5-GHz slot-coupled dielectric resonator antennas [21] were also characterised.
Both in-house antennas utilised a 1.85-mm Southwest end-launch connector. The
investigated antennas thereby span various form factors and sizes but also have
different radiation mechanisms. The experimental study in this paper was, except
from the symmetry criterion defined previously, limited to broadside or boresight
conditions, depending on the antenna geometry, as illustrated in Fig. 2(b), at a
fixed 150 mm channel-distance.

3.1 Frequency-Domain Setup

Frequency-domain measurements were performed as a baseline for the proposed
time-domain method. An Agilent E8361A VNA was used to capture the scat-
tering matrix, i.e. transfer-functions and reflection coefficients, of symmetric
antenna-link two-ports, cf. Fig. 2. The reference ports were defined at the tips of
two 48-in MegaPhase coaxial cables by a 1.85-mm N4694A electronic calibration
kit, utilising parts of the setup shown in Fig. 5(a-b). The DUT transfer-functions
were measured in a 10-GHz span centred on 60 GHz, with a 50 MHz sampling-
step, for a source power of −6 dBm and receiver bandwidth of 1 Hz. The mea-
sured raw transfer-functions are shown in Fig. 6. The raw phase-information in
the VNA measurement is seen to be severely distorted, not allowing any detailed
study of the DUT group-delay, τg. This is attributed to various minor reflections
in and about the antenna DUTs, producing a multitude of interference effects.
The reflections that are related to channel scattering must be cancelled for a
study of the free-space antenna characteristics. The latter steps, 3–7, of the
analysis method outlined in Section 2.2 are utilised for this purpose.

3.2 Time-Domain Setup

Time-domain measurements were performed as follows, schematically illustrated
in Fig. 5(a). An Agilent N4906B was used to generate 80 ps long baseband
pulses with a repetition period of T = 20 ns. A coaxial cable was used to feed
this periodic pulse-train to a Cascade i67 probe. The input of an on-chip probed
mmW wavelet generator was thereby repeatedly pulsed from −0.45 to +0.45 V
at 0.4% duty-cycle. This resulted in the generation of approximately tp = 80 ps
square-envelope wavelets with a carrier-frequency of 60 GHz at a repetition rate
of 1/T = 50 Mpulses/s. The full signal period and its PSD is shown in Fig. 1,
and a zoomed version of the transient is found in Fig. 4.

The coherent monolithic mmW wavelet generator was implemented in III–V
technology and has been reported in detail elsewhere [19]. In summary, it consists
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of a minimalistic resonant tunnelling diode oscillator circuit operated in pulsed
mode, on average consuming 3.2 mA at 1.35 V. It is controlled via a transistor
switch directly connected to the baseband input signal. As this switch is inte-
grated in series with the diode and the circuit has an on-chip bias reservoir, rapid
and reproducible start-up and quench of the oscillator is possible, generating co-
herent wavelets. Similar diode oscillators have demonstrated continuous-wave
oscillations at frequencies in excess of 1.3 THz [25]. Conceptually, the wavelet
generator technology should be scalable and heterodyne detection can provide
the required intermediate step for electronic time-domain terahertz sampling.

The output of the circuit was probed with another i67 probe, with 1 dB nomi-
nal insertion loss. This probe fed the additive port of a Anritsu V255 bias-T, with
1.5 dB nominal insertion loss. A 48-in MegaPhase coaxial cable with 1.85-mm
interfaces and 9 dB nominal insertion loss was used to feed the wavelet from the
coupled port of the bias-T, as shown in Fig. 5(a-b), its far end realised the trans-
mit reference port. A transmit antenna and an equivalent receiving antenna
were positioned at 150 mm channel-distance from each-other, as illustrated in
Fig. 2(b), and connected to the respective reference ports. Another 48-in cable
formed the receive reference port and fed the distorted and attenuated signal
to an 86118A sampling head of an Agilent 86100D oscilloscope. To suppress
noise and visualise the coherent wavelet signal, 8, 192 traces with an approxi-
mate 4.88-ps sampling-step were averaged for the horn and lens antennas. The
low directivity of the DRA, as compared to the other antennas, required 32, 768
averages to moderately resolve its signal.

The signals transmitted through the antenna two-ports and the corresponding
thru reference are shown in Fig. 4. The thru reference signal was captured from
the wavelet generator by connecting the reference ports via a standard 1.85-mm
adapter, realising a thru with a flat 53.5 ps group-delay.

4 Signal Processing

The captured time-domain transients and frequency-domain scattering parame-
ters were processed as follows, applying the method proposed in Section 2.2.

4.1 Direct Wavelet Distortion

The direct wavelet distortion was quantified from the time-domain signals of
the DUTs, shown in Fig. 4. To cancel excess sampling-noise and periodic bias
drift [26], the latter seen in Fig. 1, the wavelets were transferred to the frequency-
domain and gated with a 80-GHz 12.5%-Tukey window centred about 60 GHz.
The signals were then returned to the time-domain and their fidelity factors with
respect to the thru reference were evaluated. Also, the signal pulse-lengths, rise-
, and fall-times were then characterised directly from their analytic envelopes.
These direct distortion parameters are summarised for comparison in Table 1.
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4.2 Transfer-Function and Impulse-Response Refinement

For the data measured using the VNA, which is referred to as that from the
frequency-domain method, the transfer scattering parameters estimate the raw
transfer-functions, shown in Fig. 6. The phasor normalisation in step 1 and
2, of the analysis algorithm defined in Section 2.2, is thereby not needed for
the VNA data. For the data measured using the wavelet generator and the
oscilloscope, which is referred to as that from the time-domain method, discrete
Fourier analysis and normalisation to the thru reference signal is performed. The
resulting raw transfer-functions from the time-domain measurements are shown
in Fig. 7. The data from both methods were then padded with zeros to span
from 0 to 1.64 THz. This corresponds to an interpolation in the time-domain
and is only a cosmetic feature.

The remainder of the analysis algorithm is the same for both of the data sets,
captured using the time- and frequency-domain methods. Performing step 3, a
band-limiting Blackman-Harris gate was defined over a B = 10 GHz bandwidth
centred on 60 GHz, which is also shown in Fig. 6 and Fig. 7. The effective 3-term
Blackman-Harris gate bandwidth, Beff = 0.42B = 4.2 GHz, is the product of its
processing gain and absolute bandwidth [23].

In step 4, the band-limited time-domain responses were synthesised from the
corresponding gated transfer-functions, shown in Fig. 8. Also shown is the stand
alone response of the band-limiting gate. The DUT characteristics in the other
responses are embedded in any deviation from this ideal response. Note that
the delay at the peak value corresponds to the propagation delay between the
reference ports at 60 GHz. Also, the 53.5-ps delay of the thru utilised to normalise
the signals in the time-domain method offset the corresponding impulse-responses
in relation to those from the calibrated frequency-domain method. Due to the
different feed structures of the antennas, the delays exceed the approximately
500 ps propagation delay over the 150-mm channel.

Implementing step 5, a delay-selective gate was used to remove channel reflec-
tions and excess temporal noise. The main transmission responses were isolated
using a Tukey window with a tt = 100-ps roll-off transition region at each edge;
it thereby spans a handful of carrier cycles. To account for the delay ambiguity
caused by the previously used band-limiting gate, the flat-top region was ex-
tended by the inverse of the effective gate bandwidth, i.e. teff = 1/Beff = 238 ps,
in each direction about the response peak. An additional td = 300-ps flat-top
region was added in the forward direction to accommodate for any DUT disper-
sion, but short enough to exclude any inter-antenna round-trip reflections. The
final 976-ps 20.5%-Tukey gate, i.e. α = 2tt/(td + 2teff + 2tt) = 20.5% roll-off
factor [23], is shown in overlay on the responses in Fig. 8; it features a 776-ps
unit-valued flat-top.

Via transformation and normalisation, step 6 and 7, the delay-isolated band-
limited transfer-functions were found, as shown in Fig. 9. These refined transfer-
functions provide a much improved group-delay fidelity and a more smooth am-
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Figure 9: Refined transfer-function magnitudes and group-delays of the antenna two-
ports, from time- (TD) and frequency-domain (FD) measurement methods. The green
boxes indicate the approximate 4-GHz DRA bandwidth.

Table 2: 60 GHz Single Antenna Characteristics

Quantity (Method) Symbol Horn Lens DRA

Realised Gain (FD)a GA (dBi) 18.2 16.1 4.7

Realised Gain (TD)a GA (dBi) 18.5 15.7 5.3

Dispersion (FD)b ∂̂fτg,A (ps/GHz) −2.5 1.1 5.3c

Dispersion (TD)b ∂̂fτg,A (ps/GHz) −1.7 0.6 8.1c

Characteristics estimated from the refined transfer-functions in
Fig. 9, that inherently correspond to two antennas over a free-
space link.
a Realised gain found by de-embedding a 51.6-dB free-space loss.
b Effective group-delay dispersion found by taking a Hann-
weighted average of this gradient over the 10 GHz gate bandwidth
about 60 GHz.
c Range exceeds the antenna bandwidth.
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plitude response, as compared to the raw data in Fig. 6 and Fig. 7. We attribute
this change to removal of channel reflections and excess temporal noise. Inher-
ently from the gating analysis utilised, the refined transfer-functions in Fig. 9
primarily describe the main transmission responses of the DUTs. Further, set by
the inverse effective delay-width of the α-Tukey gate, an effective DUT dispersion
bandwidth resolution, Bd = 1/(td + 2teff + tt) = 1.3 GHz, is imposed. Thereby,
the frequency- and time-domain gates utilised limit the possible features of the
refined DUT transfer-function.

Antenna characteristics can be estimated from the refined two-port transfer-
functions of the symmetric DUTs. The 51.6-dB free-space loss found from Friis’
transmission equation over 150 mm at 60 GHz and the group-delay gradient, ∂fτg,
are utilised. The average realised antenna gain, GA, and the effective dispersion,
∂̂fτg,A, of the antennas in the DUTs are quantified in Table 2. Here, to provide a
meaningful figure-of-merit for the comparison within the target bandwidth, the
effective dispersion operator, ∂̂f , has the meaning Hann weighted average of the
gradient taken over the target bandwidth.

5 Discussion

Time-domain characterisation and gating techniques were proposed and used
in this paper, based on a rectangular mmW wavelet excitation. For reference,
frequency-domain characterisation using a calibrated VNA provides a comparison
baseline. The same signal processing algorithm is applied for both measurements.
Operation frequency limitations of the utilised components restricted the target
bandwidth to 10 GHz, since 60-GHz centred time-domain measurements were
used. These techniques and measurement results are compared in the following.

5.1 Time- and Frequency-Domain Systems

A measurements setup where instruments could be interchanged between a VNA
or a wavelet generator and an oscilloscope, cf. Fig. 5, was used. Cables were
utilised to interface the instruments and extend the reference ports. It should be
noted that the timing of high-order setup reflections are shifted by insertion of
these transmission lines at the reference ports of the DUT [9]. The millimetre-
wave cables also provide significant insertion loss that act multiple times on any
round-trip signal components. This helps to idealise the raw time- and frequency-
domain measurements setup.

The VNA provides a high-intensity excitation of each frequency component
within the bandwidth, resulting in a relatively clean raw transfer-function mag-
nitude in Fig. 6. By comparison, the wideband low-intensity excitation provided
by the 80-ps wavelet, cf. Fig. 1, provides less overall margin to the noise-floor.
This is seen to greatly influence the quality of the DRA measurement in Fig. 7,
since the limited DUT gain towards the edges of the target bandwidth causes sig-
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nal loss. Any bandwidth limitation of the gating methods and noise-dominated
spectral nulls of the wavelet, however, can be circumvented by superimposing
measurements taken at shifted carrier frequencies.

Another significant difference between the frequency- and time-domain meth-
ods is related to calibration. A standard full calibration was performed on the
VNA, making use of its specialised port transceivers. A full wavelet calibration
was not possible here as it requires receiver circuits that can discern between
impinging and departing port signal components.

In summary, it is shown here that mmW time-domain measurements can be
directly applied to a measurements setup equivalent to that used for frequency-
domain network analysis. It is further determined that the measurement results
are reproduced for both methods, which demonstrates a potential for future time-
domain instrument implementations.

5.2 Gating Techniques

The raw transfer-functions of the antenna-link two-port DUTs from the time- and
freqency-domain methods are influenced by noise and various channel reflections.
Time-domain results can also contain artefacts from high-order setup interaction.
This is most apparent in the erratic behaviour of the antenna two-port group-
delay in Fig. 6 and Fig. 7. Instead of un-physical fitting or smoothing, gating
techniques were used to idealise the measurements setup. It was shown here to be
a powerful tool in anaysis and refinement of VNA measurements of scattering-rich
devices, e.g. mmW antennas, not just limited to time-domain measurements.

Gating affects the reciprocal domain and deliberate choices of windows and
their alignment was thereby used. The band-limiting 3-term Blackman-Harris
window ensures that every component in the corresponding band-limited response
produces just one temporally confined feature. A flat-top delay-isolation gate
with extension in the forward direction is then required to not apply any relative
weight on the various components. The use of a Tukey window is a compromise to
avoid a sharp edge. Within the spectral gate bandwidth and temporal gate delay
width, the DUT transfer-functions were refined in Fig. 9. The resulting group-
delays are seen to be relatively well-behaved and the magnitudes are smoothed
due to interference rejection. It can further be observed that the time-domain
method closely reproduces both the magnitude and group-delay found in the
frequency-domain method. One difference, however, is a static group-delay offset
due to the finite delay of the utilised thru reference. Also, the gating techniques
produce minor artefacts that grow significant towards the edges of the target
bandwidth.

Here, the proposed band-limiting gate is real-valued and thereby provides a
non-causal response. If desired, a causal minimum-phase response can be pro-
duced for any stable band-limiting gate window via cepstral processing [27].
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5.3 Millimetre-Wave Antenna Characterisation

Direct effects of the mmW antenna two-port DUTs on a rectangular wavelet were
shown in Fig. 4, and quantified in Table 1. The lens antenna two-port provides a
high, 96%, fidelity link, closely reproducing the wired thru reference signal. Al-
though the 87% fidelity of the horn antenna two-port is only a few units of percent
lower, its nearly triangular envelope visualises the crude relation between fidelity
factor and signal shape. The DRA two-port spreads the wavelet transitions in
approximate proportion to its inverse bandwidth. Bandwidth limitation, com-
bined with a low-gain noise-limited measurement, causes the low, 46%, fidelity
factor. All fidelity factor results are partially limited by setup artefacts and noise
levels as the overall temporal distribution of sampled signals is evaluated, not
the specific likenesses of the wavelets.

Comparison of signal rise- and fall times, as well as the pulse-lengths, are
alternative forms of expressing the signal distortion inflicted by the DUTs. Ex-
tended transition times, in relation to the reference, are the combined effect from
transfer-function bandwidth limitation and group-delay dispersion. In terms of
qualitative pulse distortion, the compact DRA compares reasonably well to the
much larger horn antenna, although with a lower antenna gain. The leaky-lens
antenna is, as expected, found to provide non-dispersive pulse transmission and
also has a moderately high antenna gain.

The refined transfer-function results in Fig. 9 allow an estimation of the
60-GHz realised antenna gain and effective group-delay dispersion; quantified
in Table 2. The time- and frequency-domain methods are seen to produce sim-
ilar values for all antennas over both characteristics. The determined realised
gain of the horn antenna also corresponds well to the 19.5-dBi specified value
when the utilised waveguide adapter insertion loss is taken into account. The
horn antenna results thereby indicate that the proposed time-domain method
can have an accuracy similar to VNA measurements. Further, the group-delay
of the horn antenna and waveguide adapter is found to have an effective gradient
of approximately −2 ps/GHz. This explains the signal dispersion in Fig. 4 and
corresponds well to that found from analytic waveguide analysis [28]; the horn an-
tenna can be approximated as a non-uniform transmission line. It must, however,
be stressed that the feed waveguides of the utilised adapters provide the majority
of the dispersion. The group-delay dispersion of the leaky-lens antenna is found
to be approximately 0.9 ps/GHz but the variation in Fig. 9, that we attribute
to internal reflections, complicates the interpretation of the effective dispersion.
One of the signal components can be seen at approximately 400 ps delay after
the main peak in the band-limited response, cf. Fig. 8. To facilitate further anal-
ysis, gating of shorter sections of the responses can be implemented. While the
effective group-delay dispersion value is high, a very approximate saddle-point is
found for the DRA two-port group-delay about its bandwidth, indicated by the
box in Fig. 9, which is expected for a simple resonant device.
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6 Conclusion

In conclusion, a characterisation method based on wideband time-domain wavelets
has been presented. It utilises gating techniques in both time- and frequency-
domain, which also were shown to refine measured results from a VNA. Test-
ing the time-domain method, different mmW antenna two-ports were measured,
which allowed for quantification of band-limited delay-isolated device characteris-
tics. Overall, the proposed thru normalised time-domain method delivers results
that are similar to those from the calibrated VNA. This indicates the future feasi-
bility to utilise mmW wavelet generators as sources in test instruments. Shorter
wavelets can provide improved bandwidth, while scaling towards terahertz fre-
quencies can realise accurate characterisation at less accessible frequency bands.
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Abstract

An experimental approach to investigate the forward scattering sum rule
for periodic structures is presented. This approach allows an upper bound
on the total cross section integrated over a bandwidth from a simple static
problem to be found. Based on energy conservation, the optical theorem is
used to construct a relation between the total cross section and the forward
scattering of periodic structures as well as single scatterers inside a parallel
plate waveguide. Dynamic measurements are performed using a parallel
plate waveguide and a parallel plate capacitor is utilized to find the static
polarizability. Convex optimization is introduced to identify the total cross
section in the dynamic measurements and estimate an optimal lower bound
on the polarizability for objects. The results show that the interactions
between the electromagnetic field and an object over all wavelength are
given by the static polarizability of the object.

1 Introduction

Scattering properties of periodic structures have been a research topic for over
a century, used to study a diverse range of systems from, electron transport in
nanostrutures to electromagnetic (EM) wave propagation. Determining the dy-
namic properties of an object using experimental scattering techniques can be
very problematic, especially when the phase of the wave has to be accurately
measured. In this paper we present a relative scattering technique for EM wave
interactions with an arbitrary object, which enables insight into the objects dy-
namic properties, without the need for difficult phase calibrations. In terms
of forward scattering, the optical theorem relates the real part of the forward
scattering amplitude to the total cross section of any scatterer [11, 16, 25]. The
forward scattering sum rule shows that the all wavelengths integration of the total
cross section of an object is given by the static polarizability of the object. This
simple relation offers an understanding of the total interaction between the EM
field and an object over the entire spectrum. This was first discussed by Purcell
for dielectric spheroids [18], then generalized to arbitrary objects in [4, 23]. The
sum rule has in recent years been used to introduce bounds on antennas [5–7,22],
metamaterials [24], and extraordinary transmission [8].

The optical theorem and the forward scattering sum rule have recently been
generalized to 1D and 2D periodic structures in [10]. Moreover the scattered
and absorbed power from an incident plane wave is known to be proportional
to Imh(k), where h(k) = j2(1 − T (k))A is a Herglotz function [1, 10, 17] (or a
positive real function [30]), where j2 = −1. Here, k denotes the wavenumber, A
is the cross sectional area of the unit cell and T is the co-polarized part of the
fundamental mode transmission coefficient.

In this paper, the optical theorem and the related forward scattering sum
rule are extended to the case of parallel plate waveguides. The waveguide is used
for wide-band scattering characterization of materials [26]. We show that this
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set-up can be used as a quasi-2D experimental methodology to find the scattering
properties of one-dimensional periodic structures. Properties of the positive real
functions, together with convex optimization [2] are utilized to combat the noise
level in the system.

The low-frequency asymptotic expansion of the positive real function [9] (sim-
ilar to Herglotz and Nevanlinna functions [1]) gives the relationship between the
dynamic measurements and the static polarizability. In order to measure the
static properties, a basic measurement set-up consisting of a parallel plate capac-
itor is used. The static polarizability is deduced from the small difference of the
capacitance when the object is inserted in the capacitor [13].

The results show that the entire spectrum interaction between the electro-
magnetic field and the periodic structure in a parallel plate waveguide is pro-
portional to the static polarizability that can be found from a parallel plate
capacitor, regardless of shape and resonant behavior. This simple approach pro-
vides physical insight into the total cross section integrated over the bandwidth
of any scatterer. The method is applicable for frequency selective structures [15],
metamaterials [3, 21], and electromagnetic band gap structures [29].

The remainder of the paper is structured as follows. The optical theorem for
periodic structures as well as single scatterer in a parallel plate waveguide are
presented in Section 2. Forward scattering sum rules are discussed in Section 3.
In Section 4, we report a passive system identification using convex optimization.
The experimental methodology is presented in Section 5, and numerical examples
are illustrated in Section 6. The paper is concluded in Section 7.

2 Optical theorem in a parallel plate waveguide

In this section optical theorems for a parallel plate waveguide are presented. As
shown in Fig. 1, the optical theorem is calculated for a one-dimensional periodic
structure in Section 2.1, and for finite objects inside an imaginary cylinder in
Section 2.2, see Fig. 2.

2.1 Periodic structures

We consider a one-dimensional planar periodic structure inserted inside a parallel
plate waveguide. The structure has infinite periodicity in the y-direction and
is oriented in the yz-plane (see Fig. 1). A linearly polarized time harmonic
TEM mode, Ei(r) = ẑE0e−jkx, impinges upon the periodic structure at normal
incidence, where the time convention ejωt is used. The transmitted and the
reflected fields are denoted Et and Er, respectively.

The transverse components of the transmitted field, denoted by Eyz
t below,

are expanded in a combination of waveguide and Floquet modes (the normal
components can be derived from the transverse components and do not provide
additional degrees of freedom). Taking the periodicity in y-direction and the elec-
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Figure 1: Scattering geometry for one dimensional periodic objects with periodicity
a inside the parallel plate waveguide with the height b. a) perspective view. Ei is the
incident field, Et the transmitted field, and Er denotes the reflected field. The arrows
show the direction of the propagation. b) Front view.

tric boundary conditions in z-direction into account, the transverse components
can be written as

Eyz
t (k; r) =

∞∑
m=−∞

∞∑
n=0

∑
ν=TE,TM

Emnν(k)Eyz
tnν(z)e−j(kxx+m2πy/a), (2.1)

where kx =
√
k2 − (m2π/a)2 − (nπ/b)2, a is the length of the unit cell in the

y-direction and b is the height of the waveguide, see Fig. 1b. Note the extra
factor of 2 in the term m2π/a compared to nπ/b. When m is large enough,
the corresponding modes are evanescent. Here, Eyz

tnν denotes the transverse
components of the vector basis functions for waveguide modes, which are Eyz

tnν =√
εn cos(nπzb )ẑ for ν = TM (where εn = 1 for n = 0 and εn = 2 for n 6= 0), and

Eyz
tnν =

√
2 sin(nπzb )ŷ for ν = TE and n > 0, see [14, p. 64] for details. The

expansion coefficients behind the structure are,

Emnν =
1

ab

b∫
0

a∫
0

Eyz
t (k; 0, y, z) ·Eyz∗

tnν(z)ejm2πy/a dy dz, (2.2)
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where, the subscript (∗) denotes the complex conjugate. A general incident
field can be expanded in the corresponding modes, which are related to the
modes of the transmitted field by a linear mapping quantified by the transmission
coefficient Tmnν,m′n′ν′ . In our case, we consider an incident field consisting of only
the TEM mode (m′ = 0, n′ = 0, and ν′ = TM), and study the corresponding
transmitted mode (m = 0, n = 0, and ν = TM) and define the co-polarized
transmission coefficient as T = T00TM,00TM.

The optical theorem for periodic structures is based on energy conservation
and relates the forward scattered field to the total cross section [10]. The incident
power per unit cell is denoted by Pi. The transmitted power is Pt = |T |2Pi +Pt1.
Here, |T |2Pi is the co-polarized transmitted power in the TEM mode and Pt1

is the transmitted power for the remaining modes. The difference between the
incident and the sum of the reflected and transmitted power is the absorbed
power, Pa = Pi − Pr − |T |2Pi − Pt1, and the sum of the reflected power and
the power in the scattered part of the transmitted field is the scattered power,
Ps = Pr + |1 − T |2Pi + Pt1. The total power is the sum of the absorbed and
scattered power and can be expressed as

Ptot = Pa + Ps = 2 Re{1− T (k)}Pi. (2.3)

By considering the incident power per unit cell, Pi = A|E0|2/(2η0) and nor-
malizing both sides of (2.3) by the incident power flux, |E0|2/2η0 , the total
(extinction) cross section becomes

σtot = σa + σs = 2 Re{1− T (k)}A, (2.4)

where A = ab. The optical theorem for periodic objects in a parallel plate waveg-
uide shows that the total cross section is related to the transmission coefficient.

2.2 Bounded scatterer

In this subsection, the optical theorem is investigated for a non-periodic structure
bounded by an imaginary cylinder. Assume an incident wave propagating in
the positive x-direction, linearly polarized in the z-direction Ei = ẑE0e−jkx.
A scatterer of arbitrary shape and material is placed inside the parallel plate
waveguide. Following [11, p. 501], the sum of the absorbed and scattered power,
here denoted the total power is

Ptot = Pa + Ps =
1

2
Re

∫
S

n̂ ·
(
Es ×H∗s − (Ei +Es)× (H i +Hs)

∗)dS

= −1

2
Re

∫
S

n̂ · (Es ×H∗i +Ei ×H∗s ) dS, (2.5)

where the surface S encloses the scatterer and n̂ = %̂ = x̂ sinφ + ŷ cosφ is the
outward pointing normal vector (see Fig. 2). The subscript s stands for the
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Figure 2: Top view of the parallel plate waveguide. The imaginary surface S is a
cylinder of radius ρ and normal vector n̂, that encloses the object. The arrows show
the direction of the propagation.

scattered fields that represent the difference between the fields in the presence
and absence of the object, i.e., Es = E−Ei. The surface S does not include the
metal boundaries at z = 0 and z = b, since the power flux is zero through these
boundaries. Using the real part to shift the last complex conjugate from H∗s to
Ei, ŷ = ẑ × x̂, and inserting the expression for the incident field, we get

Ptot = −1

2
Re

∫
S

E∗0ejkxn̂ · (−Es × ŷη−1
0 + ẑ ×Hs) dS

=
−1

2η0
Re

b∫
0

2π∫
0

E∗0ejkxẑ · (Es(n̂ · x̂) + η0Hs × n̂)ρ dφdz

=
−b
2η0

Re

2π∫
0

E∗0ejkxẑ · 〈Es(n̂ · x̂) + η0Hs × n̂〉ρdφ, (2.6)

where 〈.〉 denotes the mean value of the fields over the height of the waveguide.
The scattered field can be expanded in cylindrical modes, see [27]. There, it is
shown that the mean value in (2.6) is nonzero only for the zeroth order mode,
which is co-polarized to the incident plane wave.

By normalizing the total power with the incident power flux, |E0|2/2η0, the
total cross section becomes

σtot = −Re
{ b

E0

2π∫
0

ejkxẑ · 〈Es(n̂ · x̂) + η0Hs × n̂〉ρdφ
}
, (2.7)

where the integral in (2.7) is similar to the far-field amplitude, fs, in two dimen-
sions which is given by [28]
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fs(k) =
jk

4

2π∫
0

ejkxẑ · 〈Es(n̂ · x̂) + η0Hs × n̂〉ρdφ. (2.8)

Here the co-polarized two-dimensional scattered far field Es ∼ ẑfs

√
2

πjkρe−jkρ

and therefore, the total cross section can be written as

σtot = −4bRe

{
fs(k)

jkE0

}
. (2.9)

The normalization by the height of the waveguide gives the two-dimensional total
cross section.

3 Forward scattering sum rules

The forward scattering sum rule is used to find an upper bound on the total cross
section of any scatterer. Identities stating that the integral (sum) of a variable
has a certain value are categorized as sum rules and are mostly derived using
holomorphic functions such as positive real or Herglotz (Nevanlinna) functions [1,
9,17]. In this paper the positive real (PR) function, P(κ), is given by the forward
scattering amplitude derived in (2.4) and (2.9), where κ = ζ + jk. In both cases
the PR function is holomorphic and Re{P(κ)} > 0 for Re{κ} > 0 [10] and is
given by

P(κ) =

{
2(1− T (κ))A for a periodic structure

− 4b
κE0

fs(κ) for a single scatterer
(3.1)

where the total cross section σtot = Re{P(κ)}.
The low-frequency asymptotic expansion is obtained from Maxwell equations

by an expansion in the fields [20], giving

P(κ) = κ
(
ẑ · γe · ẑ + ŷ · γm · ŷ

)
+ o(κ) (3.2)

as κ→̂0, where →̂ is the limit inside the right half plane and | arg(κ)| < π
2 −

δ for a small positive δ, and γe and γm are the electric and magnetic static
polarizability dyadics, respectively. The parallel plate waveguide in the static
limit, k → 0, is equivalent to a parallel plate capacitor with a uniform field
distribution, E0, as shown in Fig. 3a. Here, γe and γm are identified as the
polarizabilities of an object in the presence of the metal plates (in the periodic
case this is understood as the polarizability per unit cell). The polarizability
can be computed directly using proper boundary conditions in the finite element
method, or the corresponding Green’s function in the method of moments. The
methods for periodic structures in [10,20] can also be used, since γe equals half the
polarizability of a mirror-symmetric, periodic structure with unit cell of length 2b,
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Figure 3: Periodic equivalence problem. a) An object is placed in an arbitrary position
between the plates of a capacitor. b) An equivalent problem for part-a by placing the
object and its image at the midpoint between two plates. c) The equivalent periodic
problem.

as seen in Fig. 3bc. In either cases the static electric polarizability can be found
using zero-frequency electric field computed by any of the numerical methods
mentioned above, E(0; r), and the static permittivity dyadic, ε(0; r), as [23,24]

ẑ · γe · ẑ =
1

E0

∫
V

ẑ · (ε(0; r)/ε0 − I) ·E(0; r) dV, (3.3)

where ε0 is the free space permittivity, I is an identity matrix, and V is the
volume of the integration which encloses a unit cell.

The relation in (3.2) also shows that the forward scattering weighted by the
frequency, P(jk)/jk, gives the static polarizabilities as k → 0. This can be used,
as explained in Section 6, to estimate the static polarizability of an object using
measurements at frequencies greater than the static limit with the requirement
that the wavelength has to be longer than the size of the object.

The sum rule relates the total cross section over all wavelengths to the static
polarizability and is given by [1]

2

π

∞∫
0

σtot(k; x̂, ẑ)

k2
dk = ẑ · γe · ẑ + ŷ · γm · ŷ. (3.4)

The integration on the left hand side determines the dynamic behavior of the
scatterer and the right hand side can be found from the static properties. The
sum rule is used to derive an upper bound on the total cross section integrated
over a bandwidth [1].

In this paper we use a parallel plate waveguide to determine the integral
value on the left hand side and a parallel plate capacitor to measure the static
polarizability on the right hand side of (3.4). The sum rule is valid for passive
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structures that do not support currents in the low frequency limit, i.e., that do
not short circuit the plates.

4 Passive system identification using convex op-
timization

Convex optimization [2] together with the properties of positive real functions
are used to identify the measured passive system. A symmetric PR function can
be represented as

P(κ) = b1κ+

∞∫
−∞

κ

ξ2 + κ2
dG(ξ), (4.1)

for Reκ > 0, where b1 is a real valued and non-negative constant, κ = ζ + jk
is the Laplace parameter, and G(ξ) is a positive and finite measure such that∫
R dG(ξ)/(1 + ξ2) <∞. The spectral function G(ξ) is uniquely defined as [30]

G(ξ) =
1

π
lim
ζ→0+

ξ∫
0

Re P(ζ + jk) dk. (4.2)

Using the low/high-frequency asymptotic expansions of P(κ) based on the
representation (4.1) in the limit ζ → 0+, and considering the even measure of
G(−ξ) = G(ξ), we can write the first integral identity as [9]

2

π

∞∫
0

Re P(jk)

k2
dk = a1 − b1, (4.3)

where the low frequency asymptotic of P(κ) is a1κ+o(κ) and the high frequency
asymptotic is b1κ + o(κ). Here, a1 and b1 are real valued and non-negative
constants. Assuming that the positive real function P(κ) is sufficiently regular
on the frequency axis κ = jk, its imaginary part is given by

Im P(jk) = b1k +
1

π

∞∫
−∞

k

ξ2 − k2
Re P(jξ) dξ = b1k +

1

π

∞∫
−∞

1

ξ − k Re P(jξ) dξ,

(4.4)
where the integral is identified as the Hilbert transform. The second equality
is known as the Plemelj formula [17], it should be noted that the imaginary
part of P(jk) is odd symmetric with Im P(−jk) = − Im P(jk). The linear
transform in (4.4) acts as a linear operator on the real response Re P(jk) to
yield the imaginary part Im P(jk) of the passive system. This can be treated
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as a convex optimization problem with constraints on the unknown quantities
b1 > 0 and Re P(jk) > 0. As a finite-dimensional approximation, the positive
and symmetric measure Re P(jk) is modeled here by

Re P(jk) =

N−1∑
n=0

xn[p(k − (n+ n0)∆k) + p(k + (n+ n0)∆k)], (4.5)

where xn is a non-negative real valued variable, ∆k is the frequency step, n0 is an
offset parameter, p(k) is a triangular pulse-shape (p(k) = 1−|k|/∆k for |k| 6 ∆k
and 0 otherwise), and N is the number of pulses. By inserting the approximated
Re P(jk) in (4.4) the imaginary part becomes

Im P(jk) = b1k +

N−1∑
n=0

xn[p̃(k − (n+ n0)∆k) + p̃(k + (n+ n0)∆k)], (4.6)

where p̃(k) is the Hilbert transform of the pulse shape p(k) given by

p̃(k) =
1

π

∞∫
−∞

1

ξ − kp(ξ) dξ

=
2k ln |k| − (k −∆k) ln |k −∆k| − (k + ∆k) ln |k + ∆k|

π∆k
(4.7)

with p̃(±∆k) = ∓(2 ln 2)/π and p̃(0) = 0. By applying the finite-dimensional
approximation the sum rule in (4.3) can be represented as

1

π∆k

N−1∑
n=0

xn ln
(n+ n0)2

(n+ n0 − 1)(n+ n0 + 1)
= a1 − b1. (4.8)

Considering the real and imaginary responses of P(jk), and also the sum rule
in (3.4), we define the convex optimization problem

minimize
∥∥∥P(jk)−P(M)(jk)

∥∥∥
subject to Re P(jk) > 0, k ∈ [k0, k3],

2

π

k3∫
k0

Re P(jk)

k2
dk 6 γu,

(4.9)

where P(M)(jk) is the measured forward scattering for k ∈ [k1, k2] which is inside
the modeling interval k0 < k1 < k2 < k3 and γu is an upper bound on the sum
rule. The norm is defined as∥∥∥P(jk)−P(M)(jk)

∥∥∥2

=

k2∫
k1

w(k)|P(jk)−P(M)(jk)|2 dk, (4.10)
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where w(k) is a positive weighting function.
Consider the measurement model as P(jk) = f(k)+g(k)n(k), where f(k) and

g(k) are given, and n(k) is uncorrelated complex Gaussian noise with variance
σ2
n. Hence, the variance of the uncorrelated measurement noise is |g(k)|2σ2

n and
the proper weighting function in a Maximum Likelihood estimation [12] is w(k) =
|g(k)|−2, and particularly, in the methodology of this paper we find that

w(k) = |g(k)|−2 =
k|S21,emp|2

4πd
, (4.11)

where S21,emp is the scattering parameter for the empty setup (see Section 5.1
for more details).

5 Experimental Methodology

The methodology used to illustrate the sum rule is presented in this section.
A parallel plate waveguide is used to investigate the dynamic properties, and a
parallel plate capacitor is used to determine the static properties of an object.

5.1 Parallel plate waveguide

A parallel plate waveguide is used to test the scattering properties of different
objects. Two in-house fabricated wide-band TEM horn antennas are placed inside
the waveguide and are fed via the lower plate as shown in Fig. 4. The object
is located in the middle of the waveguide and the antennas are separated by a
distance of 0.98 m.

The TEM horn antennas are supported by a piece of Rohacell material with
relative permittivity, εr ≈ 1. Microwave flat absorbers are placed around the
waveguide to reduce the internal reflections and external interferences. The sep-
aration between two plates is 21.3 mm, which gives the first higher order mode
at f ≈ 7 GHz.

In order to measure the forward scattering, the scattered field, Es, is deter-
mined from the difference between the fields in the presence and the absence of
the object. We consider a plane wave incidence, Ei(r) = ẑE0e−jkxx, to an ob-
ject confined between the plates. The co-polarized scattered field in the far-field
region can be expressed as

ẑ ·Es ∼ fs

√
2

πjkρ
e−jkρ. (5.1)

The distance between two antennas is denoted by d and the separation between
the object and the transmitting antenna is d1. The scattered field received by
the antenna in the absence of the object is

Er,0 = f0

√
2

πjkd
e−jkd, (5.2)
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TEM Horn antenna

ObjectAbsorbers

Figure 4: The parallel plate waveguide setup consists of two TEM horn antennas and
microwave flat absorbers. The distance between the antennas is 98 cm and the object
is placed at the midpoint between the antennas. The two plates are 150× 100 cm2 and
separated by 21.3 mm.

where f0 is the far-field amplitude generated by the transmitting antenna. The
object is assumed to be in the far-field of the antenna and thus the far-field
amplitude at the object is also f0.

The incident field on the object is given by

E0 = f0

√
2

πjkd1
e−jkd1 . (5.3)

This electric field induces currents on the object and the object scatters. The
resulting electric field on the receiving antenna in the presence of the object is
denoted by Er,s and thus the scattered field of the object itself can be written as
Es = Er,s − Er,0. According to (2.9), the positive real function is defined as

Pb(jk) =
−4fs

jkE0
=

4

jk

(
1− Er,s

Er,0

)√
πjkd1(d− d1)

2d
, (5.4)

where Pb denotes the PR defined in (3.1) normalized with the height of the
waveguide, i.e., Pb = P/b, and this can be approximated by:

Pb(jk) =
−4fs

jkE0
=

4

jk

(
1− S21,obj

S21,emp

)√
πjkd1(d− d1)

2d
, (5.5)

where S21,obj is the ratio between the out-coming wave at the port of the receiving
antenna and the incident wave at the port of the transmitting antenna in the
presence of the object. For the periodic structures discussed in 2.1, we use the
top equation in (3.1) to find the forward scattering, P, where the transmission
coefficient is defined as T = S21,obj/S21,emp. The S-parameters are extracted
using an HP 8720 Vector Network Analyzer.
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21.3 mm

Figure 5: The parallel plate capacitor setup consists of two circular copper plates held
by plastic arms. The distance between the plates is 21.3 mm and is fixed by plastic
distance supports.

5.2 Parallel plate capacitor

A parallel plate capacitor is used to determine the polarizability (see Fig. 5).
The capacitor consists of two circular shaped copper sheets that each of them is
printed on an FR4 substrate with relative dielectric constant, εr ≈ 4.4. A Faraday
cage, and a ground plane, are used to mitigate interference and current flows
between different grounds in the system. An Agilent 4294A Precision Impedance
Analyzer is used to measure the capacitance at f = 1 MHz.

The relation between the capacitance change and the polarizability of a
bounded object inside the parallel plate capacitor is given by [13]

γe = ẑ · γe · ẑ =
∆Cd2

ε0
, (5.6)

where ∆C = Cobj − Cemp is the difference between the capacitance in presence,
Cobj, and the absence, Cemp, of the object, d is the separation between the two
plates and ε0 is the vacuum permittivity. For each sample the measurement
was repeated 10 times to mitigate the possible positioning and distance errors.
As seen in Fig. 5, six plastic distance precisions are placed on the edges of the
plates to keep the distance constant in different measurements. The separation
distance, d = 21.3 mm, is the same as the height of the parallel plate waveguide
and the objects (more details in Section 6).

6 Experimental results

In this section, two different scattering objects are considered to illustrate the
forward scattering sum rule. In each case, the static measurement of the object
inside the parallel plate capacitor (Fig. 5) is illustrated. The static polarizability
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is determined by the variations of the capacitance between the absence and the
presence of the object placed in the middle of the plates. Then the dynamic
measurement in the parallel plate waveguide (Fig. 4) is shown and is used to
estimate the left hand side of the sum rule (3.4). The dynamic measurements
are wide band and hence affected by the noise in the system, and the quasi-static
measurements are very sensitive to the placement and the distance between the
plates. Using the obtained values from measurements, and in order to estimate
an all-spectrum representation of the forward scattering we apply a convex opti-
mization method in each example using passivity and sum rule constraints.

6.1 Cylindrical SRR

A cylinder of split ring resonators (SRR) composed of 16 SRRs etched in 18µm
copper and supported by a 21 × 160 mm2 and 127µm thick Arlon Diclad880
with relative permittivity, εr = 2.17, is used. The C-shaped unit element has
the outer diameter ` = 8 mm, the strip width t = 0.5 mm, and the gap distance
g = 0.7 mm. The unit element is designed to be resonant at 5.5 GHz.

The parallel plate capacitor in Fig. 5 is used to measure the static polar-
izability of the object. The polarizability is estimated by the changes in the
capacitance (5.6) and the resulting value averaged over 10 measurements with
standard deviation 0.04 cm3, is estimated to γe = 3.65 cm3. This value obtained
from a quasi-static measurement is an upper bound on the total cross section
integrated over the entire spectrum on the left hand side of the sum rule in (3.4).

In order to investigate the dynamic properties of this sample, the forward
scattering, Pb in (5.5), of this object is measured inside the parallel plate waveg-
uide over the frequency range [2 − 20] GHz with 1601 frequency points. Solid
lines in Fig. 6 show the measured values averaged over 10 measurements to re-
duce the noise level, whereas the error level is illustrated with bars. Averaging
has the advantage of reducing the unwanted measurement errors especially at
low frequencies, which have the highest impact on determining the low frequency
limit on the right hand side of the sum rule (3.4). Except for the frequencies
below 3 GHz, the set-up is considered to be stable over different measurements
and as seen from Fig. 6 the experimental errors are small. The real part of the
forward scattering denotes the object’s total (or extinction) cross section, σtot.
As is shown in the figure, the total cross section is very large compared to the size
of the object at the resonance frequency (σtot/b ≈ 15 cm) and smaller at lower
and higher frequencies. The total cross section per unit length of a perfectly con-
ducting cylinder with the same diameter as this object is 12.5 cm. This shows the
blocking effect of the split ring resonators at the resonance frequency. Using the
measured values of σtot, the integral on the left hand side of the sum rule (3.4)
is estimated to 2.75 cm3. This value is a lower bound on the polarizability since
the integration on the left hand side of (3.4) is over a finite range of frequencies
instead of the entire spectrum.

Convex optimization in (5.5) is used to compute an all-spectrum representa-
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tion of the measured values by identifying the passive system and estimating an
optimal lower bound on the polarizability according to Section 4. The dashed
curves in Fig. 6 show the real and the imaginary part of the forward scattering
predicted by the convex optimization problem. The number of triangles in (4.5)
is set to N = 996. Since the imaginary part approaches f = 0 Hz linearly, it can
be used to estimate the low frequency limit in (3.2) accurately. The best fitting
to the forward scattering that has the passivity constraint is achieved by the first
constraint in the optimization problem (5.5). The passivity constraint reduces
the fluctuations at frequencies where Re P < 0, however, to add an effective
filtering over the entire bandwidth the sum rule constraint with an upper bound
γu is added.

The right and the left hand sides of (3.4) are estimated using the parallel
plate capacitor to γe = 3.65 cm3 and the parallel plate waveguide to 2.75 cm3,
respectively. The region shown as measurement region in Fig. 7 is used as a
subset of the possible polarizabilities. In Fig. 7 the γu is swept over a wider
range of possible solutions. When minimizing the norm in (5.5) over the range
of γu (Pareto Search method [19]), the minimum least square in (4.10) becomes
constant when the second constraint in (5.5) involving the upper bound on sum
rule is inactive.

By increasing the γu the value of the low frequency asymptotic (3.2) as well
as the integral (3.4) of the optimal solution remains constant (3.52 cm3 in this
case) which is determined only by the passivity constraint. Decreasing the γu has
an advantage of filtering the spurious resonances but at the same time losing the
fitting to the measured values. The transition region in Fig. 7 is the best interval
to choose the γu. In this case γu is chosen to be 3.4 cm3 to reduce the noise and
at the same time achieve the best fitting for Pb. The input to the optimization
problem is in the frequency rage of the measurements, i.e., [2, 20] GHz while the
modeling interval extends to f ≈ [0, 21] GHz. The optimization has the advantage
of neglecting negative parts as σtot cannot be less than zero.

Using the optimization solution, the value of the linear slope of the curve is
estimated to P(jk)/jk = 3.4 cm3 as k → 0 which is in good agreement with the
polarizability found from the capacitor 3.65 cm3. Since the measured capacitance
in the capacitor is in the order of picofarads, the difference can stem from small
errors in the measurement set-up. The value of the integral (3.4) from 0 to
20 GHz is 2.87 cm3 which gives 84% of the optimal lower bound (γolb

e = 3.4 cm3).
The optimal lower bound corresponds to the lowest possible polarizability that is
found from measurements. The actual value of the polarizability can be greater
than this lower bound. It should be noted that more examples of the forward
scattering sum rule for bounded and double resonance structures are discussed
in [27].
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Figure 6: Average of the 10 measurements (solid curves) and the optimal solution
(dashed curves) for the forward scattering for an array of circular split rings. Maximum
and minimum values over the 10 measurements are illustrated by the bars.
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constraint over the range γu = [2, 4] cm3. The smallest range for search has to be in a
region that is obtained from measurements in the quasi-static (right hand side of sum
rule) as well as the waveguide measurement (left hand side of sum rule).
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6.2 Planar periodic structure

In order to show the optical theorem for periodic structures discussed in 2.1,
we consider a planar periodic structure consisting of 42 in-house fabricated split
ring resonators with 2 cm spacing, that are resonant at f = 9 GHz, attached
to a Styrofoam slab as shown in Fig. 8. Using the parallel plate capacitor, the
static polarizability is measured over 11, 4, and 2 unit cells separately. All the
measured values provide similar results for the polarizability of a unit cell, i.e.,
γe = 0.196 ± 0.001 cm3. The solid lines in Fig. 8 show the measured forward
scattering of the periodic structure using the expression (2.4). The total cross
section has its highest value at the resonance frequency and close to zero over the
rest of the frequency band. This is mainly due to the calibration that removes the
effect of the Styrofoam. The left hand side of the sum rule (3.4), by integrating
the measured σtot, is estimated to 0.111 cm3. This value gives a lower bound on
the static polarizability that predicts the all spectrum dynamic properties of the
object.

In order to improve the estimate of the polarizability the convex optimiza-
tion (5.5) is applied for this object in the same way as in the previous ex-
ample. The dashed lines in Fig. 8 are the optimal solution from the convex
optimization problem. Choosing an appropriate upper bound on the polariz-
ability, i .e., γu = 0.211 cm3, in (5.5), that is found in the same manner as
explained in Section 6.1, the static polarizability per unit cell is estimated to
P(jk)/jk = 0.208 cm3 as k → 0, which is close to the value assigned to the upper
bound of the optimization. The value obtained from the capacitor (0.196 cm3) is
less than the low frequency asymptotic determined by the convex optimization,
however the difference is negligible and can be due to the errors in the waveg-
uide measurement. The left hand side of the sum rule (3.4), by integrating the
optimal solution for the forward scattering, is estimated to 0.158 cm3. This value
is 75% of the optimal lower bound on polarizability, γolb

e = 0.211 cm3. The left
hand side of (3.4) gives a higher value for the modeled data which is due to
the fact that the negative parts of the spurious resonances are ignored by the
optimal solution, and in addition to this, the integration is over a wider range
of values. The agreement between the measurements and the optimal solution
is not as good as the lower frequencies. The reason can be first, the existence
of the higher order modes and second, the plane wave approximations lose va-
lidity, i.e., the incident field excites the currents on the unit cells with a phase
difference which is more significant at higher frequencies. However, the forward
scattering in (3.4) is weighted by the frequency square and the inaccuracies at
higher frequencies are reduced significantly in the integration.
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Figure 8: Measured values (solid curves) and the optimal solution (dashed curves) for
the forward scattering of an in-house fabricated planar periodic structure of split ring
resonators with 20 mm spacing between each two elements.

7 Conclusions

In this paper, a sum rule for parallel plate waveguides is investigated. We have
demonstrated that the total interaction between the electromagnetic field and a
scatterer, integrated over all frequencies, is bounded by the static polarizability
of the object. We show that the optical theorem inside the waveguide is solely
related to the zeroth order propagating mode and therefore the problem can be
treated as a 2D scattering problem. A parallel plate capacitor has been used to
find the static polarizability and a parallel plate waveguide to determine the total
cross section and estimate a lower bound on the polarizability of various resonant
scattering objects. The accuracy of the measurements is improved by applying
a convex optimization problem to identify the passive system. The optimization
solution gives an entire spectrum representation of the forward scattering as well
as an optimal lower bound on the static polarizability. The left hand side of
the sum rule from dynamic measurements is on the average about 80% of the
polarizability in the right hand side measured in the parallel plate capacitor.
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Abstract

Based on energy conservation, an optical theorem is constructed for a
slab having an arbitrary periodic microstructure in a plane. A sum rule for
low pass structures is derived using analytic properties of Herglotz func-
tions based on causality and passivity. The sum rule relates the extinction
cross section to the static polarizability per unit cell, and quantifies the
interaction between the slab and electromagnetic fields possible over all
wavelengths. The results are illustrated with several numerical and exper-
imental examples.

1 Introduction

The optical theorem relates the forward scattering from an object to the ex-
tinction (or total) cross section [22]. It was first discussed more than a century
ago by Rayleigh [36] and later extended to quantum mechanics, acoustics, and
elastodynamics. There are also formulations of the optical theorem for inho-
mogeneous backgrounds [19, 20], waveguides [24], corrugated surfaces [39], and
in the time domain [16]. The corresponding forward scattering sum rule shows
that the extinction cross section integrated over all wavelengths is proportional
to the polarizability of the object. It was introduced for dielectric spheroids by
Purcell [27] and generalized to arbitrary objects in [6, 34].

The forward scattering sum rule shows that the all-spectrum interaction be-
tween the electromagnetic field and an object is proportional to the (static) po-
larizability of the object. This identity is useful since the solution of a relatively
simple static problem provides physical insight in the dynamic scattering over
a bandwidth. It also gives physical limitations on the extinction cross section
bandwidth product expressed in the polarizability of the object. The sum rule
has recently been used to derive an antenna identity and several physical bounds
on antennas [7–9, 33]. It has also been used to show bounds on metamaterial
scatterers [35] and extraordinary transmission [10].

In this paper, the optical theorem and the forward scattering sum rule are
generalized to periodic structures. This version of the optical theorem shows
that the extincted power from an incident plane wave is proportional to Imh(k),
where h(k) = i2(1−T (k))A is a Herglotz function [1], A denotes the cross section
area of the unit cell and T the co-polarized part of the lowest order transmission
coefficient. The low-frequency asymptotic expansion of h(k) is used to derive
the forward scattering sum rule according to the general procedure in [1]. The
derivation is solely based on the assumptions that the periodic structure does not
support global currents in the low-frequency limit and that the micro structure
is made of linear, passive, and time-translational invariant materials.

Moreover, we show that the forward scattering sum rule for isolated objects
is retrieved by extending the unit cell length to infinity. An intermediate forward
scattering sum rule for two dimensional objects and objects that are periodic in
one dimension by letting the unit cell increase in one direction is also derived. The
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Figure 1: Illustration of a screen with a periodic microstructure. The incident, re-

flected, and transmitted electric fields are denoted by E(i), E(r), and E(t), respectively.
The lattice lengths in the xy-plane are denoted by `x and `y, and d is the thickness of
the supporting dielectric substrate. The entire structure is assumed to be in the half
space z 6 0.

theoretical results are illustrated by numerical simulations and measurements for
the scattering of a periodic sheet of split ring resonators (SRR) in free space and
for a cylinder of SRRs in a parallel plate waveguide.

The new sum rule is instrumental in the understanding of interaction between
electromagnetic field and periodic structures with applications for frequency se-
lective surfaces [21], electromagnetic band gap structures [40], and metamateri-
als [3,32]. It also provides new insight about the forward scattering sum rule for
finite scatterers [6, 34] and its associated antenna identity [8, 9].

This paper is organized as follows. The optical theorem for periodic struc-
tures is presented in Sec. 2. A Herglotz function and its high and low-frequency
asymptotic expansions are presented in Sec. 3. The forward scattering sum rule is
derived in Sec. 4. In Sec. 5, we present numerical and experimental verifications
of the sum rule. The paper is concluded in Sec. 6.

2 Optical theorem for periodic structures

We consider a planar periodic structure in otherwise free space. The material
and microstructure are modeled with arbitrary linear and temporally dispersive
constitutive relations, restricted to causal and passive dispersion models such as,
e.g., the Debye, Lorentz, and Drude models [14]. The array is also assumed to
not support currents in the low-frequency limit and be sufficiently large to be
modeled as an infinite array [12]. This is, e.g., the case for arrays with disjoint
metallic inclusions printed on a bulk material with negligible static conductivity.

The array lattice is described by two basis vectors `xx̂ and `yŷ, and the entire
heterogeneous structure is contained in the interval −d 6 z 6 0, with a unit cell
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lying in the xy-plane, see Fig. 1. Consider a time harmonic linearly polarized
plane wave impinging at normal incidence on the array, i.e., E(i)(r) = E0eikz,
where E0 = E0ê, ê is a real valued unit vector along the polarization direction
of the incident field, r = xx̂+ yŷ+ zẑ = ρ+ zẑ is the position vector, k denotes
the wavenumber, and time convention e−iωt is used.

A spectral decomposition of the transmitted field, E(t), in Floquet modes is
used outside the array

E(t)(k; r) =

∞∑
m=−∞

∞∑
n=−∞

E(t)
mn(k)eikmn·ρeikz,mnz, (2.1)

for z > 0, where kmn = m2π/`xx̂ + n2π/`yŷ, and kz,mn =
√
k2 − |kmn|2 is

the wavenumber in the z direction for the mn mode. For m or n large enough,
kz,mn is an imaginary number indicating an evanescent wave. The expansion
coefficients are expressed in the electric field behind the structure as

E(t)
mn(k) =

1

`x`y

`y/2∫
−`y/2

`x/2∫
−`x/2

E(t)(k;x, y, 0)e−ikmn·ρ dxdy. (2.2)

The reflected field, E(r)(k; r), is similarly expanded in the region z 6 −d. The
expansion coefficients of the transmitted and reflected fields are related to the
incident field via the linear mappings E(t)

mn = Tmn · E0 and E(r)
mn = Rmn · E0.

It is only a finite number of modes that propagate for a fixed frequency, and,
specifically, it is only the zeroth order modes (m = n = 0) that propagate for
frequencies below the first grating lobe [21], i.e., f < c0/max{`x, `y}. In the
following we use the short-hand notation T = ê · T00 · ê for the co-polarized
transmission coefficient T .

We use energy conservation to show an optical theorem for periodic structures,
see also [24]. The incident power per unit cell is Pi = A|E0|2/(2η0), where
A = `x`y is the cross section area of the unit cell. The reflected power, Pr,
can be written as a square sum of the expansion coefficients. The corresponding
transmitted power, Pt = |T |2Pi +Pt1, is decomposed into the contributions from
the co-polarized part of the lowest order mode, |T |2Pi, and from the remaining
modes, Pt1. The absorbed power, Pa, is the difference between the incident and
the sum of the reflected and transmitted powers, i.e.,

Pa = Pi − Pr − Pt = Pi − Pr − |T |2Pi − Pt1. (2.3)

The scattered power, Ps, is the sum of the reflected power, Pr, and the power
in the scattered part of the transmitted field. This scattered power consists of
the power in the co-polarized forward scattered field, i.e. the difference between
the total field and the incident field, |1 − T |2Pi, and transmitted power in the
remaining modes, Pt1, i.e.,

Ps = Pr + |1− T |2Pi + Pt1. (2.4)
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The extincted power is finally the sum of the absorbed and scattered powers

Pext = Pa + Ps = Pi − Pr − |T |2Pi − Pt1 + Pr + |1− T |2Pi + Pt1

= 2 Re{1− T}Pi (2.5)

that after normalization with the incident power flux, |E0|2/(2η0), gives the ex-
tinction cross section

σext = σa + σs = 2 Re{1− T}A. (2.6)

This is the optical theorem for the periodic structure. The derivation is based only
on energy conservation and the use of a power orthogonal mode decomposition
outside the structure, where one mode is singled out and considered fundamental.
This calls for two remarks: 1) Since nothing in the derivation changes if we choose
an arbitrary Floquet mode Emn instead of E00, the optical theorem (2.6) is valid
for any Floquet mode. 2) The optical theorem is valid for any structure where a
similar mode decomposition can be made, for instance in a waveguiding system.

3 Low- and high-frequency expansions

We use causality and passivity of T (k) to define a Herglotz function that is used
to construct sum rules. The transmission coefficient T (k) is holomorphic in k for
Im k > 0 due to causality, and bounded in magnitude by unity due to passivity,
i.e., |T | 6 1. The logarithm [4, 12, 28], the Cayley transform [5] and many other
combinations of T can be used to construct Herglotz functions [1, 11]. Here, we
follow the extinction cross section (2.6) and use

h(k) = i2
(
1− T (k)

)
A (3.1)

This is a Herglotz function [1,25], i.e., h(k) is holomorphic and Im{h(k)} > 0 for
Im k > 0.

It is illustrative to use the mode expansion (2.1) and (2.2) in the free space z >
0 and express h(k) in the electromagnetic fields. The expansion coefficients (2.2)
simplify for the transmission coefficient, which is given by the average of the
electric field behind the structure. This gives the explicit expression

h(k) = i2

(
1− ê ·E

(t)
00 (k)

E0

)
`x`y =

−2i

E0

∫ `y/2

−`y/2

∫ `x/2

−`x/2
ê ·E(s)(k;x, y, 0) dxdy

=
−i

E0

∫ `y/2

−`y/2

∫ `x/2

−`x/2
ê ·E(s)(k;x, y, 0) + η0(ẑ × ê) ·H(s)(k;x, y, 0) dxdy, (3.2)

where the scattered field E(s) = E(t) −E(i) is used. The last line is obtained by
using the fact that the zeroth order modes are plane waves propagating in the
positive z direction, and all higher modes integrate to zero.
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For a low-pass structure, the low-frequency asymptote of T is obtained from
the Maxwell equations by an expansion of the fields in powers of k as discussed
in [12,17,30], i.e.,

h(k) ∼ kγ = k
(
ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê)

)
(3.3)

as k → 0. The electric and magnetic static polarizabilities γe and γm provide
the induced electric and magnetic dipole moments per unit cell, p = ε0γe ·E and
m = γm ·H, when the structure is subjected to constant electric and magnetic
fields E and H, respectively. More precisely, γe is defined as [34,35]

ê · γe · ê =
1

E0

∫
Ω×[−d,0]

ê · (ε(0; r)/ε0 − I) ·E(0; r) dV, (3.4)

where the zero-frequency field E(0; r) has the prescribed mean value ê and sat-
isfies the electrostatic equations

∇×E(0; r) = 0, ∇ ·
(
ε(0; r) ·E(0; r)

)
= 0, (3.5)

in the unit cell Ω×R, with periodic boundary conditions in the xy-plane. Here,
ε(0; r) is the static permittivity dyadic (which is real-valued, symmetric, and
positive-definite), and ε0 is the free space permittivity. This system of partial
differential equations can be solved using the Finite Element Method, typically
by representing the electric field with a scalar potential as E(0; r) = êE0−∇ϕ(r)
and solving the elliptic equation ∇·[ε·(êE0−∇ϕ)] = 0, where the scalar potential
ϕ is periodic in the plane and decays to zero as z → ±∞ if ê is in the plane. The
elliptic nature of the problem means this numerical solution provides an upper
bound to the polarizability; solving the problem with a vector potential instead
provides a lower bound [31]. Integral equation solvers such as the method of
moments (MoM) are sometimes preferred, particularly due to their efficiency in
model problems involving only metal structures and no materials.

The static problem (3.5) possesses some variational properties, which can be
used to show that the polarizability dyadic is monotone in ε in the respect that
if ε is increased anywhere in Ω× [−d, 0], then the quadratic form ê ·γe · ê (simply
referred to as the polarizability throughout this paper) does not decrease [15,31].
The magnetic polarizability dyadic, γm, is defined analogously, by substituting
(E, ε)→ (H,µ).

The high-frequency asymptotic is h(k) = O(1) as k→̂∞, where →̂ denotes
limits taken inside the upper half complex plane. This follows from passivity
|T (k)| 6 1 and hence |h(k)| 6 4A for all k.

4 Forward scattering sum rules

Sum rules are equations stating that the sum or integral of a certain quantity
has a given value. In particular, a large variety of sum rules can be derived for
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Herglotz functions [1], where typically the integrand is the imaginary part of the
Herglotz function weighted by some function of frequency k, and the integral is
related to the low- and high frequency expansions of the function. In the present
case where the Herglotz function is given by the extinction cross section (3.1),
the asymptotic expansions are

h(k) ∼
{
kγ as k→̂0

O(1) as k→̂∞ (4.1)

and the relevant sum rule is [1]

2

π

∫ ∞
0

σext(k; k̂, ê)

k2
dk = ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê), (4.2)

where σext = Imh is used. It is convenient to rewrite the sum rule in the wave-
length variable, λ = 2π/k, that transforms (4.2) into

1

π2

∫ ∞
0

σext(λ; k̂, ê) dλ = ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê), (4.3)

where the symbol σext(k; k̂, ê) is reused as the extinction cross section as a func-
tion of the wavelength. We observe that (4.2) is identical to the forward scat-
tering sum rule with σext being the extinction cross section for an object in free
space [6,34]. The identity (4.3) is bounded to derive a physical limitation on the
product between the bandwidth and extinction cross section

λ2 − λ1

π2
min

λ∈[λ1,λ2]
σext(λ) 6 ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê). (4.4)

The sum rule is valid for arbitrary periodic structures that do not support
currents in the static limit and is composed by linear and passive materials. In
the following, we show that the forward scattering sum rule [6, 34] for isolated
objects is obtained by extending the unit cell in two directions, i.e., by letting
`x = `y → ∞, see Fig. 2c. We also obtain an intermediate sum rule for two-
dimensional objects and for objects that are periodic in one direction, see Fig. 2b.

As `x = `y = `→∞, the low-frequency limit is obtained by replacing Ω with
R2 in (3.4) and (3.5) and observing that the potential ϕ(r) vanish as |r| → ∞.
The decay of the potential follows from the expression of the potential as a sum
over the induced dipole moments, i.e.,

ϕ(r) =

∞∑
m=−∞

∞∑
n=−∞

r − rmn
4π|r − rmn|3

· γe ·E0 (4.5)

where rmn = m`xx̂+ n`yŷ + ζẑ. Note, that the monopole term vanishes as the
objects are uncharged. The sum is convergent for r 6= rmn and it shows that
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)c)b)a

`y

`x`x

Figure 2: Scattering geometries. a) periodic in two directions. b) periodic in one
direction. c) single object.

the potential between the objects decay, e.g., for r = r11/2, to zero as ` → ∞.
The polarizability dyadic γe approximates hence the free space polarizability
dyadic [17,34] as `→∞.

The entire periodic structure contributes to the scattered field for a finite
unit cell. However, the contributions from the neighboring objects decrease as
`→∞. The integral representation (3.2) is used to express h in the fields behind
the structure as

h(k)→ h3(k) =
−i

E0

∫
R2

ê ·E(s)(k;x, y, 0)+η0(ẑ× ê) ·H(s)(k;x, y, 0) dxdy (4.6)

in the limit ` → ∞. The right-hand side of (4.6) is recognized as the sur-
face integral representation of the electromagnetic field expressing the far field
in the scattered field on the surface z = 0, i.e., h3(k) = 4π limz→∞ ze−ikzê ·
E(s)(k, zẑ)/(kE0), see [6]. This shows that Imh3(k) = σext(k), where σext de-
notes the extinction cross section for an object in free space. This forward scat-
tering sum rule has been extensively verified [6,34,35] and is useful in the analysis
of small antennas [8, 9].

The case with `y → ∞ corresponds to a situation with periodicity in the
x-direction, see Fig. 2b. This scattering configuration is found in scattering
of elongated objects that can be approximated by two dimensional scattering.
Following the analysis above, we let `y →∞ in (3.2), to get the Herglotz function

h(k) = i2`x`y
(
1− T (k)

)
→ h2(k)`x

=
−i

E0

∫
R

∫ `x/2

−`x/2
ê ·E(s)(k;x, y, 0) + η0(ẑ × ê) ·H(s)(k;x, y, 0) dx dy (4.7)

After dividing with `x, we recognize the first term in the right-hand side of (4.7)
as the mean electric field on the line described by z = 0 and −∞ < y < ∞,
and correspondingly for the magnetic field. The right hand side is then seen to
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Figure 3: Simulated values for the absorption σa, scattering σs, and extinction σext

cross sections of dielectric slabs with the Lorentz models εr(k) = 1+1/(1−i0.1k−0.2k2)
and εr(k) = 2 + 1/(1− i0.1k − 0.2k2) in a) and b), respectively.

be the line integral representation of the electromagnetic field expressing the 2D
far field in the scattered field at z = 0, i.e., h2(k) = limz→∞(i8πkz)1/2e−ikzê ·
E(s)(k, zẑ)/(kE0), see [2, p. 6] and [29, p. 207]. This shows that Imh2(k) =
σext,2D(k), where σext,2D denotes the extinction cross section per unit length of
an infinite cylindrical object.

5 Examples

We demonstrate the sum rule (4.3) in four applications: transmission through
dielectric slabs, arrays of lossy split ring resonators, perfectly conducting split
ring resonators on a dielectric substrate, and a resonant cylinder structure.

5.1 Dielectric slabs

The transmission and reflection coefficients of a homogeneous isotropic slab with
thickness d are

T =
(1− r2

0)ei(n−1)kd

1− r2
0e2inkd

and R = r0
1− e2inkd

1− r2
0e2inkd

, (5.1)

respectively, where n =
√
εrµr is the refractive index, r0 = (1− ηr)/(1 + ηr), and

ηr =
√
µr/εr is the relative impedance. The generalized scattering, absorption,

and extinction cross sections are σs = A(|R|2 + |1−T |2), σa = A(1−|R|2−|T |2),
and σext = 2ARe{1− T}, respectively, see also the optical theorem (2.6).

Consider a dielectric slab with thickness d = 1 and the permittivity modeled
by the Lorentz model εr(k) = ε∞ + (εs − ε∞)/(1 − 0.1ik − 0.2k2), where d and
k are dimensionless quantities. The absorption, scattering, and extinction cross
sections are depicted in Fig. 3 for {ε∞ = 1, εs = 2} and {ε∞ = 2, εs = 3}. The
left hand sides of the sum rule (4.3) are determined numerically to A and 2A.
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Figure 4: Measured values (solid curves) and simulated values (dashed curves) of
extinction cross sections for two different configurations of layered slabs. The length
d = 26.82 mm is chosen as the total length of configuration 2, i.e., where the two
dielectric slabs are separated by air. The theoretical curves are computed using lossless
slabs with ε1r = 2.1 and ε2r = 2.7.

This agrees with the polarizability (εs − 1)dA and confirms the sum rule (4.3).
Note the oscillations at low λ/d for the case {ε∞ = 2, εs = 3}, corresponding to
the positive insertion delay with respect to the background in the high-frequency
limit for this case.

An experimental demonstration is obtained as follows. Transmission is mea-
sured from 20 MHz to 20 GHz using an Agilent E8363B network analyzer and a
coaxial fixture with length 50.81 mm, and inner and outer diameters of 3.05 mm
and 6.97 mm, respectively. Two material samples filling the cross section are
used, having lengths d1 = 9.11 mm and d2 = 8.94 mm, and relative permittivities
ε1r ≈ 2.1 + 0.01i and ε2r ≈ 2.7 + 0.02i almost constant throughout the band,
respectively. The transmission coefficient T is calculated as the insertion loss
S21 for the fixture with a sample present normalized by the insertion loss for the

empty fixture, T = S
(sample)
21 /S

(empty)
21 .

Two different configurations are investigated: 1) with the two dielectric sam-
ples adjacent to each other, and 2) separated by a distance of 8.77 mm. These
two configurations are chosen since they have the same static polarizability per
unit area, γ/A = (ε1r − 1)d1 + (ε2r − 1)d2, but different frequency dependence
due to their different geometric structure. The polarizability for each case is cal-
culated from measurement data by determining the effective permittivity for the
two configurations using the Nicolson-Ross-Weir algorithm [23, 38] at 20 MHz,
and using γ = (Re(εeff)− 1)Ad.

The resulting extinction cross sections are depicted in Figure 4, where the
measured polarizabilities are γ1 = 3.14 cm3 and γ2 = 3.13 cm3 for the two con-
figurations, respectively. The left hand side of (4.3) is estimated to 2.98 cm3 and
2.94 cm3 respectively for two cases, which shows that the right hand side and the
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Figure 5: Simulated values for the absorption σa, scattering σs, and extinction σext

cross sections of an array of 1 Ω split ring resonators on a dielectric slab with εr = 2
using CST.

left hand side of (4.3) are essentially the same for the two cases.

5.2 Array of lossy split ring resonators

Consider a quadratic split ring resonator (SRR) with unit cell length ` = 2.5 mm.
The design of the microstructure is similar to the split ring resonators discussed
in [32]. The line width and distances in the SRR are `/10, see also [12] and
Sec. 5.3. The SRRs are modeled as a resistive sheet having sheet resistance
Rs = 1/(ςd0) = 1 Ω, where ς and d0 denote the bulk conductivity and thickness
of the SRR [37]. The supporting dielectric structure is d = 0.3 mm thick and has
the relative permittivity εr = 2.

The transmission and reflection coefficients are simulated using CST Mi-
crowave Studio for 0.1 GHz 6 f 6 200 GHz. The absorption, σa, and scattering,
σs, cross sections are determined from the transmission and reflection coefficients
in analogy with (2.3) and (2.4), see Fig. 5. The extinction cross section is deter-
mined both as the sum σext = σa + σs and from the optical theorem (2.6), see
Fig. 5.

The integrated extinction (4.3) is determined to 1.6`3, which is close to the
low-frequency limit σext(k)/k ≈ 1.7`3 for k ≈ 0 and the polarizability γ ≈ 1.7`3

as determined using Comsol multiphysics, see also [12].

5.3 Array of split ring resonators on a FR4 substrate

A finite periodic array of split ring resonators composed of 240×240 split ring res-
onators etched in 18µm thick copper and supported by a 0.6×0.6 m2 and 0.3 mm
thick dielectric substrate is used, see Fig. 6b. The experimental setup consists of
a pair of wideband ridged horn antennas facing each other at a distance of 0.70 m
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ê

2.50 mm

2.22 mm

1.74 mm

0.27mm

0.75mm

1.20 mm

Copper

Copper

Dielectric substrate

b)a)

Figure 6: a) Measured values (solid curves) and simulated values (dashed curves)
for the forward scattering of an array of split ring resonators on a FR4 substrate. b)
Geometry of the split ring resonators on a 0.3mm thick FR4 substrate with εr = 4.35.

with the sample placed at the midpoint, see also [12]. The sample measurement
is divided into two frequency intervals motivated by the necessity to use two dif-
ferent antenna pairs for the frequency bands [1, 22] GHz and [16, 40] GHz. The
sample measurement is normalized with a free space measurement and the re-
sulting transmission coefficient is gated with a 2.3 ns window in the time domain.
The size of the window is chosen to minimize the influence of the background,
and it reduces the useful frequency range to [2.5, 38] GHz.

The transmission coefficient is also determined numerically using the finite
element solver in CST Microwave Studio for the horizontal and vertical polariza-
tions. Since the sheet resistance of the copper layer is very low, Rs = 1/(ςd) ≈
1 mΩ, the copper is modeled as an infinitely thin perfect electric conductor, and
the dielectric substrate is modeled with an isotropic temporally dispersive rela-
tive permittivity decreasing from 4.45 at 0.1 GHz to 4.30 at 10 GHz. The overall
loss factor is 0.02 according to the technical data sheet from the manufacturer.
Fig. 6a depicts the real and imaginary parts of h = i2A(1 − T ), and the results
from numerical simulations are in good agreement with the measured values.

The polarizability per unit area, ê · γe · ê/A, is estimated by solving (3.4)
and (3.5) using the finite element solver from Comsol Multiphysics, where the
static relative permittivity εr = 4.35 is used. The result is ê · γe · ê/A = 7.2 mm
and ê·γe·ê/A = 7.1 mm for the horizontal and vertical polarizations, respectively,
see [12]. By numerically integrating the curves in Fig. 6, this integral is estimated
to 6.3 mm and 6.0 mm for the horizontal and vertical polarizations, respectively.
These values are comparable with the right-hand side of (4.3) normalized by the
cross section area of the unit cell. From (4.3) the slope of the real part at low
frequencies is the static polarizability.
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Figure 7: Measured values (solid curves) and simulated values (dashed curves) for the
forward scattering of a resonant structure on an ARLON CLTE-XT substrate supported
by an expanded polystyrene cylinder.

5.4 Resonant cylinder structure in a parallel plate waveg-
uide

The forward scattering is determined for a set of SRRs on a cylindrical struc-
ture in a parallel plate waveguide [18]. The cylindrical structure is constructed
by rolling up a 21.3 × 63.9 mm2 and 0.51 mm thick Arlon CLTE-XT sheet with
4× 12 split ring resonators around an expanded polystyrene cylinder. The SRRs
are etched in 18µm thick copper as in Fig. 6b, but here with a unit cell length of
` = 5.32 mm (the line width and distances are `/10) giving a resonance frequency
around f = 5 GHz. The outer radius of the cylinder is 10.2 mm. The experimen-
tal setup consists of a pair of TEM horn antennas facing each other at a distance
0.98 m with the sample placed in the center of the waveguide [18]. The sample
measurement is normalized with a free space measurement [18]. The fluctuations
at low frequencies in Fig. 7 are due to noise and interferences introduced in the
measurement setup [18]. It is also noted that the setup is too small to use the
time gating as used in the free space measurements in Fig. 6.

The forward scattered field is also determined numerically using the finite
element solver in CST Microwave Studio as in Sec. 5.3 with the Arlon substrate
modeled by the relative permittivity εr = 2.94 and loss tangent 0.0025. The
boundary conditions are modeled with periodic boundaries at the top and bottom
of the cylinder and open boundaries for the other directions. It is observed that
the numerical results resemble the measured values, see Fig. 7. The right hand
side of (4.3) from simulations is calculated to 17.8 cm3 which is the slope of the
real part of the h function at low frequencies and the left hand side is estimated to
13 cm3 over the frequency range f = [1− 10] GHz. The measurement is noisy at
low frequencies and not reliable to calculate the integral value in (4.3). Therefore
the left hand side of sum rule is integrated from 2 GHz to 20 GHz and this value is
estimated to 13.8 cm3. The measured values follow the simulated values and the
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Figure 8: Extinction cross section for one dimensional repetitions of square PEC
patches with side lengths ` and inter-element distances n` for n = 2, 5, 10, 20. The
incident field is E(i) = E0êeikz with λ = 2π/k. a) polarization ê = x̂. b) polarization
ê = ŷ.

areas under the σext = Imh curves are almost the same. The difference between
the resonance frequencies is probably due to errors in the material modeling.

5.5 Periodicity in one direction

The one-dimensional periodic case in Fig. 2b and its corresponding sum rule
is illustrated with the scattering of square PEC patches. The square patches
have side lengths ` and are repeated periodically in the x̂-direction with inter-
element distances `x = n`, for n = 2, 5, 10, 20. An in house method of moments
(MoM) code is used to compute the forward scattering (4.7) for the incident wave

E(i)(r) = êE0eikz, see also App. A. The resulting extinction cross sections for
the polarizations ê = x̂ and ê = ŷ are depicted in Fig. 8. The extinction cross
sections σext,n for the periodic structures (n = 2, 5, 10, 20) are compared with the
extinction cross section for a single square patch (n =∞).

The curves for n = 10, 20,∞ are indistinguishable for the copolarized case,
ê = x̂, depicted in Fig. 8a illustrating that σext,n approaches σext,∞ fast as n
increases. This fast convergence follows from the weak mutual coupling due to the
null of the scattering pattern from the patches in the ê = x̂-direction. It is also
observed that σext ≈ 2`2 for short wavelength in agreement with the extinction
paradox [26].

The convergence is much slower for the cross polarized case ê = ŷ as depicted
in Fig. 8b, where interference patterns are seen for inter-element distances equal
to an integer number of wavelengths, i.e., n` = mλ, m = 1, 2, .... This is similar
to Wood’s anomaly [13] and can be explained by the logarithmic singularity in the
one dimensional periodic Green’s function, see App. A. However, the influence
of the singularities decay with the inter-element distance, `x = n`, due to the
division with `x in (A.2) and therefore σext,n approaches σext,∞ as n→∞.

The sum rule (4.3) is verified using MoM calculations for the electric polar-
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izability dyadic giving γe ≈ (1.08x̂x̂ + 1.00ŷŷ)`3 for n = 2, γe ≈ (1.03x̂x̂ +
1.02ŷŷ)`3 for n = 5, and γe ≈ (1.03x̂x̂ + 1.03ŷŷ)`3 for n = 10, 20. There is no
contribution from the magnetic polarizability dyadic in the ẑ direction. Numer-
ical integrations of the left-hand side of the sum rule (4.3) over the finite range
λ/` ∈ [0.2, 30] give approximately 97% of the corresponding right-hand side.

6 Conclusions

We have presented an optical theorem for an arbitrary structure being periodic in
a plane, which relates the extinction cross section per unit cell to the co-polarized
transmission coefficient. For low pass structures this is used to derive a sum rule,
which restricts the integral of the extinction cross section over all wavelengths by
the static polarizability per unit cell. Sum rules for scatterers bounded in three
and two dimensions (cylinders) are obtained as limits when the unit cell is taken
to be very large in both or one directions, respectively. The theoretical results
are shown to be in good agreement with numerical and experimental tests.
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Appendix A One dimensional periodic Green’s
functions

The free-space Green’s function is G = eikR/(4πR), where R denotes the distance
between the source and observation point. Consider a one-dimensional periodic
array in the x̂-direction with inter-element distance `x. Here, we sum over all
distances Rn = ((x − x′ − n`x)2 + (y − y′)2 + (z − z′)2)1/2 for integers n. The
distance is asymptotically Rn ∼ |x− x′ − n`x| and R−1

n ∼ 1/(|n|`x) as |n| → ∞.
Use that

∞∑
n=1

eik(n`x+x′−x)

n`x
= −e−ik(x−x′)

`x
ln(1− eik`x) (A.1)

to rewrite the periodic Green’s function as

G =
eikR0

4πR0
−2

cos (k(x− x′))
4π`x

ln(1−eik`x)+
∑
n 6=0

(
eikRn

4πRn
− eik|x−x′−n`x|

4π|n|`x

)
, (A.2)

where the logarithmic singularities for k`x = m2π or equivalently `x = mλ,
m = 1, 2, .. are observed.
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