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1. INTRODUCTION

System identification techniques are applied to determine the linear
steering dynamics of the Sea Splendour from full-scale experiments.

The identification program LISPID (see Kallstrom, Essebo and Astrom

(1976)) is used to analyse the experiments. The output error method

and the maximum likelihood method are applied.

The Sea Splendour is an oil tanker of 255 000 tdw built for the
Salén Shipping Companies in Stockholm by Kockums Shipyard in Malmo.
Two experiments performed in ballast condition are analysed.



2. EXPERIMENTS

The Sea Splendour is a single-screw turbine tanker of 255 000 tdw
with a half-spade rudder. The maximum power at 85 rpm is 32 000 shp
and the trial speed at full draught is 15.7 knots. The Tength be-
tween perpendiculars L is 329.2 m, the breadth is 51.8 m, and the
mean draught is 20.1 m when the ship is fully loaded. The dis-
placement at full draught is 285 000 m3.

The two experiments were performed in ballast condition with a
displacement of 163 700 m°
10.0 m and 13.0 m, respectively.

. The draught at bow and stern was

The first experiment was performed on the 4th of June, 1972, north
of Stavanger, Norway, The wind was blowing on starboard with a
speed of about 10 m/s (fresh breeze). The ship speed V was
approximately 15.9 knots and the propeller rate of revo-

Jution was about 80 rpm. The experiment lasted for about 50 min.

In the middle of the experiment the course was changed by 20°. The
rudder input was originally chosen as a PRBS signal, but it was
necessary to make many manual changes to avoid large deviations
from the desired course. The sampling interval was 30 s. At every
sample instant the process computer measured rudder servo position,
rudder deflection, fore and aft sway velocities, yaw rate, course,
forward speed, number of propeller revolutions, power, and printed
them on a typewriter. The input-output data used for the system
identification are shown in Fig 2.1. The rudder angles are positive
towards port. Seven consecutive readings were missed between 1520 -
1700 s, and the sampling interval was furthermore a few seconds

too long sometimes. The number of recorded samples are 97.

The second experiment was performed on the 10th of June, 1972, west

of Portugal. A wind of about 4 - 5 m/s (gentle breeze) was blowing
from astern. The ship speed V was approximately 16.5 knots and the
propeller rate of revolution was about 80 rpm. The experiment
lasted for about 30 min. The rudder input was generated manually

in an arbitrary manner. The sampling interval was 15 s. Measurements
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Fig 2.1 a - Input-output data obtained from the first experiment.

The input is the rudder deflection Ul [deg] and the
outputs are the fore sway velocity Y1 [knots], the
aft sway velocity Y2 [knots]l, the yaw rate Y3 [deg/s],
and the course Y4 [deg].
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of rudder servo position, rudder deflection, yaw rate, course
and forward speed were recorded at each sample instant. Fig 2.2
shows the input-output data used for the identification. The
rudder angles are positive towards port. Seven consecutive read-
ings were missed between 600 - 690 s, and the sampling inter-
val was furthermore a few seconds too long sometimes. The number
of recorded samples are 122.

The standard measurement equipment of the Sea Splendour was used

for the experiments, which were easy to perform because the ship

had an onboard process computer. The sway velocities of experiment

1 were measured by a doppler sonar equipment, type Ametek Straza

with a resolution of about 0.02 knots. The distance from midship

to the fore doppler loq L] and to the aft doppler log L2 was 154.6 m
and 124.1 m, respectively. Notice that the values of L] and L2 used

in the identifications of Section 3 differ slightly from these values.
The yaw rates and the headings of both experiments were measured by

a rate gyro from AB ATEW, Flen, Sweden, and a Sperry gyro compass,
respectively. The drift rate for the rate gyro given by the manu-
facturer is 3 deg/h (0.0008 deg/s). However, the quality of the rate
gyro signal varies with the sea conditions and the way the gyro is
mounted, and an accuracy of about 0.005 deg/s seems to be realistic.
The resolution of the gyro compass is 1/6 deg. Notice that the doppler
sonar and the rate gyro may have biases. The resolution of the rudder
angles of experiment 1 is 0.6 deg and the resolution of the rudder
servo positions of experiment 2 is 0.1 deg.
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Fig 2.2 - Input-output data obtained from the second experiment.
The input is the rudder servo position Ul [deg], and the
outputs are the yaw rate Y1 [deg/s], and the course Y2 [deg].



3. IDENTIFICATION RESULTS FROM EXPERIMENT 1

The data from the first experiment have partly been analysed before
(see Astrom and Kallstrom (1973), (1976) and Astrom, Kdllstrom,
Norrbin and Bystrom (1975)). A more complete summary of the identi-

fication results from the program LISPID is given in this section.

The identifications are based on the following Tinear model of the
steering dynamics (cf Astrom, Norrbin, K&1lstrom and Bystrom (1974),

and Astrom, Kdllstrom, Norrbin and Bystrdm (1975))

! 2 . -
L L T 1 L
) 8 0 dv -9 =9
VT 22 v o oy b
2
L L 1 L
=, 0 ) 0 dr| =|— 8 =9
v 24 v 7y 8
0 0 1 dy 0 1
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The Wiener process w has the incremental covariance R]dt,

where
] 164l VibrgiTeqgl sin o,
Ry = | V' layg Moqg T sin 6,4 167!
| 0 0

The measurement errors {e(tk)} are assumed to be independent and

gaussian with zero mean and covariance R2, where

8,91 O 0 0
i 18,5, | 0 0
Z2 1o 0 18551 0
0 0 0 16,5,
The initial state is given by
vty 6. /0, |
0 25/ %
r{tg)| = o Oz
| (o) @y 897 |

and the initial covariance matrix of state estimate errors is

r -
18,81 €37 835
P(tg)=Po= | 037 10p9! 633
| 832 833 185p]]

The time delay TD is computed as
Tp = T(1 - |sin 85,])

where T is the sampling interval.



The following variables are introduced in (3.1):

Inputs

8§ - rudder angle [deg]

y - artificial unit step input [-]

States

v - sway velocity at midship [m/s]
r - yaw rate [rad/s]

Y - heading angle [rad]

Outputs

Vq- fore sway velocity [knots]
Vo- aft sway velocity [knots]
r - yaw rate [deg/s]

wm— heading angle [deg]

The model (3.1) is provided with the following fixed parameter

values:

V - ship speed (8.2 m/s)

L - ship Tength (329.2 m)

L]- distance from midship to fore doppler Tog (147.6 m)
LZ— distance from midship to aft doppler log (131.1 m)
Q= conversion factor from degrees to radians (0.01745)

Q" conversion factor from m/s to knots (1.944)

The parameters 61 - 634 can be estimated in LISPID. Notice, however,
that it is possible to estimate only a subset of the 34 parameters
and to give the other parameters arbitrary fixed values. It is con-

cluded from (3.1) that 61 - are normalized acceleration hydro-

O4
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dynamic derivatives, 65 - 8gs 017 and 61191, are normalized
linear hydrodynamic derivatives, 9 and 61 are wind parameters,
613 and 614 are force and moment biases, and 615 - 617 are
measurement biases.

The maximum likelihood estimates of the unknown parameters are
obtained in LISPID by mimimizing the following loss function,
if the system and covariance matrices are time-invariant and
if the sampling rate is constant:

V. =1 get et (t,) e (t )} (3.2)
= — e DI 3 € .
LY k=0 K K

where N is the number of samples and ¢ is the residuals or innovations.
In the general case the Toss function

V, = - LogL (3.3)

N
is minimized, where L is the Tikelihood function. The one-step pre-
diction errors, i.e. the residuals, are minimized in the maximum

Tikelihood method. The output error method is easily obtained by
assuming no process noice in (3.1), i.e. w = 0.

Different models can be compared by using Akaike's information
criterion (cf Akaike (1972)):

AIC = -2 Tog L + 2v (3.4)

where E is the maximum of the 1likelihood function, and v is the
number of estimated parameters in the model. According to Akaike
the quantity AIC should be minimum for the correct model structure.
The following relations are obtained by introducing (3.2) resp
(3.3) into (3.4):
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AIC = N log V1 + 2v + (1-ny)N log N + nyN(1+1og 2m)

(3.5)
AIC

2NV2 + 2v

where ny is the number of outputs, i.e. 4 according to the model
(3.7).

The program LISPID allows for both uniform and varying sampling.
Three different cases are possible:

ISAMP = 1: Constant sampling interval.

ISAMP = 2: Constant sampling interval, but
some samples are missing.

ISAMP = 3: Non-uniform sampling interval.

The most appropriate choice when analysing experiment 1 is
ISAMP = 3. However, this requires substantial calculations.
Therefore ISAMP = 2 is used instead as an approximation.

The transfer function relating the heading y to the rudder angle §
(in radians), when the wind parameters 6g9: 650 and the time delay
TD are zero, is obtained from (3.1):

K(1+5T3) K] (s+1/T3)
6,(s) = ' = =l (3.6)
v (14T ) (14sT,)  o(s+1/Ty) (s+1/T,)

KT

where K] 5 o . The corresponding transfer function relating
T.T
12

the sway velocity v to the rudder angle (in radians) is
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K, (1+sT,. ) Ky, (s+1/T4.,)
Gvé(s) " 3v _ v 3v (3.7)

(T4sT, ) (14sT,) (s+1/T)(s+1/T,)

1 2 1 2
KvT3v

where K]v = . It is customary to normalize the gains and
T, T

1'2

time constants of (3.6) and (3.7) by use of the 'prime' system:

K = K- LV T,o= Ty VL

Ke = K, - L2 T, = T, VL (3.8)
1 1 2 2 :
K, = K/ T, = T, VL
Ki = K. - L/V2 To = T, - V/L

1v 1v 3v 3v

The identifiability aspects of the model (3.1) were discussed in
Astrom and K&@11strom (1973) and (1976). It was concluded that

the Tlinear hydrodynamic derivatives bg - 6gs 611 and —611612

can be determined if the acceleration hydrodynamic derivatives

91 - 64 are known and if the heading angle, or the yaw rate, is
measured together with the sway velocity. Notice also that all
parameters 18 - 624 and 628 - 933 of the covariance matrices

can not be determined when the maximum likelihood method is applied,
since it is possible to multiply R1, R2 and P by an arbitrary co-
efficient and still obtain the same filter gain. Therefore, the
parameter 6s4 is always fixed in the sequel as well as the para-
meters 63] N 633.
The hydrodynamic derivatives of the model (3.1) have been estimated
by SSPA from model tests with a tanker similar to the Sea Splendour.
The estimates are shown in Table 3.1. The acceleration derivatives

01 - 6, are always fixed in the sequel to the values given in

Table 3.1.



m -y, (87) 0.0156
nxg -V, (6,) 0

nxg' NV' (85) 0
=N, (9,) 0.00096
v, (05) -0.0113
Y, -m (05) -0.0048
N, (o,) -0.0018
N, - mxg (55) ~0.0024
Yy (077) 0.0018
Ny (-67107,) -0.00086

Table 3.1 - Hydrodynamic derivatives estimated by SSPA.

The estimates are adjusted values from model

tests with a tanker similar to the Sea Splendour.

The hydrodynamic derivatives are normalized by
use of the 'prime' system with mass unit pL3/2.
The corresponding values in the 'bis' system
are obtained by dividing with m = 0.00918.

The origin of the co-ordinate system is assumed
to be at midship.

13
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A summary of the parameters of the model (3.1) which are given
fixed values is:

6, = 0.0156

6, = 0

65 = 0

6, = 0.00096 )
Bop = 0.01 deg
631 = 0

63, = 0

b33 = 0

The performance of SSPA:s model is first investigated by fitting

the wind and bias parameters, the initial state and the time delay

to the data from experiment 1 by use of the output error method.

The result is shown in Fig. 3.1 and the parameter estimates obtained
are summarized in Table 3.2. The consistency between the measurements
and the model outputs is not too bad, but improvements seem to be
possible. Notice that the large biases of the sway velocity measure-
ments obtained (615 = 3.33 knots and 81 = 3.27 knots) are compensated
by a large initial state of the sway velocity (625 = =3.73 knots).
Maybe it would be reasonable to fix one of the parameters 8152 016

or 8,c. The influence of the wind parameters 89 = -0.039 and 810 =
~0.184 on the performance of the model seems to be negligible, since
the transfer function relating the heading to the rudder angle contains
almost a pure integrator. The parameters of the transfer functions of
SSPA:s model are shown in Table 3.3.

The result of an output error identification where the hydrodynamic
derivatives also are estimated is shown in Fig. 3.2. The estimated
parameter values are summarized in Table 3.2 and the transfer function
parameters are given in Table 3.3. The model outputs and the measure-
ments do not differ too much, but a strange model is obtained.

The magnitude of the estimated hydrodynamic derivatives is too small

1
and Ys has even got an incorrect sign.
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Output error | Output error] Maximum
(SSPA:s 1ikelihood
mode1)
Figure 3.1 8], 2 3.3
Sampling interval T [s] 30 30 30
Number of samples N 96 96 96
Number of estimated parameters v 11 17 26
ISAMP 2 2 2
Loss function V] 2.66 1.53 -
Loss function V2 - - -2.92
Akaike”s information criterion AIC -109 -150 -509
v, (55) -0.0113" | -0.0020 ~0.0050
ydrodynamic |y " (o) -0.0048* | -0.0021 -0.0013
derivatives | 2
('prime’ NV (67) -0.0018 -0.0004 -0.0001
system, N, -m Xs  (0g) -0.0024" | -0.0004 ~0.0005
e L Y. (647) 0.0018" | -0.0002 0.0025
3 § 11
oL /2) 1 *
Na (—e]]e]z) -0.00086 -0.00024 -0.00062
Wind 8q (-] -0.039 -0.006 -0.052
parameters 910 [-] -0.184 0.102 -0.121
613 [-] -0.174 0.011 0.155
014 [-] -0.0556 0.0015 -0.0122
Biases 015 [knots] 3.33 0.28 -1.13
%16 [knots] 3.27 0.27 -1.08
617 [deg/s] 0.0004 -0.0040 -0.0125
6 [knots] -3.73 -0.64 1.22
Initial e
906 [deg/s] 0.0268 0.0244 -0.0570
state 057 [deg] 140.0 137.4 150.5
Time delay Ty (T-T|sineg,|) [s] 30.0 9.1 15.3

* = fixed value

Table 3.2 - Parameter values from identifications to data from experiment 1.

The corresponding hydrodynamic derivatives in the 'bis' system
are obtained by dividing with m = 0.00918.
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SSPA:s model Qutput error Max imum
1ikelihood

K -0.72 9.17 -1.32
Ky ~0.90 ~0.25 ~0.65
K, 0.47 ~9.76 0.85
Kiy 0.12 -0.01 0.16
T] 2.30 -189.75 3.38
T2 0.36 1.81 1.79
T, 1.03 9.40 2.96
T3v 0.21 -0.46 1.13
Table 3.3 - Normalized ('prime' system) transfer function

parameters- (cf. (3.6), (3.7) and (3.8)) computed
from the models in Table 3.2, when the wind para=

meters 69 and 6]0 are zero.
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The result of a maximum likelihood identification is shown in

Fig. 3.3 and the parameter estimates obtained are given in Tables
3.2, 3.3 and 3.4. The loss function V2 (cf. (3.3)) was minimized.
It is concluded from Fig. 3.3a that the model obtained seems to
describe the steering dynamics rather well. The estimated hydro-
dynamic derivatives are more reasonable than those obtained from
the output error identification, but they differ very much from
SSPA:s values. It is concluded from Akaike™s information criterion
that the maximum Tikelihood model is the best one. However, the
autocorrelation functions of residuals (Fig. 3.3c) and the cross
correlation functions between rudder input and residuals (Fig. 3.3d)
show that it is questionable if the residuals corresponding to the
aft sway velocity are white and uncorrelated to the rudder input.

There are several possible reasons for the difficulties met
when the data from experiment 1 are analysed:

o The influence of non-linear effects during the course
change in the middle of the experiment.

0 The reorientation of wind and wave disturbances after

the course change.

o The missing of seven consecutive readings in the middle

of the experiment.



Max imum

likelihood
Ry (1) (loqg]) [-] 5.4 * 1073
Ry (1,2) (vnﬁﬁ;r‘ngggr sin 920) [-] 2.9 = 107
Ry (2:2) (|e19|> -] 4.9 * 107
Ry (1.1) (|e21|> [knots]® 1.5 1073
Ry (2,2) (|922|> [knots]? 3.8 * 1072
R, (3,3) <|923|) [deg/s12 5.8+ 1077
Py (1,1) I<|928|> (m/s1% 3.3 107
Po (2,2) (|629|> [rad/s]? 8.3 " 107
P, (3,3) (|e30|> [rad]? 1.3 * 1073

Table 3.4 - Parameter values in the covariance matriees
from maximum 1ikelihood identification to data
from experiment 1.
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To avoid these difficulties the experiment 1 is djvided into two
parts, one before the yaw ( 0 - 1158 s ) and one after ( 1732 - 3123 s ).

The same analysis is performed on each part of experiment 1 as was
performed on the entire experiment. The results of output error
identifications when the model is fixed to SSPA:s model, output
error identifications when the hydrodynamic derivatives also are
estimated, and maximum likelihood identifications are shown in
Figs. 3.4 - 3.9. The parameter estimates obtained are summarized
in Tables 3.5 - 3.7.



26

First part of data Second part of data
Output [ Output| Maximum| Output Putput [Maximum
error error | 1ikeli- error fprror [likeli-
(SSPA:s hood (SSPA:s hood
model) model)
Figure 3.4 3.5 | 3.6 3.7 3.8 3.9
Sampling interval T [s] 30 30 30 30 30 30
Number of samples N 39 39 39 46 46 16
Number of estimated para-
meters v 11 17 23 1 17 P3
ISAMP 1 1 1 2 2 %
Loss function Vy D.00156 §.00023 P.000T0 | 0.04269 P.00707 P.00039
Akaike”s information
criterion AIC 216 -279 L299 -129 200 -321
| * *
Hydrodynamic Yv l(95) 0.0113* -0.0099 -0.0119 —0.0113* 0.0131 -0.0146
derivatives Yk'—m (96) 0.0048 10.0068 +0.0074 | -0.0048 [-0.0049 }0.0057
('prime’ \ | | 1 _ * )
system, mass N, (67) 0.0018 +0.0021 (0.0019 | ~0.0018 0.0017 }0.0017
unit pl3/2) N~
m'xG' (68) 0.0024" $0.0017 -0.0014 -0.0024*P0.0010 -0.0011
Ys ! (e]]) 0.0018" 0.0018 | 0.0009 | 0.0018"| 0.0024 0.0018
Ny ' (-e]]e]z) 0.00086" +0.00067}-0.00070 —0.00086f0.00063—0.00060
Wind B4 (-] -0.029  +0.028 }0.027 |[-0.055 F0.055 [0.044
parameters 910 [-] -0.058 0.041 0.047 0.087 |[0.074 |0.078
913 [-] 0.048 0.049 [0.048 0.025 [0.024 |[0.015
Biases 614 [-] 0.0010 ¢0.0011 -0.0011 | -0.0016 }-0.0016 | 0.0001
615 [knots] [0.01 +0.01  F0.01 1.26 1.11 0.86
616 [knots] +0.04 +0.07  }0.08 1.23 1.06 0.81
815 [deg/s] +0.0008 |[0.0015 |0.0010 |[-0.0019 }0.0005 {0.0005
8,5 [knots] 10.28 1+0.22  $0.23 -0.93 $+0.82 $0.53
L 856 [deg/s] 0.0142 [0.0065 [0.0051 |-0.0466 10.0433 10.044]
state 6,7 [deg] 140.1 139.9 [140.3 120.2 [121.0 (121.0
Time delay TD (T-T|sin
834 ) Is1| 28.3 21.2 23.4 30.0 9.2 23.8

* = fixed value.

Table 3.5 - Parameter values from identifications to data from the first and
second part of experiment 1. The corresponding hydrodynamic
derivatives in the 'bis' system are obtained by dividing with
m' = 0.00918.
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First part of data | Second part of dat&w

SSPA:s Output | Maximum Output | Maximum

model error 1ikelihood| error 1ikelihood
K -0.72 -3.82 -4.04 -2.82 -1.63
Ky -0.90 -0.69 -0.72 -0.65 -0.62
Ky' 0.47 2.84 2.57 1.24 0.76
K]v' 0.12 0.12 0.06 0.15 0.12
T 2.30 13.02 12.90 5.77 3.87
Ty 0.36 0.43 0.47 0.60 0.54
Ty 1.03 1.01 1.08 0.80 0.79
T3v' 0.21 0.23 0.14 0.43 0.32
Table 3.6 - Normalized ('prime' system) transfer function

parameters (cf. (3.6), (3.7) and (3.8)) computed
from the models in Table 3.5, when the wind

parameters B9 and 6,9 are zero.
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_First part of data Second part of data
Maximum Tikelihood Maximum 1ikelihood
. 1n-d . 10=2
Ry (1.1) (feqgl) [-] 3.2 10 3.3 10
Ry (1,2) (V]eqglleqgl -
L. . 1n=5 Y
sin 620) [-] 4.3 ' 10 1.3 " 10
Ry (22) (l87g]) [-] 6.0 * 107° 5.4 * 1073
R (1,1) (Jey]) [knots1? | 3.7 * 1073 1.7 * 1077
Ry (2:2) ([65) [knots1® | 4.3 * 1074 1.5 * 1073
Ry (3:3) ([8,51) [deg/s1° | 5.5+ 107% 1.0 * 1075

Table 3.7 - Parameter values in the covariance matrices from maximum
likelihood identifications to data from the first and
second part of experiment 1.
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Notice that the loss function vy (cf. (3.2)) is minimized also
when the maximum 1likelihood method is applied. This means that
LISPID transforms the model (3.1) to discrete form with sampling
interval T = 30 s and computes the innovations representation

~

X(t + T) = AX(t) + Bu(t) + Ke(t)
R (3.9)

y(t) = Cx(t) + Du(t) + e(t)
where the stationary filter gain K is calculated by solving an
appropriate discrete, Riccati equation (see K&1lstrom, Essebo
and Astrom (1976) and Astrom (1970)). The input vector u, the
state vector x and the output vector y are the same as in the model
(3.1). The stationary filter gain K obtained from the maximum
likelihood identification to data from the first part of experiment

1 is
[ 15102 s5.8-102 581073 47107 |
k= | 1.2°107° -1.7 - 107" 2.3 107° 2.8 107% | (3.10)
4.7 - 107 7.4 - 107 3.3 103 8.4 1078
and from the second part of experiment 1 is
2.3° 102 2.4°102 -3.7 107" -1.8 1072
k= | 6.7 107" 1.3 - 107 2.1 108 9.1 71070 | (3.11)
1.6 © 1072 1.2 - 1072 1.9 - 107" 1.9 * 107

The parameters 6,55 099 and 630 of the initial covariance matrix
of state estimate errors PO were fixed to the following values:

2

6 55 = 0.1 (m/s)

) = 0.1 (rad/s)2
29 = 0-

6. = 0.0001  (rad)®
30 = 0

Notice that K = 0 when the output error method is applied.
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The consistency between the outputs from SSPA:s model and the
measurements is now quite acceptable for both parts of the experi-
ment (see Figs. 3.4 a and 3.7 a). The estimated hydrodynamic
derivatives obtained from output error identifications and maximum
Tikelihood identifications to data from first as well as second part
of the experiment are very close to SSPA:s values (see Table 3.5).
The model outputs do not differ much from the measurements (see
Figs. 3.5, 3.6, 3.8 and 3.9). However, the residuals obtained are
not quite uncorrelated to the rudder input and some of the residuals
are not white. Akaike”s information criterion indicates that the
models from the maximum likelihood _identifications are advantageous
compared to the models from the output error identifications (see
Table 3.5). It is difficult to decide which of the models from the
maximum likelihood identifications that is to prefer. It is known
that the re1ation—N6' / YG' should be approximately 0,5. SSPA:s
model gives the value 0,48, and the relations obtained from the
maximum likelihood identifications are 0,78 and 0,33 when the

data from the first respectively the second part are used. This

may indicate that the model obtained from maximum likelihood identi-
fication to data from the second part is the best one. It is also
concluded that it may be reasonable to fix the relation —Na' / Yal
when the model (3.1) is used in the future, i.e. to assume that

612 ~ 0.5.

It is also interesting to investigate the performance of the models
obtained from the first part of the experiment when they are simulated
to the rudder input from the second part, and vice versa. The wind
parameters, the biases and the initial state are then fitted to the
data by the output error method, but the hydrodynamic derivatives and
the time delay are fixed. The results are summarized in Table 3.8

and the plots are shown in Figs. 3.10 - 3.13. The earlier conclusion
that the model obtained from maximum 1ikelihood identification to

data from the second part is the best one is confirmed (see Fig. 3.13).
This is further illustrated by Fig. 3.14, where Figs. 3.9 and 3.13
are combined.
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Second part of data First part of data
Model from |Model from [Model from |Model from
output err.|max. Tikeli-|output err.|max. Tikelit
ident. hood ident. |ident. hood ident.
to data fr.|[to data fr. |to data fr.|to data fr.
the first |the first the second |[the second
part. part part part
Figure 3.10 3.11 3.12 3.13
Sampling interval T [s] 30 30 30 30
Number of samples N 46 46 39 39
Number of estimated param. v 10 10 10 10
ISAMP 2 2 2 1
Loss function vy 0.02383 0.02153 0.00068 0.00050
Akaike”s information crit. AIC -158 -163 -250 -262
* * * *
: (6r) -0.0099 -0.0119 -0.0131 -0.0146
Hydrodynamic v 5 * * * %
yarody Q-m' (6g) | -0.0068 -0.0074 -0.0049 -0.0057
QeI VL INES S (8 | 0,002 [-0.0019"  [-0.00177  |-0.0017"
(‘prime’ syst., mix ' (0g) -0.0017°  |-0.0014"  |-0.0010" |-0.0011"
mass unit oL3/2)| " 6 '8 * * * *
P 5 (017) 0.0018 0.0009 0.0024 0.0018
i'" (=89707,) -0.00067"  [-0.00070"  |-0.00063" |-0.00060"
Wind 8 [-] -0.019 -0.030 -0.068 -0.063
parameters %10 [-] 0.054 0.039 0.037 0.066
013 [-1] 0.028 0.072 0.065 -0.132
914 [-] 0.0017 0.0055 -0.0018 -0.0181
Biases 915 [knots] 0.26 0.01 0.83 2.61
916 [knots] 0.21 -0.04 0.76 2.56
017 [deg/s] | -0.0003 -0.0006 0.0014 0.0000
Initial 855 [knots] 0.02 0.19 -1.04 -2.87
state 956 [deg/s] | -0.0410 -0.0428 -0.0068 0.0061
857 [deg] 121.1 120.9 140.2 140.1
Time delay Ty (T-Tisin 2 % 9 =
034 ) [s] 21.2 23.4 9.2 23.8

* = fixed value

Table 3.8 - Parameter values from output error identifications to data

from the first and second part of experiment 1. The corresponding

hydrodynamic derivatives in the 'bis' system are obtained by
dividing with m' = 0.00918.
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4. IDENTIFICATION RESULTS FROM EXPERIMENT 2

It is not possible to determine the hydrodynamic derivatives of
the model (3.1) from experiment 2, because the sway velocity was
not measured. However, the transfer function relating the heading
angle to the rudder angle can be determined, since measurements
of headings, and yaw rates, are available.

The identifications with LISPID are based on the following 1inear
model of the steering dynamics (cf. Astrom, Norrbin, Kd1lstrom and
Bystrom (1974) and Astrom, K&llstrom, Norrbin and Bystrom (1975)):
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(4.1)
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The following variables are used in (4.1):

Inputs
§ - rudder servo position [deg]
U - artificial unit step input [-]

States
S linear combination of v, r and y [1/52]
r - yaw rate [rad/s]
v - heading angle [rad]

Outputs

r - yaw rate [deg/s]

m
Uy " heading angle [deg]

The model (4.1) is provided with the following fixed parameter
values:

v

ship speed (8.5 m/s)
L

ship Tength (329.2 m)
ay - conversion factor from degrees to radians (0,01745)

The parameters ®) = @9, OF 2 subset of these parameters, can be
estimated in LISPID.

The transfer function relating y to & (in radians) when the time
delay Tp is zero is obtained from (4.1):

2 3
v v
2% St T30
a - L L (4.2)
(s)
vo R I V3
Y A e A

If the wind parameter @5 is zero, (4.2) becomes (cf. (3.6)):
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v2 v3
—5 @y St =505
. _ L L )
ws (S)— 2 -
2 v
slsirpops+zel
L (4.3)
1
K(T+s T5) K, (s + T3)

1
s(1+sT])(1+sT2) s(s +

The analysis of experiment 2 is performed with ISAMP = 2 to save
computing time, although ISAMP = 3 would be more appropriate. The
program LISPID transforms the model (4.1) to discrete from with
sampling interval T = 15 s and computes the innovations representation
(cf. (3.9))

% (t+T)=Ax (t) +Bu(t) +Ke (t)

y (t)

- (4.4)
C x (t) + Du(t) + ¢ (t)

where the input vector u, the state vector x and the output vector
y are the same as in the model (4.1).

The Toss function (cf. (3.2))

-1

N
s g det | T elt) el (4.5)

=0

is then minimized to obtain the maximum likelihood estimates of
the unkrown parameters. Notice that K = 0 in (4.4) when the output
error method is applied.

The following parameters of the model (4.1) are always given fixed
values:
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V13 = 0.01 deg2
oy = 0
P1g 1
®19 = 1
% = |
P71 = 0
Wop = 0
Pp3 = 0

The results of output error identifications and maximum Tikelihood
identifications, when the wind parameter ©; js fixed to zero and
when 03 is estimated, are shown in Figs. 4.1 - 4.4. The parameter
estimates obtained are summarized in Table 4.1 and the corresponding
transfer function parameters are shown in Table 4.2. Notice that

the time delay TD can be regarded as an approximation of the
effective time constant of the rudder machine. The following filter
gains (cf. (4.4)) are obtained from the maximum 1ikelihood identifi-
cations when @ = 0 and when ) is estimated, respectively:

4.8 * 107° 1.5 * 107°

K= | 21107 3.9+ 1074 (4.6)
5.5 * 1072 2.4 1072

and
3.9 ° 107° 9.3 * 107°

K= | 3.3"1073 4.4 - 107" (4.7)
7.3 * 1072 2.6 " 1072

The filter gains are approximately the same, although the covariance
matrices Ry and R, differ significantly (see Table 4.1).
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.Output Output Max. like- | Max. like-
error error 1ihood 1ihood
©3 fixed 03 est. ®3 fixed ®3 est.
Figure 4.1 4,2 4.3 4.4
Sampling interval T [s] 15 15 15 15
Number of samples N 121 121 121 121
Number of estimated para-
meters v 11 12 15 16
ISAMP 2 2 2 2
Loss function V] 0.36699 0.28692 0.00582 0.00588
Akaike”s dinformation
criterion AIC 7 -21 -486 -433
Normalized ol 3.61 3.41 2.95 2.22
('prime’ _ _
systen) Py 0.04 0.15 0.10 0.10
transfer N -2.68 -2.42 -1.87 -1.57
function
narameters P -1.31 -1.45 -1.31 -0.93
* *k
Wind param. 3 [~] 0 -0.0205 0 0.0058
o (17531 6.0 * 1077 |-5.6 * 1077 5.5 * 1077 | 7.4 - 1077
Biases ®; [rad/sz] -0.00303 -0.00041 -0.00152 -0.00017
®g [deg/s] 0.0053 0.0046 0.0030 0.0025
R1(1.1) (liog)) « . 5.1 * 107'2] 2.6° 1072
Ry(1,2) = : 3.8 - 107 |-4.6 + 1077
Covari- !
ance < d m9||@101\
matrices ©sin @
1,
Ry(2,2) (logg)) . » 7.0 - 108 | 8.2+ 107°
. -3
R2(1,1)(|m]2|) - - 1.9 * 10 1.4
[deg/s]
015 [1/52] 0.00317 0.00079 0.00132 -0.00003
Initial 01 [deg/s] 0.0028 -0.0010 -0.0010 -0.0015
state 07 [deg) 199.6 199.0 198.3 198.3
Time delay | T (T-Tlsinm24|) 9.0 7.8 0.8 0.3
[s]

¥ = fixed va

lue

Table 4.1 - Parameter values from identifications to data from
experiment 2.
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SSPA :s model [Output error [Output error |Max.likeli-| Max. likeli-
©3 fixed @3 estimated | hood hood °

03 fixed ) estimated
K -0.72 -33.02 -9.88 13.01 9.12
K]' -0.90 -2.66 -2.40 -1.85 -1.57
T]' 2.30 90.91 22.93 -29.51 -22.16
T2I 0.36 0.28 0.30 0.34 0.44
T3' 1.03 2.05 1.67 1.43 1.68

Table 4.2 - Normalized ('prime' system) transfer function parameters
(cf. (4.3) and (3.8)) computed from the models in Table 4.1,
when the wind parameter ©3 is zero.
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Fig. 4.1 a - Result of output error identification to data from experiment 2,
when the wind parameter ¢, is fixed to zero. The dashed lines are
model outputs. Cf. Fig. 2.2. '
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Fig. 4.1 b - Autocorrelation functions of residuals and cross
correlation functions between rudder input and residuals.
The dashed Tines are + 20 Timits.
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Fig. 4.2 a - Result of output error identification to data from experiment 2,

when the wind parameter ¥3 is estimated. The dashed lines are model
outputs. Cf. Fig. 2.2.
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Fig. 4.3 a - Result of maximum Tikelihood identification to data from experiment 2,

when the wind parameter ©g is fixed to zero. The dashed Tines are
model outputs. Cf. Fig. 2.2.
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Fig. 4.4 a - Result of maximum 1ikelihood identification to data from experiment 2,

when the wind parameter ®3 is estimated. The dashed lines are model
outputs. Cf. Fig. 2.2.°
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It is concluded from Akaike”s information criterion that the wind
parameter @q should be estimated when the output error method is
applied (see Table 4.1). A good consistency between the model outputs
and the measurements is obtained (see Fig. 4.2). However, the
residuals are not white and the gains and time constants obtained
differ significantly from SSPA:s values (see Table 4.2).

When the maximum 1ikelihood identifications are compared is it
concluded that the wind parameter ©4 should not be estimated. The
Toss function V] obtained when @3 is estimated is even larger than
the value obtained when @3 = 0. This indicates that the minimum
value of V] was not found when (p3 was estimated.

The model obtained from maximum Tikelihood identification when

®3 = 0 is the best one according to Akaike”s information criterion.
However, the model outputs differ significantly from the measurements
(see Fig. 4.3 a), but this discrepancy can easily be corrected by
readjusting the biases Pp=Pg- Fig. 4.3 b indicates that the residuals
obtained are white and almost uncorrelated to the rudder input.
However, the values of K' and T]' differ significantly from SSPA:s
estimates (see Table 4.2), and it is concluded that the model
obtained is unstable while SSPA:s model is stable.

There are at least two possible reasons for the difficulties met
when experiment 2 is analysed:

o The influence of non-linear effects.
o The missing of seven consecutive readings in the middie

of the experiment.

Because experiment 2 only lasted for about 30 min was it decided
not to divide the experiment.
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5. CONCLUSIONS

Two experiments performed on the 255 000 tdw tanker Sea Splendour
have been analysed using the identification program LISPID. The
output error method and the maximum likelihood method have been
applied.

Measurements of sway velocities, yaw rates and headings were
available from the first experiment. Since estimates of the
acceleration hydrodynamic derivatives were obtained from SSPA,
was it possible to determine the other six linear hydrodynamic
derivatives from this experiment. A strange model was obtained
when the output error method was applied to all data from
experiment 1. A more reasonable model was obtained from the
maximum Tikelihood method, but the estimated hydrodynamic deriva-
tives differed very much from the estimates obtained from SSPA.
The difficulties were probably due to a course change in the
middle of the experiment and to the fact that seven consecutive
readings were missed.

It was thus decided to avoid the difficulties by dividing experi-
ment 1 into two parts, one before the yaw and one after. The
application of the output error method and the maximum Tikelihood
method to data from the first part as well as from the second
part gave estimates of the hydrodynamic derivatives, which were
very close to SSPA:s estimates. It was concluded that the models
obtained from the maximum likelihood method were advantageous
compared to the models from the output error method.

Large measurement biases were sometimes obtained when experiment 1
was analysed. These large biases were compensated by a Targe initial
state, and it was concluded that it may be suitable to fix the
measurement biases or the initial state when this model of the
steering dynamics is used in the future. It was also concluded

that it may be suitable to fix the relation between the rudder
derivatives -N(S'/YdI in the future, because this relation is known
to be approximately 0.5.
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Measurements of sway velocities were not available from the second
experiment, so it was only possible to determine the transfer function
relating the heading to the rudder angle. The model obtained from
the maximum 1ikelihood method was better than the one obtained from
the output error method, if Akdike”s information criterion was
considered. However, the gain and the long time constant obtained
from the maximum likelihood method differed significantly from
SSPA:s estimates. The model obtained was even unstable, while SSPA:s
model was stable. Two reasons for the difficulties met by using the
data from experiment 2 were suggested, namely the influence of
non-linear effects during the experiment and the missing of seven
consecutive readings.

A wind of about 10 m/s was blowing during the first experiment,
while the wind speed was 4-5 m/s during the second experiment. It
was concluded from the identifications to data from both experiments
that it was questionable if the wind parameters should be estimated.
It seems reasonable to fix the wind parameters to zero in the future,
when experiments on large tankers performed in wind speeds less than
10 m/s are analysed.

It was thus possible to determine the linear steering dynamics of
the Sea Splendour by system identification techniques applied

to full-scale experiments, although the analysed data had several
defects. Especially the identification results from experiment 1
are very good. The maximum Tikelihood method has proved to be
advantageous compared to the output error method, although the
models obtained from the output error method in several cases are
acceptable. The identification program LISPID has proved to be a
powerful tool to determine the linear steering dynamics of ships.
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