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ABSTRACT

System identification techniques are applied to determine
the steering dynamics of the cargo ship USS Compass Island
of the Mariner class. Three 200/20O zig-zag tests performed
at different speeds are analysed. The output error method
and the maximum likelihood method are applied using the
identification program LISPID. Parameters of both a linear
and a nonlinear model are estimated. It is concluded that
the nonlinear model should be used when the zig-zag tests
are analysed. Good parameter estimates are obtained. The
maximum likelihood method is proved to be advantageous

compared with the output error method.
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1. INTRODUCTION

System identification techniques are applied to determine
the steering dynamics of the USS Compass Island from three
200/20O zig-zag tests performed at different speeds. Para-
meters of both linear and nonlinear models are estimated
by use of the identification program LISPID (see K&llstrdm,
Essebo and Astrdm, 1976). The output error method and the

maximum likelihood method are applied.

2. EXPERIMENTS

The USS Compass Island is a converted, single-screw

13 400 tdw cargo ship of the Mariner class with a half-
spade rudder. The power at 97 rpm is 19 250 shp and the
corresponding speed is 21.1 knots. The length between
perpendiculars L is 161 m, the breadth is 23.2 m and the

design draught is 9.1 m at a displacement of 20 840 m3

Extensive experiments with the USS Compass Island are
described by Morse and Price (1961). Three 200/20O zig-

zag tests will be analysed. The aft and forward draught
during the experiments were 8.08 m and 6.86 m corresponding
to a displacement V of 16 650 m3. The experiments were
performed in calm sea and lasted for about 10 min each.

The approach speed of the different zig-zag tests was

10, 15 and 20 knots which resulted in an average speed
during each experiment of 8.75, 12 and 16.5 knots, respect-
ively. The rudder angles, the sway velocities at the centre
of gravity, the yaw rates and the headings from each experi-
ment were obtained from graphs in Morse and Price (1961).

A sampling interval T of 6 s was used when the graphs

were digitalized. Notice, however, that 4 samples were
omitted when the data of the first experiment were gene-

rated. The input-output data obtained from the 3 zig-zag



tests are shown in Figs. 2.1, 2.2 and 2.3. The rudder
angles are positive towards port. The number of samples

of experiment 1, 2 and 3 are 102, 83 and 73, respectively.

The USS Compass Island experiments were performed using an
inertial navigation system which makes it possible to
obtain measurements with high precision and high resolu-
tion. Naturally a lot of the precision inherent in the
data were, however, lost when the graphs were converted

to digits.
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Fig. 2.1 - Input-output data obtained from 20 /207 zig-zag test 1 performed at an average
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average speed of 12 knots. The input is the rudder angle Ul [deg] and the

outputs are the sway velocity at centre of gravity Yl [knots], the yaw
rate Y2 [deg/s] and the heading angle Y3 [deg].
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and the heading angle Y3 [deg].



3. SHIP STEERING DYNAMICS

The identification results described in Sections 4 and 5
are based on the following model of the ship steering dyna-
mics (see Astrém, Norrbin, Kdllstrdm and Bystrdm, 1974;

Astrom, Kdllstrdm, Norrbin and Bystrdm, 1975):

2 = - =
I L 1 L
— 0 — 0 0 dv =0 =0 0 v(t)
21 2 02 vy vl Y9
ZI -ﬁie 0 d = |L-0 Lo, 0.9 r(t) | dat +
72 ) 2 4 rlo= g% F9% 9999
0 0 1 dy 0 1 0 w(t)J
0.+ 0 ) e
1911 13 s (e-m,) £, (v,x)
. +
+ oy 611612 614 . at + 935 fN(V,r) dt dw
0 0 0
i} 1 y ’ - ] (3-1)
vm(tk) oy 0 0 V(tk)
rm(tk) = |0 l/oal 0 r(tk) +
wm(tk)J 0 0 l/ulJ vt
0 015
+ o 0, S(t -Tp) | 4 elt,) k=0,1,...,8-1
0 o |1 U
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The Wiener process w has the incremental covariance Rl dt,

where
6151 \[lo:all8.a| sin o 0
1811919 20 »
R, = _\J|618|[el9| sin 0,4 66 0
0 0 0

The measurement errors { e(tk) } are assumed to be indepen-

dent and gaussian with zero mean and covariance R2, where

6,1 0 0
R, =| O [655] O
0 0 16241_

The initial state is given by

vity) 0,570,
r(t)) | = ]a1854
|Vt | (%1927

The time delay TD is computed as

T.=T =T |sin ©

D 34|

where T is the sampling interval.

The following variables are introduced in (3.1):

Inputs
§ - rudder angle [deg]

U - artificial unit step input [-]

States
v - sway velocity at centre of gravity [m/s]
r - yaw rate [rad/s]

Y - heading angle [rad]
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OQutputs
v, ~ sway velocity at centre of gravity [knots]
r -~ yaw rate [deg/s]
wm - heading angle [deg]

The model (3.1) is provided with the following fixed

parameter values:

V - ship speed (4.5, 6.2 or 8.5 m/s dependent on

the experiment)

L - ship length (161 m)

0y - conversion factor from degrees to radians
(0.01745)

Oy ~ conversion factor from m/s to knots (1.944)

T - sampling interval (6 s)

The parameters 6 can be estimated in LISPID. Notice,

-6
i 35
however, that it is possible to estimate only a subset of
the 35 parameters and to give the other parameters arbitrary
fixed values. The parameters 616’ 622, 628 - 633 have been
omitted in the model (3.1), because they have no meaning

for the analysis performed in this report.

It is concluded from (3.1l) that 6, - 6, are normalized

il 4
acceleration hydrodynamic derivatives, 95 . 68’ ell and

'611 612 are normalized linear hydrodynamic derivatives,

'99 and elo are wind parameters, 613 and 614 are force and
moment biases, and 6 and 617 are measurement biases.

15
The time delay T. can be regarded as the characteristic

D
time between the sampling event and the rudder change, since
the rudder angle § is the input. See Fig. 3.1.

The effective cross—-flow drag coefficient 635 = C is the
only unknown parameter of the nonlinear contributions to
the force and moment. The value is expected to be of the

order of 0.4 < C < 1.4. The commonly used linear model



of the steering dynamics is obtained when 635 = 0.
nonlinear functions fY and fN have been derived in
bin (1976) by considering the cross-flow drag. The
linear model (3.1l) is in LISPID transformed into a
model by introducing fY/m' and fN/m' as additional
U4 and US, where m' = 2V/L> = 0.00798. Notice that

U5 are dimension-less. The functions fY and fN are

12

The
Norr-
non-
linear
inputs
U4 and

depen-

dent on the true sway velocity v and the true yaw rate r,

. . A A
which are unknown. The estimates x, and X, of v and r

1 2
obtained through the filter
R(+T) = A R(t+) + Bu(t)
R(t+) = R(t) + K [y(t)-cR(t)-Du(t)]

are instead used when the additional inputs U4 and

(3.2)

U5

are generated. The input vector u, the state vector pre

. —® Time
tg tg+T

Fig. 3.1 - Explanation of the time delay T The

continuous line is the true rudaer angle
and the dashed line is the approximation of

the rudder angle used in LISPID.
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and the output vector y are the same as in the model (3.1).
The filter (3.2) is obtained from (3.1l) by assuming 635 =0
and by sampling with T = 6 s. The stationary filter gain

K is calculated by solving an appropriate, discrete Riccati
equation. Notice that K = 0 when there is no process noise
in (3.1), i.e. when w = 0. The problem of estimating un-
known parameters of the nonlinear model (3.1l) with 635 # 0
is thus transformed into the much easier problem to estimate

parameters of a linear model.

The maximum likelihood estimates of the unknown parameters

are in LISPID obtained by minimizing the loss function

_l T
e(tk)e (tk) (3.3)

<
1]
Zi
o
0]
d.
~ M=

=0

where N is the number of samples. The residuals € are

determined recursively from the innovations representa-

tion (see Kdllstrdm, Essebo and Astrdm, 1976; Astrdm, 1970) :
R(t+T) = A R(E) + Bu(t) + K e(t)

y(t) = C R(t) + Du(t) + e(t) (3.4)

Cf. (3.2). Notice that K = AK. Notice also that (3.2) and
(3.4) are equivalent if 635 of (3.1) is zero, i.e. if a
linear model is used. The input vector u of (3.4) contains
the additional inputs U4 and U5 when 635 # 0, i.e. when

a nonlinear model is analysed. The one-step prediction
errors, i.e. the residuals, are minimized in the maximum
likelihood method. The output error method is easily obtained
by assuming no process noise in (3.1), i.e. w = 0. This
implies that K = 0 in (3.4)

Different models can be compared by using Akaike”s infor-

mation criterion (see Akaike, 1972):

ATC = -2 log T + 2v (3.5)
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where T is the maximum of the likelihood function and v

is the number of estimated parameters. According to Akaike
the quantity AIC should be minimum for the correct model
structure. The following relation is obtained from (3.3)
and (3.5):

AIC = N log V + 2y + (l—ny) NlogN + nyN(l+log2m (3.6)

where ny is the number of outputs, i.e. 3 according to the
model (3.1).

The program LISPID allows for both uniform and varying

sampling. Three different cases are possible:

ISAMP = 1: Constant sampling interval.
ISAMP = Constant sampling interval, but some
samples are missing.
ISAMP = 3: Non-uniform sampling interval.
ISAMP = 1 is used when experiments 2 and 3 are analysed,

but experiment 1 requires that ISAMP = 2.

It was concluded in Kdllstrom (1977) that it is questionable
if the wind parameters 69 and 610 should be estimated, when
the wind speed is less than 10 m/s. Since the USS Compass
Island zig-zag tests were performed in calm sea, it is
decided to assume 69 = elo = 0 in the sequel.

The transfer function relating the heading y to the rudder
angle & (in radians), when the wind parameters 69 and 610,
the time delay TD’

obtained from (3.1 ):

and the parameter 635 are zero, 1is

K(1l+sT,) X, (s+1/T,)
G, (8) = : = : (3.7)
p§ 'S T S(I¥sT{) (1+sT,) ~ s(s+1/T;) (s+1/T,) .
where Kl =:KT3 . The corresponding transfer function rela-
T,T
1«2

ting the sway velocity v to the rudder angle § (in radians)

is
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G . (s) = Kv(l+ST3v) _ Klv(s+l/13v) (3.8)
v§ (1+sT.) (1+sT,) (s+1/T,) (s+1/T.,)
1 2 1 2
KVT3V
where Kl = ————, It is customary to normalize the
v TlT2

gains and time constants of (3.7) and (3.8) by use of the

'prime' system:

K =K « L/V T, =T, * V/L
K ' = K . L2/V2 T ' = T « V/L
1 1 2 2
% o . (3.9)
K, = KV/V Ty = T, V/L
L} 2 ]
Klv = KlV « L/V T3v — T3v - V/L

The identifiability aspects of the model (3.1) were discussed
in Astrdm and Kdllstrdm (1973, 1976). The linear hydrody-
namic derivatives 6. - 68, 0

5 11779117 %127
9 610, the biases 613 - 615, 617, and the parameter
635 can be determined if the acceleration hydrodynamic

the wind parame-

ters 6

derivatives el - 64 are known and if the parameter values

are such that the model (3.1) is completely observable
and completely controllable. It is necessary that measure-
ments of the sway velocity are available together with
measurements of th yaw rate or the heading angle. All para-

18 ~ 9217 923 7 0yy

and R2 can not be determined when the maximum likelihood

method is applied, since it is possible to multiply Rl and

meters 0 of the covariance matrices Rl

R2 by an arbitrary coefficient and still obtain the same
filter gain K (cf. (3.4)). Therefore, the parameter 624

is always fixed in the sequel.

The hydrodynamic derivatives of the linear model (3.1)

for a Mariner class vessel have been estimated from several
scale model tests. The results have been summarized by
Motora (1972). The estimates obtained by the Hydro- and

Aerodynamics Laboratory (HyA, now SL), Denmark, are shown
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in Table 3.1. The scale model tests were performed at a
speed corresponding to 15 knots. The acceleration deriva-
tives 61 - 64 are always fixed in the sequel to the values

given in Table 3.1.

A preliminary analysis of zig—-zag test 1 was presented

in Astrom, Norrbin, K&llstrom and Bystrdm (1974) and
Astrdm, K&dllstrdm, Norrbin, Bystrom (1975). The relation
_NS'/YG' was then estimated to 0.24 when the maximum like-
lihood method was applied and to 0.14 when the output

error method was used. The relation is known to be approxi-
mately 0.5. It is concluded from Table 3.1 that the value
0.48 is obtained from HyA:s model. Since the estimates
of-Na'/Ya' obtained from the preliminary identifications
are poor, it is decided to fix 612 = _NGI/YS' to 0.48 in

the sequel. This was also suggested in K&llstrdm (1977).

A preliminary analysis of all 3 zig-zag tests showed that
it was questionable if the measurement biases 615 and 617
should be estimated at the same time as the parameters
625 - 627 of the initial state. Large measurement biases
were sometimes obtained, and they were compensated by

a large initial state. This effect was also noticed in
Rédllstrdm (1977). To avoid such difficulties it is decided

to fix the measurement biases 615 and 617 to zero.

The following fixed parameter values are thus always used

in the identifications described in Sections 4 and 5:

= 0.01546

= 0.00026

= 0.00012

= 0.00083

=0

= 0

= 0.48

=0

=0

= 0.0001 deg?

H WO s w N
(]

DD D D DO D D D D D D
[
N 0N

N
1=N
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m' - Y, (el) 0.01546
m'xG' - Yf' (62) 0.00026
m'xG' - NV' (63) 0.00012
IZ' - Nf' (64) 0.00083
YV' (65) -0.01160
Yr' - m' (66) -0.00526
NV' (67) -0.00291
Nr' = m'xG' (68) -0.00184
YS' (ell) 0.00278
NG' (—ellelz) -0.00133
Table 3.1 - Hydrodynamic derivatives for a Mariner class

vessel estimated by HyA from planar motion
mechanism tests (see Chislett and Strgm-Tejsen,
1965) . The tests were performed at a speed corre-
sponding to 15 knots. The hydrodynamic derivatives
are normalized by use of the 'prime' system with
mass unit pL3/2. The corresponding values in the
'bis' system are obtained by dividing with m' =

= 0.00798. The values are corrected to Xy = 0

(see Mandel, 1967), i.e. the origin of the co-
ordinate system is assumed to be at the centre

of gravity.
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4. IDENTIFICATION OF LINEAR MODELS

The parameters of the linear version of (3.1) with 635
fixed to zero are first estimated. Preliminary results
from zig-zag test 1 were described in Astr6m, Norrbin,
Kdllstrdm and Bystrom (1974) and Astrtm, Kdllstrdm, Norr-
bin and Bystrdm (1975). The final results from all 3

zig-zag tests are given in this section.

The results of output error identifications when the

model is fixed to HyA:s model, output error identifica-
tions when the hydrodynamic derivatives also are estimat-
ed, and miximum likelihood identifications are shown in
Figs. 4.1-4.9. The parameter estimates obtained are summar-
ized in Tables 4.1-4.3. It is concluded from Figs. 4.1,
4.4 and 4.7 that the consistency between the outputs from
HyA:s model and the measurements is rather bad. The models
obtained from output error identifications (Figs. 4.2,

4.5 and 4.8) and maximum likelihood identifications (Figs.
4.3, 4.6 and 4.9) give a much better consistency. However,
very bad estimates of the hydrodynamic derivatives are
obtained in many cases (see Table 4.1), and the models
from zig-zag tests 2 and 3 even have a pair of complex
poles (see Table 4.2). Parameter values rather close to
HyA:s estimates are obtained from zig-zag test 1, with

one exception; Nv' is strongly underestimated.

Table 4.3 shows the parameters of the covariance matrices
estimated with the maximum likelihood method. The corre-
sponding stationary filter gains (cf. (3.4)) obtained

from zig-zag test 1,2 and 3 are:
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from maximum likelihood identifications.

Zig-zag test 1 [Zig-zag test 2 |[[Zig-zag test 3
AyA:s |Output |Maximum|Output |[Maximum|Output |Maximum
model |error likeli-|error likeli-|error likeli-
hood hood hood
K' -3.90 [-1.23 -1.06 -1.07 -1.09 -0.87 -0.81
K, -1.65 [-1.41 -1.28 - = = -
K_ ' 2.01 0.98 0.85 0.12 0.46 0.40 0.39
Ky ' 0.21 0.17 0.17 = = = =
\%
T ! 5.70 1.68 1.15 Ecomplex complexjlcomplex [[complex
T,' 0.37 0.67 0.85 poles poles poles poles
T, 0.89 1.29 1.18 0.37 0.32 0.54 0.72
T3v' 0.22 0.20 0.19 0.40 0.10 0.:15 0.19
Table 4.2 - Normalized ('prime' system) transfer function
parameters (cf. (3.7), (3.8) and (3.9)) computed
from the models in Table 4.1.
Zig-zag test 1 [Zig-zag test 2 |Zig-zag test 3
R (1,1) ([0,4]) [s1| 6.7 * 1077 3.2 ° 107° 9.7 * 1078
» . -8 -7 -8
Ry (1,2) (v|918l[619| 1.3 ° 10 -6.8 " 10 9.9 " 10
‘sin 620) [s]
R 2 2 . "'6 . _6 . _7
1(2,2) (8,40 [s1| 2.0 * 10 2.2 " 10 3.8 " 10
R,(1,1) (]6,,]) [knots]?| 8.2 * 1070 1.3 * 1077 5.4 ° 107°
R,(2,2) ([0,;]) [deg/s1?| 1.0 * 107° 1.1 * 1072 5.0 * 1073
Table 4.3 - Parameter values of the covariance matrices obtained
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Result of output error identification to data from
zig-zag test 1, when the model is fixed to HyA:s
model. The dashed lines are model outputs.

Cf. Fig. 2.1.

800,



22

-1.00

1m.w'

£ 50.00.

-30.00

Fig.

4.

2

100.0  200.0  J00.0 _ W0.0  800.0  e00.0  700.0 @00,

Result of output error identification fo data from
zig-zag test 1. The dashed lines are model outputs.
Cf. Fig. 2.1.
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Result of maximum likelihood identification to data
from zig-zag test 1. The dashed lines are model
outputs. Cf. Fig. 2.1.
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Fig. 4.4 - Result of output error identification to data from
zig-zag test 2, wnen the model is fixed to HyA:s
model. The dashed lines are model outputs. Cf. Fig. 2.2.
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zig-zag test 2. The dashed lines are model outputs
Cf. Fig. 2.2.

800. (



4.00-
5
£ 2.00-

.00

26

-2.00

2.00-
e
£ 1.00-

Ll

/

4

/
/

'50. 00

Fig. 4.6 -

100.0

200.0

200.0

0.0 S00.0 @OD.D

700.0

Resnult of maximum likelihood identification to data

from zig-zag test 2.

outnuts.

-
CL,

Fig.

The dashed lines are model
2.2.

800. 0



10. 00+

3.00+

Y YMOO

27

-3.00

qo m-

Y YMOD 2

~90.00+ 5 b0 ab.0  ab.0  4b.o  sob.0  eh.0  700.0
Fig. 4.7 - Result of output error identification to data from
zig-zag test 3, when the model is fixed to HyA:s
model. The dashed lines are model outputs. Cf. Fig.2.3.

800..C



28

10.00+
=)
£ .00
o=

.00

.5.m w L 'I L o v L u
1.00+ ;
~
. \
£ .00
>

=1.00+

-2.m L L] L v L v L L)
100. 00
n
gao.m-
>

. 00+

=30.00 055 ah.0  ob.0 %00  500.0 0.0 7000  8Ob.c
Fig. 4.8 = Result of output error identification to data from

zig-zag test 3. The dashed lines are model outputs.
Cf. Fig. 2.3.



Y YMOO

10.m'

3.00-

29

~3. 00

1-m'

Fig. 4.

j00.0  200.0 0.0  Wh.0  S00.0 eob.0  700.0

Result of maximum likelihood identification to data
from zig-zag test 3. The dashed lines are model
outputs. Cf. Fig. 2.3.

#00.0



30

4.7 * 1071 ~1.8 * 1071 ~3.4 * 1073
K = -1.5 * 1073 1.3 * 1072 2.4 * 1074
~1.0 * 1972 8.4 * 1072 1.9 * 10”2
3.5 * 10 %t ~4.8 * 1071 —2.5 * 1073

K = -3.0 * 10”73 1.4 * 1072 0.7 * 107% (4.1)
2.3 " 1072 8.0 * 10”2 1.8 * 10”2
3.8 * 10771 ~3.5 * 10"t ~6.3 * 1073
K = -2.5 * 1073 1.3 = 1072 1.4 * 1074
~2.0 * 10°% 8.1 * 10”2 1.8 * 1072

Notice that the filter gains are remarkably similar,
although the covariance matrices Rl and R2 differ

significantly between the different experiments.

The models obtained from the maximum likelihood identi-
fications are better than the models from the output error
identifications, if Akaike”s information criterion is
considered. It is thus concluded that the model obtained
from maximum likelihood identification to data from zig-
zag test 1 (Fig. 4.3) is the best one, although NV' is
strongly underestimated. Notice that the hydrodynamic
derivatives obtained from the output error method are
rather similar to the ones obtained from the maximum like-

lihood method, when zig—-zag test 1 is used.

It was concluded in Astrdm, Kdllstrbm, Norrbin and Bystrdm
(1975) that a 200/20o zig-zag test on a container ship

was strongly influenced by nonlinear effects. It is thus
reasonable to assume that the difficulties obtained when
fitting a linear model to data from the three 200/20o

zig-zag tests on USS Compass Island are due to nonlinear
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contributions. It is then natural to progress by fitting

the nonlinear model (3.1) with © # 0 to the data. The

35
results of such identifications are given in next section.

5. IDENTIFICATION OF NONLINEAR MODELS

The results of fitting the nonlinear model (3.1l) when
835 also is estimated to data from the 3 zig-zag tests
are given in this section. The analysis performed is

quite comparable with the analysis in Section 4.

The results of output error identifications when the

linear part of the model is fixed to HyA:s model, out-

put error identifications when the hydrodynamic deriva-
tives also are estimated, and maximum likelihood identi-
fications are shown in Figs. 5.1-5.9. Notice that the
nonlinear contributions U4 and U5 of Figs. 5.3 b, 5.6 b and
5.9 b are connected with the simulations of the stochastic
models and not with the simulations of the deterministic
models. The parameter estimates obtained are summarized

in Tables 5.1-5.3.

It is concluded from Figs. 5.1 a, 5.4 a and 5.7 a that

the outputs from HyA:s model do not differ much from the
measurements. A significant improvement is thus obtained
by using the nonlinear model instead of the linear model
(cf. Section 4). The effective cross-flow drag coefficient
C is estimated to 0.36, 0.53 and 0.70 from the 3 experi-
ments. The value is expected to be of the order of 0.7

for a Mariner class vessel. It is concluded that the

best result is obtained when zig-zag test 3 is used. This
is not surprising, because the average speed of experiment
3 was 16.5 knots and HyA:s model was determined for 15
knots. The power of the nonlinear model is clearly illu-
strated by Fig. 5.10, where Figs. 2.3, 4.7 and 5.7 are

put together.
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'Zig—zag test 1 |Zig-zag test 2 ||Zig-zag test 3
HyA:s Output |Maximum|Output |Maximum|Output |Maximum
model error likeli-|error likeli-|error likeli-
hood hood hood
K' -3.90 -1.73 -4.31 -1.92 -4.67 -11.79 9.39
Kl' -1.65 -1.37 ~1.42 = -1.00 -0.90 -1.04
Kv' 2.01 1.53 4.22 0.80 2.03 5.91 -5.41
Klv' 0.21 0.17 0.18 - 0.12 0.12 0.13
Tl' 5.70 2.62 7.09 4.51 14.84 -13.54
complex
T, 0.37 0.71 0.64 BHES 0.33 0.51 0.60
T3' 0.89 1.47 1.50 0.38 0.32 0.58 0.90
T3v' 0.22 0.21 0.19 0.11 0.09 0.15 0.20
Table 5.2 - Normalized ('prime' system ) transfer function
parameters (cf. (3.7),(3.8) and (3.9)) computed
from the models in Table 5.1.
zig-zag test 1 |[Zig-zag test 2 Zig-zag test 3
-5 -6 -5
Ry (1,1) (|6 gl) [g]| 4.7 ° 10 4.6 ° 10 7.2 " 10
Rl(l'z) (V]elgllelgr ;
vsin 0,0) [s]| -9.1 * 107° ~1.1 * 107’ 6.2 * 10
3 - . -6 . -7
R (2,2) ([8y4]) [s]| 2.5 10 g 4.5 * 10 5.9 * 10
2 -9 a -8 -2
R, (1,1) (|8, ) [knots] 5.7 ° 10 3.4 " 10 9.2 " 10
- . -2 -4
R,(2,2) (|8,,])ldeg/sT| 1.1 ° 10 ) 2.5 * 10 9.2 * 10
Table 5.3 - Parameter values of the covariance matrices

obtained from maximum likelihood identifications.
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Fig. 5.1 a - Result of output error identification to data from
zig-zag test 1, when the linear part of the model
is fixed to HyA:s model. The continuous lines are
model outputs. Cf. Fig. 2.1.
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Fig. 5.1 d - Autocorrelation functions of residuals.
The dashed lines are +20 limits.
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Result of maximum likelihood identification to data
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describing the nonlinear contributions.
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Fig. 5.3 e - Cross correlation functions between rudder input
and residuals. The dashed lines are *20 limits.
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Result of output error identification to data from
zig-zag test 2, when the linear part of the model is
fixed to HyA:s model. The continuous lines are model
outputs. Cf. Fig. 2.2.
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The parameters obtained from the output error identifications
and the maximum likelihood identifications are reasonable,
except the ones obtained when the output error method is
applied to data from zig-zag test 2. The consistency between
model outputs and measurements is very good in all cases.
Based on parameter estimates obtained, analysis of residuals,
and Akaike”s information criterion it is concluded that

the models obtained from maximum likelihood identifications
are distinctly better than the ones obtained from output

error identifications.

The parameters of the covariance matrices estimated with
the maximum likelihood method are shown in Table 5.3. The
corresponding stationary filter gains (cf. (3.4)) obtained

from zig-zag test 1,2 and 3 are:

( - - -3 )
1.9 * 10771 1.7 * 10”1 ~3.0 * 1073
K = |-1.4 * 1073 1.2 * 1072 2.1 * 1074
0.8 - 1072 7.9 * 1072 1.9 * 1072 |
4.0 * 1071t —4.3 1077 6.6 * 1073
K = |-4.1 ® 1073 1.2 * 102 1.8 - 1074 (5.1)
—2.6 * 1072 7.3 * 1072 1.9 * 1072
- 3
2.7 = 107t 0.3 * 1071 ~9.8 * 1077
K = |-0.6 * 107 1.3 * 1072 1.4  10°%
0.1 * 1072 8.6 * 1072 1.8 * 10”2 |

As in Section 4 it is concluded that the filter gains are
remarkably similar, although the covariance matrices Rl
and R, differ significantly between the different experiments.

2
Cf. also (4.1).

If the parameter values obtained from the 3 maximum likelihood
identifications are compared and the residuals are analysed,
it is concluded that the models from zig-zag tests 1 and 3

are distinctly better than the model from zig-zag test 2.



Fig.

80

20- : J—

L
g
< 0
3T
& o
X ~50+ T ;
0 200 400
Time (s]
5.10 - Results of output error identifications to data from
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It is difficult to decide which of the models from zig-zag
test 1 and 3 is to prefer. It is concluded from Figs. 5.3 d
and 5.3 e that the residuals from experiment 1 are almost
white and uncorreclated to the rudder input. The residuals
from zig-zag test 3 are not as good as the ones from experi-
ment 1 (see Figs. 5.9 d and 5.9 e). However, the value of C
obtained from zig-zag test 3 (0.79) is close to the expected
value 0.7, while the estimate 0.35 from zig-zag test 1 is
too small. Notice that the model obtained from maximum
likelihood identification to data from experiment 3 is un-
stable, while the model from experiment 1 and HyA:s model
are stable (see Table 5.2).

The accuracy of the estimated parameter vector 5 is approxi-

mately given by

~ ~

cov (8) = zV(e)vgé(§)/N (5.2)

where V is the loss function (3.3) and Vee is the second
derivative matrix. The following accuracies are obtained
when the maximum likelihood method is applied to data from

zig-zag test 1:

6, = -0.00892 ¢ 0.00088
6, = -0.00817 & 0.00046
6, = -0.00075 = 0.00010
6g = —0.00100 & 0.00008
6. = 0.00240 =+ 0.00009
11 .
0,5 = (1.9 + 763.4 ) ° 10
By, = (-4.7 n 0.6 ) " 10°°
35

61 = (4.7 +  17.4 ) * 10

_ R
6, = 1.0 " 0.4 .
0,0 = (5.7 £ 9467.0 ) ° 10

_ L -3
6,5 = (1.1 " 1.1.) * 10
6,5 = -0.48 " 0.07
8,6 = 0.019 + 0.017
6,5 = 0.51 " 0.53
65, = 0.82 " 0.09
6.. = 0.35 " 0.04
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The hydrodynamic derivatives 6. - 04, © ;, the bias 6 F
5 3 11 14

the initial state 6 the parameter 05, for the time delay,

257
and the effective cross-flow drag coefficient 635 are thus
estimated with acceptable accuracies,while the bias 613,
the parameters of the covariance matrices 618 - 621, 623,
and 6

and the initial states 0 are estimated very in-

26 27

accurately.

It is illustrated in Fig. 5.11, where Figs. 2.3, 4.9 and 5.9
are put together, that the outputs from both the linear and
nonlinear model are very close to the measurements, when

the maximum likelihood method is applied. However, the para-
meters obtained when the linear model is used are far away
from the expected values (see Table 4.1), while the nonlinear
model gives quite reasonable parameter estimates (see Table
5.1).

The speed of the ship is changed during a 200/20o zig=-zag
test. The approach speed of test 3 was 20 knots, but the speed
was decreased to approximately 16.5 knots during the experiment.
There were, of course, also fluctuations about the average
speed. To investigate if it is possible to improve the

results by using the correct value of the ship speed V at

each sampling event instead of the mean value, the output
error method is applied to data from zig-zag test 3 when

the correct values of V are taken from Morse and Price (1961).
The estimated parameters do not differ much from the values
obtained when a constant ship speed is used. It is thus
concluded that a constant ship speed V may be used when data

from a 200/20o zig-zag test are analysed.

The models obtained from maximum likelihood identifications
to data from the 3 zig-zag tests are now further analysed.
The performance of the models is investigated by fitting the
bias parameters el3 and 614, the initial states 625, 626

and 627, and the time delay T, to data from the 3 experiments
by use of the output error method. The hydrodynamic deriva-

tives 6. - 68, 3] and the effective cross—-flow drag

5 11’
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coefficient © are then fixed. The results are summarized

in Table 5.4 iid the plots are shown in Figs. 5.12 - 5.20.
The outputs from the 3 models are close to the measurements,
and it is difficult to decide which of the models that is
the best one. However, the model obtained from maximum
likelihood identification to data from zig-zag test 3 is

possibly to prefer, if the results are carefully considered.

Finally it is important to point out that the normalized
hydrodynamic derivatives are not guite independent of the
ship speed. The dependence has been investigated for a

190 000 tdw tanker by scale model tests a HyA (see Smitt
and Chislett, 1973). It is thus not expected to obtain
quite the same values of the hydrodynamic derivatives from
the 3 different zig-zag tests, because the experiments were

performed at different speeds.



85

*86L00°0 = ,W U3TM BUTPTATP Aq poUTElqo oIe UD3ISAS ,STC, SU3 UT SSATIRATISP DTURUAPOIPAY putpucdseIIod Sy,

(T°G oTqel ~30)

€ pue g‘1 3s92 bez-HTZ UOIT e3ep O3 SUOTFILOTITIUSPT POOYUTTSNIT WIMITXEU WOIF PauTeido

STopAW SU3 O3 PSXTJI SXe STSPOM YL °STSPOW JeSUTTUOU JO SUOTILOTITIUSPT JOIIS INAIN0 WOIF SSNTeA Iojaueled — §°G o108l

oNTeA POXIT = 4

_
9z e | gz 070 0°0 6T| 10 0°0 0T s1 (|"tours|z-) % KeTop aurg
| |
| w __ Lz
00°T Sh°z 7 LT ze T 61°0 | ze0-| oLz | TLTo-|  08°T [59p] 0 ens
VCT'0 | TI0°0 | E€T°0 | TETT0 | SLZ°0 | eSO | EET'O [ 6L0°0 | 2070 [s/6op] 94 S—
1070 (1°0 | 6L70-| 8T'0-| 8070~ €270 | 8s"T-| o0cto-| 8Lr0- [S30uy] 5Zq
GOT.97€=|OT. "2~ OT.2 b= L0T.67€~|OT.7 €| OT.9"b=| OT.T"L=| OT.9"¥—| OT.7 - [-] 1,
S S : ) o o ) : _ €T SasuL
GOT.T°9- | OT.7°€~| 0T.0°8 | OT.8°€ | OT.7"% |(0T.€76-| OT.T'T-| OT.T"8 | OT.F°T [-] 8 rg
|
6L°0 9%°0 | G£U0 6L°0 9%°0 5e°0 6L°0 9%*0 se°0 (°Eo) O | Bexp morz-ssoxd
* * * * * * * * *
€8000" 0~ | T8000° 0~ | STT00" 0~ 58000 0~| [8000" 0~ | STT00" 0| S8000° 0~| 18000 0~ | STTO0" 0 Cletley O
8LT00°0 |69T00°0 07200°0 |8LTO0°0 [69T00°0 |9¥200°0 [8LT00%0 |69T00°0 |97200°0 (TTg) 5 | (2/,16 37 ssew
£9000° 0~ |22000" 0~ | 9OT00" 0~| 29000 " 0~ 22000 0~| QOTO0" 0| 29000 0~| £2000" 0~ | 0OT00 " 0~ o) \Px,u-, "N |‘weyshs ,ourrad,)
£2100° 0~ 9T000"0~| 5£000°0~| £2T00" 0~ | 0T000" 0~ L0000~ £2T00° 0~ TO00 " 0= SL000" 0- &) D SOATYRATISD
SL800°0~ | 960Z0" 0~ | £T800" 0~ 5£800" 0~ 06020" 0| £T800" 0| 5L800" 0~ | 06020" 0~ |, T800" 0~ Co) -7z OTUreuApOTPAH
L8¥T0" 0-|988%0° 0- (26800 0~ L8¥TO" 0~| 98850 0-| 26800 0~| £8FT0" 0-| 98870 0—| 26800 O- (o) Lz
* * * * * * * * *
90T STE 89¢ bLZ €6 S67 Zhe pog £e- OI¥ UOTIO}TIO UOTIWULIOIUT S_SYTENY
LS8"€ | 915769 | OLT'OVT| TIB'ZE| 8€9°€ | S09°Z¥| 906°6T| LS0°L9| 60€°T A UOTIOUNF SSOT
9 9 9 9 9 9 | 9 9 9 A sxejsuered POIBWIISS JO JSOUMN
zL zL zL 29 Z8 Z8 0T T0T 0T N soTdues Jo Iequny
0Z°S 6T°6 8T°S LT°S 91" ST*S ¥T°G £T°6 Z1°S ombTa
€3993 | z3s91 | T3se3 | €359 | z3so% | 13593 | £ 1507 | 7z 3891 | T 3593
WoxJ woxJ woxy WOIT WOIJ WOy woxJ WOIT woxT
ToPOW | TopoW | Topow | Topow | Topow | Tepow | Tepow | Tepow | Topow
¢ 1S93 bez-bTy ¢ 21soq bez-b1y 1 3se3 bez-bH17




86

~4.00

.mﬂ

Y YMOO 2

-ow"

-1.00

100. 00+

e

Q

8
[

Y YM0D 3

.00

-30.00

100.0

200.0

300.0

%00.0

500.0

600, 0

700.0

Fig. 5.12 - Result of output error identification to data from

CE.

data from zig-zag test.l.
model outputs.

Fig.

zig-zag test 1, when the model is fixed to the model
obtained from maximum likelihood identification to

The continuous lines are

2.1.

800.0



QUm'

2.00+

Y YMOO

87

-2.00

2. m'

1.00+

Y YMOD 2

.00

~1.00

‘oo-m"

30. 00+

Y YM00 3

.00

-50. m

100.0 =200.0 2000 4wb.0 S00.0 6000 00,0

Fig. 5.13 - Result of output error identification to data from

e S T

zig-zag test 1, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig-zag test 2. The continuous lines are
model outputs. Cf. Fig. 2.1.

800. 0



Y YMOOD

Y YMOO 2

4. 00+

88

—50. 00

5.14 -

Fig.

j00.0 _ 200.0 oJ00.0 wb.0 500.0 6000  700.0

Result of output error identification to data from
zig-zag test 1, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig-zag test 3. The continuous lines are
model outputs. Cf. Fig. 2.1.

800.0



89

=3.00

2.m-

-350. 00

Fig. 5.15 -

100.0  200,0

300,0

0.0 %00.0 60,0 700.0

Result of output error identification to data from
zig-zag test 2, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig-zag test 1. The continuous lines are

model outputs.

Cf. Fig.

2.2.

e0b.0



90

1-m'
g 2.0
>
am'
-2.00
2om'
(o]

-1.00

‘m.m"

Y YMOD 3
8
£

-30.00

Fig.

100.0 200.0

200,0

wb.0  %00.0

60D. 0

5.16 - Result of output error identification to data from

700.0

zig-zag test 2, when the model is fixed to the model
obtained from maximum likelihood identification to

data from zig-zag test 2.

model outputs.

Cf. Fig.

The continuous
2.2.

lines are

80D, (



Y YMO0O 2 Y YMOD

Y YM00 3

4.00-

2.00+

91

~2.00

2. 00+

30.00-
.00
0.00+5—%o b b0 wh.0 sb.0 ebo 7000
Fig. 5.17 - Result of output error identification to data from

zig-zag test 2, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig—-zag test 3. The continuous lines are
model outputs. Cf. Fig. 2.2.

800.0



92
10.“)'

-alm v v L} L L v v L

1-m-

Y YMOD 2

=1.00+

-2.00 . - : . . : ; R

'oo.m'

Y YMOD 3
=
:

—30.00+ b =b.0 b0 who Sob.o eb.0 700.0  eob.0

Fig. 5.18 - Result of output error identification to data from
zig-zag test 3, when the model is fixed to the model
obtained from maximum likelihood identification to data
from zig-zag test 1. The continuous lines are model
outputs., Cf. Fig. 2.3.



93

-3.00

Y YMO00O 2

-2.m L] L] Ll L} L L] v L}
100. 00+
e}
Q
Q
£ 90.00-
>
00 L. +
-90.00+——Tghs 2.0 b.0  wb.0 b0 eb.o  70D.0  e0D.C
Fig. 5.19 - Result of output error identification to data from

zig-zag test 3, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig—-zag test 2. The continuous lines are
model outputs. Cf. Fig. 2.3.



94
10. 00+

Y YMOD
>
g

-m"

'5-m ¥ v L] L L] L] L] 1

1.004

Y YMOD 2
g

-1.00+

-2.m L Ll L] v v L g

100. 00+

30. 00+

Y YMOD 3

om"

~90.00+ 5o mbo bo who sobo edbo 7obo  eohs

Fig. 5.20 - Result of output error identification to data from
zig-zag test 3, when the model is fixed to the model
obtained from maximum likelihood identification to
data from zig-zag test 3. The continuous lines are
model outputs. Cf. Fig. 2.3.



95

6. CONCLUSIONS

Three 200/20O zig-zag tests performed with the 13 400 tdw

cargo ship USS Compass Island of the Mariner class were
analysed. The experiments were carried out at different speeds.
The output error method and the maximum likelihood method were
applied to the data by use of the identification program LISPID.
The hydrodynamic derivatives of a linear steering model were
determined. A nonlinear model, where the linear model is
supplemented with expressions for the nonlinear cross-flow

drag, was also investigated. The models obtained from system
identification techniques were compared with a linear model

determined by HyA from scale model tests.

Preliminary identifications showed that it was suitable to

fix the relation _NS'/YS" It is possible to determine this
relation from the hull geometry, and it was decided to use

the value 0.48, which was obtained from HyA:s model. It was

also congluded from the preliminary analysis that the measurement
biases and the parameters of the initial state should not be
estimated at the same time. It was thus decided to fix the

measurement biases to zero.

The linear model was first investigated. Model outputs close to
the measurements were obtained when the output error method and
the maximum likelihood method were applied, but the hydrodynamic
derivatives were badly estimated. This was explained by the
strong influence of nonlinear effects during 200/20O zig-zag
tests. Investigations of HyA:s model also showed that a linear
model could not describe the ship motion satisfactorily during

such experiments.

The nonlinear model was then analysed. The effective cross-flow
drag coefficient is the only unknown parameter of the nonlinear
contributions. Outputs close to the measurements were now
obtained from the nonlinear model, when the linear part was

fixed to HyA:s model. The parameters obtained from output error
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identifications and maximum likelihood identifications were
reasonable. The consistency between model outputs and measure-
ments was good in all cases. A significant improvement was
thus obtained by using the nonlinear model instead of the

linear model, when the 200/20o zig-zag tests were analysed.

The models obtained from output error identifications and maximum
likelihood identifications were also compared. Based on parameter
estimates obtained, analysis of residuals, and Akaike”s infor-
mation criterion it was concluded that the models obtained

from maximum likelihood identifications were distinctly better

than the ones obtained from output error identifications.

The accuracies of the parameters obtained from the maximum
likelihood method were also estimated. It was concluded that
the hydrodynamic derivatives and the effective cross-flow drag
coefficient were estimated with acceptable accuracies, while
the covariance matrices were determined with bad precision.
Notice, however, that the filter gains were determined much
more precisely. The parameters could probably in general be
determined more accurately, if longer experiments with other

rudder perturbations, for example a PRBS, were available.

The speed of the ship varies during 200/20O zig-zag tests. It
was, however, concluded that the mean value could be used as
an approximation of the true speed at each sampling event,

when the hydrodynamic derivatives are normalized.

It was thus possible to determine the steering dynamics of the
USS Compass Island by system identification techniques applied
to data from 200/20O zig-zag tests. It was crucial to use the
nonlinear model when the experiments were analysed. The maximum
likelihood method proved to be advantageous compared with the
output error method. The identification program LISPID proved
to be a powerful tool to determine the steering dynamics of

ships.
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