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Abstract

The aim of this thesis is to develop statistical models to reconstruct past land cover composition and human land use based on fossil pollen records over Europe for different time periods over the past 6000 years. Accurate maps of past land cover and human land use are needed when studying the interaction between climate and land surface, and the effects of human land use on past climate. Existing land cover maps are mainly simulations from dynamic vegetation models and anthropogenic land cover change scenarios. Pollen records is an alternative to existing land cover estimates that might give better insight into past land cover. The pollen counts are extracted from lake and bog sediments and used to estimate the three land cover compositions; coniferous forest, broadleaved forest, and unforested land for grid cells surrounding the lakes and bogs.

In this thesis, first, a statistical model is developed to interpolate transformed pollen based land cover compositions (PbLCC) with spatial dependency modelled using a Gaussian Markov random Field (GMRF). The mean structure is modelled using a regression on different sets of covariates including elevation and model based vegetation estimates. The model is fitted using Integrated Nested Laplace Approximation. The results indicated the existence of spatial dependence structure in the PbLCC and the possibility of reconstructing past land cover from PbLCC. If the compositional data is over-dispersed, the transformed Gaussian model might underestimate the uncertainties. To capture the variation in the composition correctly, a Bayesian hierarchical model (BHM) for Dirichlet observations of a GMRF is developed. The model is estimated using MCMC with sparse precision matrix of the GMRF being used for computational efficiency. Comparison between the Dirichlet and Gaussian models showed the advantages of the Dirichlet in describing the PbLCC. The large discrepancies in the model based estimates used as covariates could affect the Dirichlet models ability to reconstruct past land cover. To assess this concern a sensitivity study was performed, showing that the results are robust to the choice of covariates. Finally, the BHM is extended to reconstruct past human land use by combing the PbLCC with anthropogenic land cover change estimates. This extension aims at decomposing the PbLCC into past natural land cover and human land use.
Popular Summary

Spatial distribution of land cover plays an important role in climate system and global carbon cycle. Research shows that changes in land cover are associated with large climatic effects. These changes are either due to climate change or human activities. Human can influence and change the abundance of land cover through deforestation, urbanization and agriculture. Studies show that replacing forests with agricultural land decreases the temperature while urbanization causes local increases in temperature. Comparing the historical temperature records with past natural and human induced land cover might give a better understanding of the interactions among climate, land cover and human effects.

The problem is the existence of considerably different descriptions of past land cover and human land use. Existing land cover descriptions are based on natural land cover combined with human land use. Past human land use maps are mainly based on simulations of human population density and the amount of agricultural land needed to feed the given population. Furthermore, natural land cover maps are simulations based on past climate including temperature, precipitation and soil type; they represent the natural vegetation that can grow in certain climate conditions without considering human activity. The differences in these available maps are caused by differences in the model assumptions, as well as the simulations of climate variables and population density.

On the other hand, fossil pollen counts can be used to estimate past land cover based on local observations over the past 10 000 years. The only problem is that the information on pollen counts, extracted from lakes and bogs, are limited in reproducing the land cover for the area surrounding these lakes and bogs.

This thesis aims to develop statistical models that can create continuous maps of past land cover and human land use based on pollen observations.

Since the spread of pollen as well as certain climate conditions lead to the growth of similar types of vegetation within a spatial range, one can expect to observe similar vegetation types in areas closer to each other than farther apart. Because of this fact, spatial statistics is used as a main tool to identify and model this space dependency in the pollen observations.
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Introduction

In climate studies the spatial distribution of past vegetation/land cover plays an important role (Claussen et al., 2001). To characterize the feedbacks of climate and earth surface (vegetation/land cover) and assess the influence of human land use on past climate, precise estimates of past land cover are required (Gaillard et al., 2010, Strandberg et al., 2014).

In climate models and studies of past climate, three fractions of land cover are often used; coniferous forest, broadleaved forest and unforested land. The latter, unforested land, can further be decomposed into natural openness and human land use. Past land cover used in climate models are often based on potential natural vegetation obtained from dynamic vegetation models (DVMs) (e.g. LPJ-GUESS, Smith et al., 2001). The DVM simulations use climatic variables such as, temperature, precipitation, and soil type to produce natural vegetation cover without considering the influences of human activity on land cover. Therefore, the potential natural vegetation is combined with anthropogenic land cover changes scenarios (ALCC; e.g. Kaplan et al., 2009, Klein Goldewijk et al., 2011) to create more realistic land cover estimates. The ALCCs produce estimates of human land use mainly based on human population estimates.

As an alternative, fossil pollen records provide observation based descriptions of past vegetation, including effects of human land use, during the entire Holocene (approx. 10 000 BCE to present day) (Gaillard et al., 2010). The pollen counts are extracted from lake and bog sediments and only represent vegetation in the area surrounding each studied sites. Further, past land cover composition based on fossil pollen counts can be estimated using the REVEALS model (Regional Estimates of Vegetation Abundance from Large Sites) for limited number of sampling sites (Sugita, 2007). In order to use the pollen based land cover compositions in climate models or when studying past climate, interpolation from the sampling sites to continues maps of past land cover at regional and subcontinental scales are needed.

Statistical modelling of species compositions is a common problem in environmental studies. For example, Billheimer et al. (2001) modelled trophic compositions in order to investigate the stability of arthropod communities in the
presence of environmental disturbance, Tjelmeland and Lund (2003) modelled sediments compositions in an Arctic lake and Paciorek and McLachlan (2009) used pollen records to recover forest composition in the USA. Using spatial statistics, one can identify the spatial dependences between the data points. These dependencies can be used to reconstruct continuous maps of the land cover compositions.

The aim of this thesis is to reconstruct the past land cover and human land use proportions based on fossil pollen records in North Europe for different time periods over the past 6000 years. A Bayesian hierarchical model is developed with fast inference methods to create a flexible statistical model to produce new, observation based, land cover maps for climate modellers, palaeoecologists, and researchers studying the past climate.

The outline of this thesis is as follows: in Section 1, a brief descriptions of the pollen based land cover data, study domain and study time periods are given. Section 2 provides the definition and describes the important properties of compositional data. In Section 3, a summary of the statistical models is given. This section also includes developed models, inference and posterior uncertainties for composition. Finally, Section 4 concludes with summary of the papers included in this thesis.
1 Data

1.1 Pollen Data

The pollen based land cover data used for the reconstruction of past land-cover composition consists of three land cover types: Coniferous forest, Broadleaved forest and Unforested land. This data was obtained using the REVEALS model (Sugita, 2007). Trondman et al. (2015) applied REVEALS to 636 pollen records from lakes and bogs; producing estimates of regional land cover for 25 plant taxa which were then grouped into the 3 land cover types (see Table 1 and Appendix S2 in Trondman et al., 2015, for details). The regional estimates from REVEALS were obtained for $1^\circ \times 1^\circ$ grid cells (roughly 111.2 $\times$ 111.2 km$^2$), with each estimate accounting for all lakes and bogs within that grid cell (Hellman et al., 2008, Trondman et al., 2015).

REVEALS is a mechanistic model that takes into account the size of sedimentary basins and inter-taxonomic differences in pollen productivity and dispersal to estimate regional vegetation cover from fossil pollen records.

![Available Data](image)

Figure 1: Available data for five time periods with 175, 181, 193, 204 and 196 observed grid cells

The study area covers Northwest and Western Europe and north of the Alps. The region has been divided into a spatial grid of $1^\circ \times 1^\circ$. The pollen based REVEALS estimates are available for five time periods that represent major climatic
and historical periods and are commonly used in both climate modelling and pa-
laeoecological studies (Gaillard et al., 2010, Strandberg et al., 2014, Trondman
et al., 2015).

Present–1850 CE: Recent past or industrial time with large human activity in
Europe; this time period is also used to validate the modelling (“Present”
means the most recent pollen records recovered at each site),

1850–1600 CE: End of the little Ice Age with a cold period in Europe, it is
stated as pre-industrial time,

1600–1250 CE: Middle ages, this is the end of the Medieval warm period with
an unstable period in European history with decreased human land use due
to long periods of war and diseases, including the Black Death,

750–1250 BCE: Late Bronze Age transition with relatively high human impact
in Europe, and

3750–4250 BCE: Early Neolithic with little human impact.

1.2 Human land use data

The human land use data is based on anthropogenic land cover changes scen-
arios. These scenarios are based on estimations of past human population dens-
ities, land area needed for food production to sustain that population, combined
with a model of soil and climate suitability for food production. In this thesis
two different anthropogenic land cover changes scenarios are used; 1) the KK10
scenarios of Kaplan et al. (2009), and 2) the History Database of the Global En-
vironment (HYDE; Klein Goldewijk et al., 2011). The KK10 and HYDE data
differ substantially for some of the past time periods due to differences in assump-
tions, modelling approaches, and historical records used. The major difference is
that the KK10 scenario includes technology level as a component when estim-
ating soil productivity while HYDE puts more weights on historical statistics of
croplands and pastures.
2 Compositional data

In this section, a summarized description of compositional data and important properties that are used in this thesis are given.

If \( \mathbf{y} = (y_1, y_2, \ldots, y_k) \) is a vector representing one observation of D-compositional data, then the compositional property implies

\[
y_k \in (0, 1), \quad \text{and} \quad \sum_k y_k = 1.
\]

In order to model compositional data a transformation is often used to change the support from \((0, 1)^D\) to \(\mathbb{R}^D\) or \(\mathbb{R}^{D-1}\). This is due to the fact that naive modelling of the untransformed data will not guarantee that the results remain in \((0, 1)^D\). To achieve results in \((0, 1)^D\), difficult conditions and constrains are needed for the untransformed data. Transforming to \(\mathbb{R}\) allows for unconstrained modelling followed by a suitable inverse transformation of the results. One of the commonly used transformations (e.g. Aitchison, 1986, Billheimer et al., 2001, Tjelmeland and Lund, 2003) is the additive log ratio (alr)

\[
\mathbf{u} = g(\mathbf{y}) \quad : \quad g : (0, 1)^D \rightarrow \mathbb{R}^d
\]

\[
u_k = \log \frac{y_k}{y_D}, \quad \text{for} \quad k = 1, \ldots, d
\]

where \( d = D - 1 \), with the inverse transformation \( f = g^{-1} \)

\[
\mathbf{u} = f(\mathbf{y}) \quad : \quad f : \mathbb{R}^d \rightarrow (0, 1)^D
\]

\[
y_k = \begin{cases} 
\frac{\exp(u_k)}{1 + \sum_k \exp(u_k)}, & \text{for} \quad k = 1, \ldots, d \\
1 & \text{for} \quad k = D.
\end{cases}
\]

The advantage of using alr compared to other transformation is that the alr decreases the dimensionality from \( D \) to \( d = D - 1 \) avoiding un-identifiable models. As a contrast, the central log-ratio transformation (clr; Aitchison, 1986) maps \((0, 1)^D\) to \(\mathbb{R}^D\), giving a \( \mathbf{u} \) that is invariant to the addition of a constant (see e.g. Paciorek and McLachlan, 2009).
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Figure 2: Ternary diagram of four different 3-compositional data points; \( y(1) = (1/3, 1/3, 1/3) \) or the origin, \( y(2) = (0.2, 0.2, 0.6) \), \( y(3) = (0.01, 0.01, 0.98) \) and \( y(4) = (0.79, 0.01, 0.2) \) with their distances to the origin (Figure 1 in Paper A).

The distance between two D-composition \( U \) and \( V \) is computed using the compositional distances,

\[
\Delta(U, V) = \left[ \sum_{i=1}^{D} \left( \log \frac{U_i}{\xi(U)} - \log \frac{V_i}{\xi(V)} \right) \right]^{1/2}
\]

where \( \xi \) is the geometric mean, \( \xi(U) = \sqrt[3]{U_1 U_2 \cdots U_D} \), \( u \) and \( v \) are alr transformations of the compositions \( U \) and \( V \) and \( H_{d \times d} \) is a matrix with elements \( h_{ii} = 2 \) and \( h_{ij} = 1 \) which neutralizes the choice of denominator in alr transformation. Similar to root mean square error, the average compositional distances is used for model evaluation. Figure 2 shows a simple example of compositional data and their distances. Note that getting closer to the edges and corners of the triangle, i.e. getting close to zero or one in one of the components, has higher impact on the distances than being around the origin \( (1/3, 1/3, 1/3) \).
3 Spatial Statistics

Spatial statistics is a modern statistical field which analyses spatially distributed data, their dependencies and uncertainties. Spatial data are typically correlated in space so that the observations which are close to each other are more similar than the observations further apart.

3.1 Gaussian Random Fields

When modelling spatial data the main interest is often to use data, $y$, at observed locations $\{s_i\}_{i=1}^{N}$ to reconstruct/predict missing values at unobserved locations $s_0$. A basic model for spatial data is to consider observations, $y$, as being from an underlying stochastic (random) field, $x(s), s \in \Omega \subset \mathbb{R}^2$. If all possible subsets of points in the field, $x(s_1), \cdots, x(s_n)$ are jointly multivariate Gaussian, the field is called a Gaussian Random Field with density,

$$
P(x|\mu_x, \Sigma_x) = \frac{1}{\sqrt{2\pi\Sigma_x}} \exp\left(\frac{(x - \mu_x)^\top \Sigma_x^{-1} (x - \mu_x)}{2}\right).
$$

The statistical properties of a Gaussian random field can be completely specified by its mean function, $\mu_x(s) = E(x(s))$, and covariance function, $C(s, t) = C(x(s), x(t))$ with elements in $\Sigma_x$ given by $C(s, t)$. The mean function captures the general trend in the random field and is commonly modelled using a regression on known functions (covariates) within the spatial coordinates. The spatial covariance function captures the dependency among the points in the field. If the mean is constant and covariance only depends on a vector between points; $C(s, t) = C(s - t)$, the field is said to be (weakly) stationary. A stationary field is further called isotropic if the covariance depends only on the distance between the points and not on the direction; $C(s, t) = C(\|s - t\|)$. To obtain a stationary and isotropic covariance, a functional form of isotropic covariance is often used (see e.g. page 23 in Gelfand et al., 2010, for a list of different covariance functions). Among isotropic covariance function the most popular one, and commonly used in spatial statistics due to its flexible parametric form, is the Matérn covariance function:

$$
C(s, t) = \sigma^2 \frac{(\kappa \|h\|)^\nu K_\nu(\kappa \|h\|)}{\Gamma(\nu)2^{\nu-1}}
$$

where $h = \|s - t\|$ is the distance between two points, $\nu$ controls the smoothness of the field, $\kappa$ controls the range of dependency (range $= \sqrt{8\nu}/\kappa$), $\sigma^2 = C(0)$ is
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the field variance, $\Gamma$ is a gamma function and $K_\nu(\cdot)$ is a modified Bessel function of the second kind.

3.2 Bayesian Hierarchical Model

The spatial fields are often used as components in Bayesian hierarchical models (Wikle, 2011). A hierarchical model is based on a joint distribution of all quantities in the model, specified through a series of conditional distributions. The hierarchical model typically consists of three parts:

- **Data model**, $\pi(y|x, \theta)$, or likelihood which specifies the distribution of the measured/collected data given the underlying process and parameters,

- **Process model**, $\pi(x|\theta)$ which describes how the latent field behaves, and

- **Parameter model**, $\pi(\theta)$, defining any prior knowledge regarding the parameters.

The inference for hierarchical model is based on the posterior distribution. Using Bayes’ formula, the joint posterior is obtained by

$$
\pi(x, \theta | y) \propto \pi(y|x, \theta) \pi(x|\theta) \pi(\theta) .
$$

In addition, the posterior of the parameters is obtained by marginalizing over $x$

$$
\pi(\theta | y) \propto \pi(y|\theta) \pi(\theta) = \pi(\theta) \int \pi(y|x, \theta) dx ,
$$

while marginalizing over the parameters gives the posterior distribution of $x$ as

$$
\pi(x | y) \propto \int \pi(x|y, \theta) \pi(\theta | y) d\theta .
$$

Usually the posterior mean, $E(x|y)$ is reported as the reconstruction of the latent field given observations $y$, and the posterior variance $V(x|y)$ is used as a measure of reconstruction uncertainties.

A common approach to modelling compositional data is to first apply a log-ratio transformation to the observations, so that $u = g(y)$ using (1), and then model $\{u(s_i)\}_{i=1}^N$ using an underlying Gaussian field, $x$, with additive Gaussian noise, $\epsilon \sim N(0, \sigma^2_\epsilon)$. Giving the hierarchical model as

$$
u(s_i)|x(s_i), \sigma_\epsilon \sim N \left( x(s_i), \Sigma_\epsilon \right) \quad i = 1, \cdots N
$$

$$
x|\theta \sim N \left( \mu_x(\theta), \Sigma_x(\theta) \right) .
$$
However, if the compositional data is over-dispersed, this modelling might under-rate the uncertainty associated with the compositions (Paciorek and McLachlan, 2009). Another possibility is to assume that the data are observations from a Dirichlet distribution given the transformed underlying field (e.g. \( z = f(x) \) using (2)) and concentration parameter \( \alpha \) to account for the dispersion in the composition. Resulting in the model

\[
\begin{align*}
    y(s_i) &\mid x(s_i), \alpha \sim \text{Dir}(\alpha, f(x(s_i))) \quad i = 1, \cdots, N \\
x(\theta) &\sim \text{N}(\mu_x(\theta), \Sigma_x(\theta))
\end{align*}
\]

where the Dirichlet density is

\[
P(y|z, \alpha) = \frac{\Gamma(\alpha)}{\prod_k \Gamma(\alpha z_k)} \prod_k y_k^{\alpha z_k - 1}, \quad \alpha > 0 \text{ and } z_k > 0.
\]

### 3.3 Computational issues and Gaussian Markov Random Fields

To compute the posterior (6) for both models, a Gaussian density needs to be evaluated. This requires the calculation of the inverse covariance matrix, \( \Sigma_x^{-1} \), and the log-determinant, \( \log |\Sigma_x| \). For large geographic domains both of these computations are very expensive. Different methods exist to reduce the computational burden, such as, covariance tapering (Furrer et al., 2006) where small values in the covariance matrix are set to zeros creating a sparse covariance matrix, or low rank approximation methods including, fixed rank kriging (Cressie and Johannesson, 2008), predictive processes (Banerjee et al., 2008), and process convolution (Higdon, 1998). The low rank methods are based on reduced basis function \( \psi \), representations of the process model \( x \),

\[
x(s) = \sum_{i=1}^{r} \psi_i(s)w_i, \quad r \ll N
\]

where \( r \) is predefined and fixed and \( w \sim \text{N}(0, \Sigma_w) \) which leads to a reduced size, \( r \times r \), covariance matrix, \( \Sigma_w \).

An alternative and a good choice for modelling a Gaussian random field is a Gaussian Markov Random Field (GMRF). If a GRF \( x \), follows the Markov property, i.e. the distribution of \( x_i \) given the rest of the field is equal to the distribution of \( x_i \) given just the neighbours, then \( x \) is said to be a GMRF. The GMRF is parametrized using the inverse covariance matrix, \( \Sigma_x^{-1} = Q \), also called the
Introduction

precision matrix. Because of the Markov property \( Q \) becomes sparse with all non-neighbour elements being zero. Thus, by choosing a small set of neighbours, \( Q \) contains many zeros. The sparse \( Q \) reduces the computational cost regarding the calculation of the inverse and determinant matrices compared to a dense covariance matrix.

To use a GMRF one needs to construct a useful and sparse \( Q \) matrix. Lindgren et al. (2011) developed a general method to construct GMRFs that approximate continuous GRFs with Matérn covariance. The method is based on the fact that GRFs with Matérn covariance function on \( \mathbb{R}^d \) are solutions to the Stochastic Partial Differential Equation (SPDE)

\[
(k^2 - \Delta) \hat{\mathbf{x}}(s) = \tau W(s)
\]

(10)

where \( W(s) \) is Gaussian white noise and \( \Delta \) is the Laplace operator (Matérn, 1960, Whittle, 1954, 1963). The \( \alpha \) is linked to the smoothness in (4) as \( \alpha = \nu + d/2 \) where \( d \) is the dimension of the domain on which the field is defined, and \( \tau \) relates to the field variance through,

\[
\sigma^2 = C(0) = \frac{\tau^2 \Gamma(\nu)}{(4\pi)^{d/2} \Gamma(\nu + d/2) \kappa^2 \nu}.
\]

The main idea is to approximating \( x(s) \) as the solution to the SPDE in (10) using a basis expansion, \( x(s) = \sum_{i=1}^{r} \psi_i(s) w_i \). More specifically, a finite element solution is obtained by finding the distribution of the weights, \( w_i \), that fulfils the stochastic weak formulation of the SPDE. The weak formulation requires the following equality in distribution to hold for a specific set of test function \( \phi_j(s) \),

\[
\left\langle \phi_j, (k^2 - \Delta) \hat{\mathbf{x}} \right\rangle = \left\langle \phi_j, \tau W \right\rangle, \quad j = 1, \ldots, r
\]

(11)

where \( \left\langle f, g \right\rangle = \int f(s) g(s) ds \). Here, a simplified solution sketch for the case \( \alpha = 2 \) with Galerkin test functions \( \psi_i = \phi_i \) is shown (see Appendix C. in Lindgren et al., 2011, for details). Using the basis expansion, the left hand side of (11) can be written as \( K w = \sum_{i=1}^{r} w_i \left\langle \phi_j, (k^2 - \Delta) \psi_i \right\rangle \) where \( K \) is a finite difference approximation matrix with elements

\[
K_{ji} = \left\langle \psi_j, (k^2 - \Delta) \psi_i \right\rangle = k^2 \left\langle \phi_j, \phi_i \right\rangle + \left\langle \nabla \phi_j, \nabla \phi_i \right\rangle.
\]

Defining \( C_{ji} = \left\langle \phi_j, \phi_i \right\rangle \) and \( G_{ji} = \left\langle \nabla \phi_j, \nabla \phi_i \right\rangle \) result in \( K = k^2 C + G \). The right hand side of (11) is a Gaussian vector with mean zero and covariance matrix

\[
C(\left\langle \phi_j, \tau W \right\rangle, \left\langle \phi_i, \tau W \right\rangle) = \tau^2 \left\langle \phi_j, \phi_i \right\rangle = \tau^2 C.
\]
Hence, the SPDE (in matrix form) becomes

$$ \mathbf{K} \mathbf{w}^d = \mathbf{e}, \quad \mathbf{e} \sim \mathcal{N}(0, \tau^2 \mathbf{C}) $$

(12)

and $$ \mathbf{V}(\mathbf{w}) = \tau^2 \mathbf{K}^{-1} \mathbf{C} \mathbf{K}^{-T} \mathbf{C}. $$ Therefore, $$ \mathbf{w} \sim \mathcal{N}(0, \mathbf{Q}^{-1}) $$ with

$$ \mathbf{Q} = \frac{1}{\tau^2} \mathbf{K}^T \mathbf{C}^{-1} \mathbf{K} $$

is a solution to (10).

The $$ \mathbf{Q} $$ is sparse if $$ \mathbf{K} $$ and $$ \mathbf{C}^{-1} $$ are sparse. To obtain a sparse $$ \mathbf{C}^{-1} $$ one needs to approximate $$ \mathbf{C} $$ with a diagonal matrix $$ \tilde{\mathbf{C}} $$ with elements $$ \tilde{C}_{jj} = \int \phi_j(s) ds = \sum_{i=1}^r C_{ji}. $$ The resulting precision matrix $$ \mathbf{Q} = \frac{1}{\tau^2} \mathbf{K}^T \tilde{\mathbf{C}}^{-1} \mathbf{K} $$ is now sparse since $$ \mathbf{G} $$ is sparse ($$ \mathbf{G} $$ contains the finite difference approximation of $$ \Delta $$). For $$ \alpha = 2 $$ ($$ \nu = 1 $$) the local structure of the precision matrix on a regular grid in $$ \mathbb{R}^2 $$ is given by

$$ \kappa^4 \begin{bmatrix} 1 \\ \mathbf{C} \end{bmatrix} + 2\kappa^2 \left[ \begin{bmatrix} -1 & 4 & -1 \\ -1 & \approx -\Delta (or \mathbf{G}) \end{bmatrix} \right] + \begin{bmatrix} 1 \\ 2 & -8 & 2 \\ 1 & -8 & 20 & -8 & 1 \\ 2 & -8 & 2 \\ 1 \end{bmatrix}. $$

Although solving the SPDE might be analytically difficult for complex sets of basis functions, in a comparison study Bolin and Lindgren (2013) showed the SPDE method using simple triangulation basis functions is generally more efficient and accurate compared to covariance tapering and convolution method.

A special case of the GMRF is the intrinsic GMRF, obtained when $$ \kappa = 0 $$ in (10), implying an infinite range, this is equivalent to a Wahba smoothing spline (Kimeldorf and Wahba, 1970, Nychka, 2000, Wahba, 1981).

### 3.4 Inference using INLA and MCMC

To obtain full inference of the posterior distribution of $$ \mathbf{x} $$ in (6), and parameters in (5), Markov Chain Monte Carlo (MCMC) is often used. An alternative to MCMC is to use the Integrated Nested Laplace Approximations (INLA) introduced by Rue et al. (2009). INLA provides faster inference compared to MCMC and is available as open source through the R-INLA package (Lindgren and Rue, 2015). However, R-INLA includes only very limited methods for multivariate non-Gaussian data. For example the Dirichlet distribution used when modelling...
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Compositional data (8) falls outside of the current INLA framework. In this thesis, we use INLA for the model introduced in (7) and MCMC for the model in (8).

INLA is based on Laplace approximations of the data log-likelihood, $f(x) = \log \pi(y|x, \theta)$, around the mode, $x_0$, of the posterior $\pi(x|y, \theta)$. To obtain an approximation of the posterior in (6), the posterior $\pi(\theta|y)$ is first approximated. To avoid computing the integral in (5), the expression $\pi(y, x|\theta)$ is rewritten as

$$\pi(y, x|\theta) = \pi(y|x, \theta)\pi(x|\theta) = \pi(x|y, \theta)\pi(y|\theta)$$

$$\Rightarrow \pi(y|\theta) = \frac{\pi(y|x, \theta)\pi(x|\theta)}{\pi(x|y, \theta)}.$$  \hfill (13)

For a model with Gaussian data the denominator in (13) has a closed Gaussian form, allowing explicit computation of $\pi(y|\theta)$ for any $x_0$. For a model with non-Gaussian data there is no closed form expression for the denominator in (13). However, $\pi(x|y, \theta)$ can be approximated by a Gaussian density $\pi_G$ using a Laplace approximation of the data log-likelihood around the mode $x_0$. The Laplace approximation results in the following approximation of the posterior

$$\widetilde{\pi}(\theta|y) \propto \frac{\pi(y|x_0, \theta)\pi(x_0|\theta)}{\pi_G(x_0|y, \theta)} \pi(\theta), \quad x_0 = \arg\max_x \pi(x|y, \theta).$$

Having an approximation of $\widetilde{\pi}(\theta|y)$ and using numerical integration over $\theta$, the posterior $\pi(x_i|y)$ is computed as

$$\pi(x_i|y) \propto \int \pi(x_i|y, \theta)\pi(\theta|y)d\theta \approx \sum_j \pi_G(x_i|y, \theta_j)\widetilde{\pi}(\theta_j|y)$$

where a second Laplace approximation is used for $\pi(x_i|y, \theta)$ (for details, see Rue et al., 2009). Note that INLA does not compute the full joint posterior $\pi(x|y)$, only the univariate posteriors $\pi(x_i|y)$ are computed. To make the Laplace approximation tractable, INLA requires $\pi(y|x, \theta) = \prod_i \pi(y_i|x_i, \theta)$, i.e each univariate observation is only influenced by one point in the latent field. This implies that the Dirichlet data model used for compositional data cannot be approximated using INLA due to the non-linear dependence of each Dirichlet observation on several elements of the latent field.

In MCMC, a Metropolis-Hastings (MH) type algorithm is used (Brooks et al., 2011). Given a specified target distribution with density $p(x)$, the MH updates propose a move to a new state, $x^*$, from the current state, $x'$, with the
propositional probability $q(x^*|x^o)$. Then the proposal $x^*$ is accepted with the accept-
ance probability

$$\phi = \min \left(1, \frac{p(x^*) q(x^o|x^*)}{p(x^o) q(x^o|x^o)}\right)$$

or rejected with probability $1 - \phi$.

A popular proposal for the MH is a symmetric Random-walk (RW) with propos-
als of the form $x^* = x^o + \epsilon$ with $\epsilon \sim B (b \text{ is often Gaussian, i.e. } \epsilon \sim N (0, \sigma^2))$. The proposal probability for a symmetric RW is

$$q(x^*|x^o) = h(x^o-x^*)$$

and the acceptance probability simplifies to

$$\phi = \min \left(1, \frac{p(x^*) p(x^o)}{p(x^o) p(x^*)}\right)$$

To create fast MCMC inference for the model in (8), the Metropolis Ad
dusted Langevin algorithm (MALA; Girolami and Calderhead, 2011, Ro
berts and Stramer, 2003) is used to estimate the process model $x$,

$$q(x^*|x^o) \sim N \left( x^o + \frac{\epsilon^2}{2} \mathcal{I}^{-1} \nabla l, \epsilon^2 \mathcal{I}^{-1} \right), \quad (14)$$

where $\epsilon$ is the step size of MALA, $\nabla l$ is a vector of derivatives of the log pos-
terior of $\pi(x|y)$ w.r.t. $x$ and $\mathcal{I}$ is the expected Fisher information matrix w.r.t the data; i.e the expectation of the second derivatives of the log posterior $\pi(x|y)$. At each iteration, $\mathcal{I}^{-1} \nabla l$ gives a sampling direction from the current state similar to a Newton-Raphson step (Givens and Hoeting, 2012, Ch. 2), and the pro-
posal variance, $\mathcal{I}^{-1}$, accounts for the dependency among the parameters. Due to
the GMRF structure of the latent fields, $\mathcal{I}$ will be a sparse matrix reducing the computational costs.

**Example 3.1.** As an example, we sample $N = 30$ observations $x$ from the normal distribution $N (0, 10^2)$. Given the observations we want to estimate $\mu$ and $\sigma$ using a MALA proposal (14). The posterior of $\mu$ and $\sigma$ given $x$ with flat priors; i.e. $\pi(\mu) = \pi(\sigma) \propto 1$, simplifies to

$$P(\mu, \sigma|x) \propto \prod_{i=1}^{N} P(x_i|\mu, \sigma).$$

Given the Gaussian distribution, the log posterior, $l$, and its derivatives, $\nabla l$ and $\mathcal{I}$, are obtained as

$$l = -N \log(\sqrt{2\pi} \sigma) - \frac{\sum_{i=1}^{N} (x_i - \mu)^2}{2\sigma^2},$$

$$\nabla_{\mu} l = \frac{\sum_{i=1}^{N} (x_i - \mu)}{\sigma^2},$$

$$\nabla_{\sigma} l = \frac{-N}{\sigma} + \frac{\sum_{i=1}^{N} (x_i - \mu)^2}{\sigma^3},$$

$$\mathcal{I} = \begin{bmatrix} \frac{N}{\sigma^2} & 0 \\ 0 & \frac{2N}{\sigma^2} \end{bmatrix}, \quad \mathcal{I}^{-1} = \begin{bmatrix} \frac{\sigma^2}{N} & 0 \\ 0 & \frac{\sigma^2}{2N} \end{bmatrix}.$$
The proposals for the parameters are computed as

\[ \mu^* = \mu^0 + \frac{\varepsilon^2}{2} \left( \frac{\sum_{i=1}^{N}(x_i - \mu)}{N} \right) + \varepsilon \left( \frac{\sigma}{\sqrt{N}} \right) v, \quad v \sim N(0, 1), \]

\[ \sigma^* = \sigma^0 + \frac{\varepsilon^2}{2} \left( \frac{\sum_{i=1}^{N}(x_i - \mu)^2}{2N\sigma} - \frac{\sigma^2}{2} \right) + \varepsilon \left( \frac{\sigma}{\sqrt{2N}} \right) u, \quad u \sim N(0, 1). \]

Figure 3 shows the results of 200 iterations with starting point, \( \mu_0 = 5 \) and \( \sigma_0 = 15 \) of a MALA with \( \varepsilon = 0.75 \) and acceptance rate 55%, compared to a RW proposal for \( \mu \) and \( \sigma \) with \( \sigma \) being 1 and 0.1 respectively, and acceptance rate 43%.

In order to get reasonable acceptance rate, an adaptive MCMC method (Andrieu and Thoms, 2008) is used for the step size of the proposals, with the following updating rule;

\[ \varepsilon_{i+1} = \varepsilon_i + \gamma_{i+1}(\hat{\phi}_x(\varepsilon_i) - \phi) \]

where \( \varepsilon_i \) is the step size for the \( i \)th MCMC iteration, \( \gamma_i = i^{-t} \) for \( t \in (0, 1) \), \( \hat{\phi}_x \) is the acceptance probability of the \( i \)th step, and \( \phi \) is the target acceptance rate. The step sizes of MALA proposal and random walk are adjusted to maintain 57% and 40% acceptance rate, respectively (Roberts et al., 2001).

3.5 Posterior uncertainties for the compositions

To compute the uncertainty in the posterior of \( x \) and therefore in the compositional reconstructions, a novel way of constructing joint confidence regions for the entire composition at each location is proposed (Pirzamanbein et al., 2015). Using the MCMC samples of \( x \), along with the mean, \( \mu_x \), and the covariance, \( \Sigma_x \), of the samples, we construct the elliptical confidence region (CR) for a multivariate Gaussian distribution as

\[ (x - \mu_x)^\top \Sigma_x^{-1} (x - \mu_x) = M_x. \]

For a multivariate Gaussian field, \( M_x \) is taken as a suitable quantile of a chi-squared distribution, \( \chi^2(d) \). Since the posterior of \( x|y \) is approximately Gaussian, \( M_x \) is chosen as the \( \alpha \) sample quantile of the above squared Mahalanobis distance computed for all MCMC samples of \( x|y \). Given a confidence region in \( \mathbb{R}^2 \), the inverse transform function (2) is used to transfer CR to ternary confidence.
Figure 3: Estimated $\mu$ and $\sigma$ given 30 observations of a Gaussian distribution based on row 1) MALA proposal and row 2) random walk proposal. The dashed line indicates the maximum likelihood estimation of the parameters and the dotted line shows the true parameter values used for simulating the observations. The color shading in the last column shows the evolution of the chain from light to dark color.
region in \((0, 1)^3\). In this way, the correlation between the components of the multivariate field is taken into account. Figure 4 shows the 95% CR for simulated 3-compositional data. In order to comprehend the size of the uncertainty to evaluate the performance of the model, the ratio of the ternary CR to the entire triangle is computed by distributing points in the ternary diagram and calculating the proportion of the points inside the CR to the unit triangle. To illustrate the changes in compositions, the maximum and minimum along each dimension of the ternary plot, i.e. in each component is used. In this way, a joint lower bound (minimum) and upper bound (maximum) for each composition together with the corresponding, most likely changes in the other compositions is obtained.

In addition, prediction region (PR) for the compositions is also computed to evaluate the predictive performance of the model. To obtain PR, new Dirichlet observations are simulated for each MCMC sample of \(x \mid y\) and \(\alpha \mid y\). These D-compositional Dirichlet-simulations are then transformed to \(\mathbb{R}^2\) using the transform function (1). The procedure above can then be used to obtain prediction ellipses and corresponding ternary PRs.
4 Outline of the papers

Paper A

Creating spatially continuous maps of past land cover from point estimates: A new statistical approach applied to pollen data
Behnaz Pirzamanbein, Johan Lindström, Anneli Poska, Shinya Sugita, Anna-Kari Trondman, Ralph Fyfe, Florence Mazier, Anne B. Nielsen, Jed O. Kaplan, Anne E. Bjune, H. John B. Birks, Thomas Giesecke, Mikhail Kangur, Małgorzata Latałowa, Laurent Marquer, Benjamin Smith and Marie-José Gaillard

In Paper A, the pollen based land cover data are reconstructed using the model introduced in (7) for three time periods. In order to assess the importance of the spatial dependence structure in the data, two versions of the model are used; 1) an intrinsic GMRF with \( \kappa = 0 \) and separable covariance structure \( \varphi \otimes \mathbf{Q}^{-1} \) where \( \varphi \) is a matrix of covariances among the multivariate fields \( \mathbf{x} \), and \( \mathbf{Q} \) is a precision matrix of a GMRF

\[
\begin{align*}
\mathbf{u}(s_i)|\mathbf{x}, \sigma_e & = \mathcal{N}(\mathbf{x}(s_i), \sigma_e^2) \quad i = 1, \cdots N \\
\mathbf{x}|\varphi, \beta & \sim \mathcal{N}(\mathbf{B}\beta, \varphi \otimes \mathbf{Q}^{-1})
\end{align*}
\]

and 2) a regression model consisting of only the regression part, \( \mathbf{x} = \mathbf{B}\beta \), without any spatial dependence structure. For both models, two different sets of possible covariates are evaluated. Both sets of covariates include intercept, elevation and a combination of vegetation estimates from a DVM (LPJ-GUESS; Smith et al., 2001) and an ALCC estimates (KK10; Kaplan et al., 2009). The second covariate set also included geographical coordinates (longitude and latitude).

The parameters of the model and the latent process \( \mathbf{x} \) are estimated using INLA (Rue et al., 2009) as implemented by the R-INLA package (Lindgren and Rue, 2015) in R (R Core Team, 2014).

The performance of the model was evaluated by computing ACD, using (3), between a present time forest map of Europe and the model reconstructions for the 1900 CE time period. The model was also evaluated using 6-fold cross-validation for all time periods.

The results indicated that the IGMRF models perform better than the regression models and that the smaller covariates set provides the best reconstructions of past land cover compositions.

Regarding the theory and implementation, the model was developed in collaboration between Behnaz Pirzamanbein and Johan Lindström. Behnaz Pir-
zamanbein implemented the methods. The writing was done mainly by Behnaz Pirzamanbein, Johan Lindström, Anneli Poska, and Marie-José Gaillard. Anneli Poska, and Marie-José Gaillard helped with the introduction and conclusions regarding the environmental and biological interpretation of data and results. In addition, Shinya Sugita helped with the structure of the paper and text clarification. The rest of the co-authors contributed with the data collection, data preparation and proofreading the text.

Paper B

Modelling Spatial Compositional Data: Reconstructions of past land cover and uncertainties
Behnaz Pirzamanbein, Johan Lindström, Anneli Poska, and Marie-José Gaillard

In Paper B, the compositional data are modelled using the model described in (8). Using the Dirichlet distribution, the model aims to correctly estimate the uncertainties in the composition, which might be underestimated using the model in Paper A. Similar to Paper A, two different models are used for modelling the land cover compositions: 1) Full model

\[ y(s) | x, \alpha \sim \text{Dir} \left( \alpha, f(x(s)) \right) \quad i = 1, \cdots, N \]

\[ x | \beta, \kappa, \rho \sim \mathcal{N} \left( B\beta, \rho \otimes Q^{-1}(\kappa) \right) \]

and 2) regression model consisting of only mean structure without spatial dependency. For the mean structure, the best covariates set from Paper A is used which includes intercept, elevation and a combination of vegetation estimates from a DVM (LPJ-GUESS; Smith et al., 2001) and an ALCC estimates (KK10; Kaplan et al., 2009).

In contrast with Paper A the inference is not possible using R-INLA (Lindgren and Rue, 2015), due to the non-linear dependency of the Dirichlet observations on several latent fields. Therefore, a MCMC algorithm is used to estimate all the parameters and the latent fields. In MCMC, the parameters are divided into two blocks; in the first block \( \alpha \) and \( x \) are updated using MALA proposal with adaptive step size and in the second block, parameters of latent field, \( \kappa \) and \( \rho \) are updated.

The maps of past land cover for five time periods are reconstructed. A novel way of computing the uncertainties for composition is proposed (Section 3.5) and the confidence and predictive regions are computed. The model evaluation is done using a 6-fold cross validation by computing the ACD (3) for all the time
periods. The reconstruction for the 1900 CE is also compared to the recent time periods European forest map and also with the reconstructions based on Gaussian model explained in Paper A.

The results show that the Dirichlet observation model with spatial dependency developed in this paper performs best in reconstructing the land cover compositions.

Behnaz Pirzamanbein developed and implemented the methods and also wrote most of the paper. Contributions from the other authors were as follows. Regarding the theory and implementation, Johan Lindström helped with details regarding the joint uncertainties as well as suggestions for debugging, including common implementation mistakes. Johan also helped with polishing of the text and wrote parts of the introduction and conclusion. The two other co-authors, Anneli Poska and Marie-José Gaillard, are from "Physical Geography and Ecosystems Analysis" and "Biology, Palaeoecology and Environmental sciences", respectively. They provided the pollen data and vegetation model output. They also helped with the introduction and conclusions regarding the environmental and biological interpretation of the data and results.

Paper C

Analysing the sensitivity of pollen based land cover maps to different auxiliary variables
Behnaz Pirzamanbein, Anneli Poska, Johan Lindström

One of the covariates used in the model developed in Paper B is a combination of vegetation estimates from the DVM LPJ-GUESS and the ALCC estimates of KK10. Due to differences in climate forcing used in the DVM and significant variation in land use estimates between the existing ALCC, this covariate can vary substantially. In Paper C, the sensitivity and robustness of the model to the choice of covariates is analysed. Different covariates including elevation, and different combinations of two different sets of ALCC scenarios, KK10 and HYDE, and two different estimations of natural vegetation from the DVM LPJ-GUESS based on two climate forcing, RCA3 (Rossby Centre Regional Climate Model Samuelsson et al., 2011) and Earth System Model (ESM Mikolajewicz et al., 2007) are used.

For evaluating the model results, the ACDs (3) are computed among the models reconstructions. For the 1900 CE time period, the ACDs are computed between the land cover reconstructions from each model and the present day European forest map. Since there is no ground truth data available for the 1725
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CE and 4000 BCE time periods, a 6-fold cross validation is used by computing ACDs. To measure the predictive performances of the models, deviance information criteria (DIC) is also computed for each model and time period.

The results show that although there are small differences in the land cover reconstructions, the overall performance of the models are not sensitive to the choice of covariates. All the tests indicated the similarity between the model reconstructions. This is due to the fact that the changes in covariate can be corrected by different regression coefficient estimates and even though being different the model based covariates share similar spatial patterns which help the reconstruction.

Behnaz Pirzamanbein set up the analysis in collaboration with the co-authors. The implementations, results and the statistical analysis were provided by Behnaz Pirzamanbein. Moreover, she wrote the method section, some parts of introduction and conclusion. Anneli Poska provided the data. She also wrote most of the introduction and conclusions regarding the environmental and biological interpretation of the data and results. Johan Lindström helped with structure, polishing the text, and parts of the introduction and conclusion.

Paper D

Reconstruct past Human Land Use from Pollen data and Anthropogenic Land Cover Changes scenarios

Behnaz Pirzamanbein, Johan Lindström

In Paper D, the possibility of combining the pollen based land cover composition (LCC) with population based estimates of anthropogenic land cover changes (ALCC) was investigated by extending the model in Paper B. The aim of the paper was to merge LCC and ALCC to provide estimates of past natural land cover and past human land use.

The available ALCC estimates consist of 1) KK10 (Kaplan et al., 2009), and 2) HYDE (Klein Goldewijk et al., 2011). Since KK10 and HYDE are substantially different in older time periods, perturbed proportions of human land used based on both datasets were added to the data model in the hierarchy. The full
hierarchical model is formulated as

$$L | \alpha, z \sim \text{Dir}(\alpha, z), \quad H_k | \lambda, p_{H,k} \sim \text{Beta}(\lambda p_{H,k}, \lambda (1 - p_{H,k})),$$

$$z = h(p_L, p_H),$$

$$p_L = f(x_L),$$

$$p_H = g(x_H),$$

$$p_{H,k} = g(x_H + \epsilon_k),$$

$$x | \kappa, \rho \sim \mathcal{N}(B\beta, \rho \otimes Q^{-1}(\kappa)).$$

Two versions of covariates are used in the modelling, one included the LPJ-GUESS natural vegetation as covariate for natural land cover compositions and the other one only included elevation. In the later case the natural land cover reconstruction can be compared with the LPJ-GUESS natural vegetation.

The model is fitted using a block updated MCMC. In the first block the concentration parameters of beta and Dirichlet distribution, $\alpha$ and $\lambda$, together with latent process $x$ and $\epsilon_k$ were updated using a MALA proposal. In the second block the parameters of latent fields including $\kappa$ and $\rho$ were updated using RW and conjugacy. Finally, the precision of added perturbation, $\tau$, was updated using conjugacy.

The model results are evaluated using leave one block out. The results showed that it is possible to combine pollen based land cover and ALCC scenarios to obtain past human land use and natural land cover. Further, the results indicate the human land use reconstructions based on both ALCC and pollen based LCC are closer to the HYDE proportions than KK10, in contrast the spatial pattern is closer to KK10 than HYDE. This suggests that pollen based LCC can be used to adjust the existing population based ALCC estimates to match observed past vegetation patterns and recover past human land use from pollen based LCC.

Initially, a model based on archaeological artefacts instead of ALCC was attempted to reconstruct the human land use using log Gaussian cox process (Simpson et al., 2016). Unfortunately due to biases in our archaeological data and issues with their dating, the model could not fit to the actual data. However, the preliminary results indicated modelling the human land use using archaeological artefacts is possible and improvement in the archaeological data sets might give better reconstructions of past human land use compare to the existing ones.
The problem formulation was done in collaboration with Johan Lindström. Behnaz Pirzamanbein implemented most of the methods and wrote different parts of the text. Johan Lindström helped with different part of the text. He also helped with debugging the implementation.
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Abstract

Reliable estimates of past land cover are critical for assessing potential effects of anthropogenic land-cover changes on past earth surface-climate feedbacks and landscape complexity. Fossil pollen records from lakes and bogs have provided important information on past natural and human-induced vegetation cover. However, those records provide only point estimates of past land cover, and not the spatially continuous maps at regional and sub-continental scales needed for climate modelling.
We propose a set of statistical models that create spatially continuous maps of past land cover by combining two data sets: 1) pollen-based point estimates of past land cover (from the REVEALS model), and 2) spatially continuous estimates of past land cover, obtained by combining simulated potential vegetation (from LPJ-GUESS) with an anthropogenic land-cover change scenario (KK10). The proposed models rely on statistical methodology for compositional data and use Gaussian Markov Random Fields to model spatial dependencies in the data.

Land-cover reconstructions are presented for three time windows in Europe: 0.05 ka, 0.2 ka, and 6 ka years before present (BP). The models are evaluated through cross-validation, deviance information criteria and by comparing the reconstruction of the 0.05 ka time window to the present-day land-cover data compiled by the European Forest Institute (EFI). For 0.05 ka, the proposed models provide reconstructions that are closer to the EFI data than either the REVEALS- or LPJ-GUESS/KK10-based estimates; thus the statistical combination of the two estimates improves the reconstruction. The reconstruction by the proposed models for 0.2 ka is also good. For 6 ka, however, the large differences between the REVEALS- and LPJ-GUESS/KK10-based estimates reduce the reliability of the proposed models. Possible reasons for the increased differences between REVEALS and LPJ-GUESS/KK10 for older time periods and further improvement of the proposed models are discussed.

Key words: Land cover, Spatial modeling, Paleoecology, Pollen, Compositional data, Gaussian Markov random fields

1 Introduction

Anthropogenic impacts on past land cover have potentially influenced the climate system more significantly than previously assumed (e.g. Ruddiman, 2005). Many simulation studies have evaluated the biogeophysical effects of vegetation and land-use changes on past climate at the global scale (e.g. Brovkin et al., 2006, Christidis et al., 2013, Claussen et al., 2001, de Noblet-Ducoudré et al., 2012, Pitman et al., 2009, Pongratz et al., 2010). However, descriptions of past land cover vary considerably among studies, including: static present-day land cover (Strandberg et al., 2011), dynamic (or static) potential land cover simulated by dynamic vegetation models (DVMs) (e.g. Brovkin et al., 2002, Hickler et al., 2012), and land-cover estimates combining DVMs and anthropogenic land-cover change (ALCC) scenarios (de Noblet-Ducoudré et al., 2012, Pongratz et al., 2009). The
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Existing ALCC scenarios (e.g. Kaplan et al., 2009, Klein Goldewijk et al., 2011, Pongratz et al., 2009) also differ significantly from each other (Gaillard et al., 2010) and their reliability still needs to be evaluated.

Palaeoecology has provided important information on past vegetation and land cover using fossil pollen and plant macroremains deposited and preserved in lake and bog sediments over thousands of years. Although those palaeorecords provide insights into the past vegetation that modelling approaches cannot, the interpretation of palaeorecords, particularly quantification of land-cover changes in specific spatiotemporal scales, remains difficult. In addition palaeorecords are point estimates of land cover around study sites. Therefore, the gaps between estimates at study points need to be filled if palaeorecords of land-cover changes are to be useful in climate modelling and other simulation studies that require quantitative and spatially continuous input datasets. To achieve this interpolation process we propose a new statistical approach based on statistical spatial models and methods developed in Tjelmeland and Lund (2003), Lindgren et al. (2011) and Rue et al. (2009). Our approach takes spatially continuous estimates of past land cover from a DVM and an ALCC scenario as covariates and then constrains those using the point estimates of pollen-based land cover; thus it can potentially avoid problems that conventional interpolation methods using fossil pollen records have. The DVMs and ALCC scenarios provide a way of capturing land-cover changes due to the non-stationary environmental conditions in Europe over areas with few or no pollen-based observations.

This paper aims at reconstructing the land cover in Europe at 6.0 ka, 0.2 ka and 0.05 ka (calibrated year BP) using the methods developed in this study. The work is part of the LANDCLIM project (LAND cover - CLIMate interactions in Europe during the Holocene; Gaillard et al., 2010) that assesses the possible effects of long-term changes in anthropogenic land cover on the Holocene climate (Strandberg et al., 2014). Our objective is also to provide methods and reconstructions that can be used in the evaluation of ecological complexity of European landscapes in the past, i.e. give us new insights on the respective roles played by climate, soils, geography, geology and human impact in landscape dynamics at the spatio-temporal resolutions we are working with. Here is a brief roadmap of this paper to explain and help sort out the complex web of different models and datasets used in the analysis:

Section 2 describes a statistical approach for compositional data (Aitchison, 1986) such as land-cover estimates in proportion. To avoid the time-consuming
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inference in Tjelmeland and Lund (2003), the spatial dependence is modelled using a Gaussian Markov Random Field (GMRF) (Lindgren et al., 2011) with fast inference obtained through R-INLA (Lindgren and Rue, 2013, Rue et al., 2009). Two standard linear regression models and two GMRF-based models are developed to explain REVEALS land-cover by various sets of covariates (i.e. estimates from a DVM and an ALCC scenario, elevation, longitude and latitude).

Section 3 describes models and databases used for reconstruction of past and recent (0.05 ka) land cover with the new statistical approach and for data-model comparison. Pollen-based estimates of three land-cover types (coniferous, broadleaved and unforested) at $1^\circ \times 1^\circ$ resolution are obtained using the REVEALS model (Sugita, 2007); hereafter those estimates are referred to as grid-based REVEALS (GB-REVEALS). Potential natural vegetation is simulated by a process-based dynamic ecosystem model LPJ-GUESS (Smith et al., 2001), and anthropogenic land cover is extracted from the ALCC KK10 scenario of Kaplan et al. (2009) based on human population history and technology development. KK10 is the existing ALCC scenario that is closest to the pollen-based GB-REVEALS in terms of degree of past deforestation (Kaplan et al., 2014, Strandberg et al., 2014, Trondman et al., 2012). Combined estimates of model-based potential vegetation and ALCC, hereafter referred to as LPJ-GUESS$_{KK10}$, are used as one of the main covariates in the data analysis. In addition, the present-day land cover is obtained from the land-cover database of the European Forest Institute (EFI).

Section 4 describes the results and section 5 discusses the significance and implications of the approach developed in this study. The reconstruction of recent land cover is compared to the EFI forest map for evaluation, and pros and cons of the new statistical approach are assessed in detail.

2 Development of the Statistical Model

2.1 Methods for compositional data

In each grid cell three land-cover types (LCTs) - coniferous forest, broadleaved forest, and unforested land - are expressed as proportions. To account for the restrictions inherent to compositional data we apply logratio transformation (Aitchison, 1986) for the LCT data.

Letting $y_i(s)$ denote the fraction of the $i^{th}$ LCT at grid cell location $s \in R^2$;
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the values have to sum to one and be non-negative, i.e.

$$\sum_{i=1}^{D} y_i(s) = 1, \quad \text{and} \quad 0 \leq y_i(s) \leq 1, \forall i.$$  \hfill (1)

These conditions complicate any statistical analysis. A common solution (Aitchison, 1986, Tjelmeland and Lund, 2003) is to transform the data, allowing modelling to proceed without being encumbered by the restrictions in (1). Several possible transformations exist. Here we use the additive logratio (alr) following Tjelmeland and Lund (2003):

$$u_i(s) = \log \frac{y_i(s)}{y_D(s)}, \quad i = 1, \ldots, D - 1,$$  \hfill (2)

with $D$ denoting the number of components ($D = 3$ for our three LCTs). The alr takes the set of $D$ compositional values in $[0, 1]$ and transforms them into $D - 1$ real valued (i.e. unrestricted) data, $u_i(s)$. The original fractions can be recovered from $u_i(s)$ through the inverse transformation:

$$y_i(s) = \frac{\exp(u_i(s))}{1 + \sum_{i=1}^{D-1} \exp(u_i(s))}, \quad i = 1, \ldots, D - 1,$$

$$y_D(s) = \frac{1}{1 + \sum_{i=1}^{D-1} \exp(u_i(s))},$$  \hfill (3)

where it is easy to see that the $y_i(s)$ obeys the restrictions in (1).

The alr transformation has its own limitations. It requires proportions to be $y_i(s) > 0$ and $y_i(s) < 1$ eliminating the possibility of an equality in (1). This limitation is not an issue for the data used in this paper, since all LCTs are present in all grid cells. Note that increasing $y_1$ implies a lowering of $y_2$ and $y_3$ through the sum to one constraint; thus $u_1$ and $u_2$ are dependent, an important fact for the modelling that is further discussed in Section 2.2.

To compute the difference between two compositions we use the compositional distance (Aitchison, 1986):

$$\Delta(u, v) = [(u - v)^T H^{-1} (u - v)]^{1/2}$$  \hfill (4)

where $u$ and $v$ are alr transforms of compositions and $H$ is a $d \times d$-matrix ($d = D - 1$) with elements $h_{ij} = 2$ if $i = j$, and $h_{ij} = 1$ if $i \neq j$. 
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A convenient way of illustrating the variability of D-compositional data is a ternary diagram (see Aitchison, 1986, ch. 1.4). Figure 1 illustrates the concept using four compositional data points, each containing coniferous forest (C), broad-leaved forest (B), and unforested land (U). In a ternary diagram, a point close to a vertex (e.g. \( y(3) \) close to U) has large proportion of the corresponding vertex and a point close to each edge (e.g. \( y(4) \) close to U-C) has a low proportion of the opposite vertex (B).

Figure 1: A ternary diagram containing four 3-compositional data points, each consisting of coniferous forest (C), broad-leaved forest (B), and unforested land (U). The points correspond to compositions of \( y(i) = (y_C(i), y_B(i), y_U(i)) \). Numbers along the lines between points indicate their distances according to (4) from \( y(1) \). The figure is inspired by Fig. 1. in Billheimer et al. (2001).

2.2 Statistical model

The transformed data, \((u_1, u_2) = \text{alr}(y_C, y_B, y_U)\), is modelled as a multivariate Gaussian process (see Tjelmeland and Lund, 2003),

\[
\begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix} + A \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} + \varepsilon, \quad \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} \sim \mathcal{N}(0, \Sigma_z), \quad \varepsilon \sim \mathcal{N}(0, \sigma^2_\varepsilon). \tag{5}
\]

Here \( u_1 \) and \( u_2 \) are column vectors containing the alr transformed ((2)) compositional values for the \( N_{\text{obs}} \) observed locations; \( \mu_i \) are column vectors of mean values for each location; \( \varepsilon \) are independent Gaussian residuals with variance \( \sigma^2_\varepsilon \); and \( z \),
are spatially dependent residual fields modelling any remaining dependence in the observations, the \( N_{\text{obs}} \times N \) matrix \( \mathbf{A} \) is a sparse matrix that extracts elements corresponding to the observed locations from \( z_i \). The multivariate Normal model contains two main components: a mean field, \( \mu \), and a spatially dependent residual field, \( z \). Those two components are described below.

### 2.2.1 Mean field

The mean field is modelled as a linear combination of covariates

\[
\mu_i = \mathbf{1}_0 + \sum_p \mathbf{B}_p(s)\beta_{p,i} \tag{6}
\]

where \( \mathbf{B}_p \) is a column vector containing the \( p^{th} \) covariate, \( \beta_{p,i} \) are unknown regression coefficients and \( \mathbf{1}_0 \) is a column vector of ones (the intercept). Two sets of different covariates are used for vegetation reconstruction in this study: \( \mathbf{B} \) — contains the alr transformation of LPJ-GUESS\(_{KK10} \) (LPJ-GUESS estimates adjusted for human impact with the KK10 scenario; see next section) and \( \mathbf{B}_{geo} \) — contains LPJ-GUESS\(_{KK10} \) and the geographical coordinates, i.e. longitude and latitude. Both \( \mathbf{B} \) and \( \mathbf{B}_{geo} \) also take elevation as a covariate. The geographical covariates are fixed over the different time windows, thus possibly adjusting reconstructions for geographically consistent biases in the potential vegetation.

As an alternative to potential vegetation, some bioclimatic covariates (i.e. temperature, precipitation, and soil suitability), used as drivers for LPJ-GUESS, were also included directly in the mean field. Those alternatives did not improve the reconstructions and, for brevity, the results are neither shown nor discussed in this paper.

Using only the mean field, (6) and without spatially dependent residual fields (i.e. \( z_i = 0 \)), the full model (5) reduces to a standard linear regression. We construct two Regression Models \( \mathbf{RM} \) and \( \mathbf{RM}_{geo} \) with \( \mathbf{B} \) and \( \mathbf{B}_{geo} \), respectively.

### 2.2.2 Residual field

The inclusion of coordinates in the mean field only implies a linear dependence between the transformed composition in each grid cell and the corresponding coordinates; no other dependence among neighbouring locations is implied. Any remaining spatial structure can be accounted for by imposing a more complex model for the covariance matrix, \( \Sigma_z \), of the residual field \( z \) in (5). Tjelmeland
and Lund (2003) used a Gaussian field (GF) specified through the covariance function, and Paciorek and McLachlan (2009) used a thin plate spline to model the spatial structure. Here we replace the GF with a Gaussian Markov Random Field (GMRF) (Lindgren et al., 2011); this has two main benefits:

1. GMRF has computational benefits over the covariance formulations, and
2. it allows the use of standard software (the R-INLA package Lindgren and Rue, 2013, Rue et al., 2009) for inference.

We now briefly present the GMRF model. According to Whittle (1954, 1963) GFs with Matérn covariance

$$\text{cov}(z(0), z(s)) = \sigma^2 \left( \kappa \|s\| \right)^\nu K_\nu(\kappa \|s\|) \Gamma(\nu)2^{\nu-1}$$  \hspace{1cm} (7)

are the solutions to Stochastic Partial Differential Equation (SPDE)

$$(-\Delta)^{\frac{\alpha}{2}} z(s) = \tau W(s), \quad s \in \mathbb{R}^d, \quad \alpha = \nu + d/2,$$  \hspace{1cm} (8)

where $W(s)$ is Gaussian white noise, $\Delta = \frac{\partial^2}{\partial s^2} + \frac{\partial^2}{\partial y^2}$ is the Laplacian, $\kappa$ is the spatial scale parameter, $\nu$ controls the smoothness, $\tau$ controls the variance of $z$ and is linked to $\sigma^2$ (see Lindgren et al., 2011, ch. 2.1), and $K_\nu$ is the modified Bessel function of the second kind.

Lindgren et al. (2011) showed that a GMRF representation of a Matérn GF can be explicitly constructed with precision matrix $Q$. Let the $z$’s in (5) be a GMRF defined on a regular lattice, then in case of $\alpha = 2$ the appropriate precision matrix is obtained by

$$Q = \frac{1}{\tau^2} \left( \kappa^4 C + 2\kappa^2 G + G G^{-1} G \right) G_2$$  \hspace{1cm} (9)

where $C$, $G$, and $G_2$ are sparse matrices (see Lindgren et al., 2011, for details). A special case of (8) is the intrinsic Matérn model with $\kappa = 0$, given by

$$(-\Delta)^{\frac{\alpha}{2}} z(s) = \tau W(s),$$  \hspace{1cm} (10)

this is a spline smoothing model (see Duchon, 1976, Kimeldorf and Wahba, 1970, Nychka, 2000, Wahba, 1981). In this case, $Q$ is the precision matrix of an intrinsic GMRF.
To obtain a suitable dependence model for \( z \), we assume the same precision \( Q \) for both fields, \( z_1 \) and \( z_2 \), in (5), but allow the fields to be correlated. The result is a separable precision (inverse covariance) matrix that can be expressed as a Kronecker product,

\[
\Sigma_{z}^{-1} = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}^{-1} \otimes Q,
\]

(11)

where \( \rho \) is the correlation between the fields.

2.2.3 Interpretation of the statistical model

The purpose of the residual field is to capture spatial structure not explained by the mean field; if GB-REVEALS in several nearby grid cells deviate in a similar fashion from the regression model then predictions at adjacent grid cells should take this information into account. The intrinsic GMRF model (IGMRF) used here can be interpreted as either universal Kriging using a Matérn-covariance with very large range (Lindgren et al., 2011), or as spline smoothing of the residuals (Nychka, 2000, Wahba, 1981). Predictions at an unobserved grid location are essentially given by

\[
\hat{u}(s_0) = \hat{\beta}_{0,j} + \sum_p B_p(s_0) \hat{\beta}_{p,j} \\
+ \sum_{j=1}^{2} \sum_{s \in \text{observed}} c(s - s_0, j) \left( u_j(s) - \hat{\beta}_{0,j} - \sum_p B_p(s) \hat{\beta}_{p,j} \right).
\]

(12)

Here \( c(s, i) \) are weighting coefficients that depend on \( \tau, \sigma^2, \rho \) in (15) in A and decay as the distance from \( s_0 \) increases (see Lindgren et al., 2011, Rue and Held, 2004, for details). Note that the predictions include residuals from both fields; this is due to the correlation, \( \rho \), introduced in (11).

For prediction and cross-validation both the regression parameters (\( \beta \)) and the parameters describing the spatial structure (\( \tau, \sigma^2, \rho \)) are calibrated based on a validation set (i.e. selected grid cells with GB-REVEALS). These parameters are then used to compute predictions at unobserved sites and sites left-out for the cross-validation.

For details regarding the calibration and reconstruction see A.
2.2.4 Models used for data analysis

For reconstruction of land-cover types using the GB-REVEALS and LPJ-GUESS\textsubscript{KK10} data we consider a total of four models.

The two regression models, RM and RM\textsubscript{geo}, without spatial dependencies and the two models, IGMRF and IGMRF\textsubscript{geo}, with spatial dependencies. The two spatially dependent models are created by adding spatial residual fields, \( z \), to the same mean fields, (6), as in the regression models. All four models have been implemented in R (R Core Team, 2014) using the R-INLA package (Lindgren and Rue, 2013, Rue et al., 2009).

3 Land-cover type and auxiliary data

The target region of the LANDCLIM project is Europe (Fig. 2; Gaillard et al., 2010). The data used for validation and application of the statistical models proposed in the previous section consist of 1) GB-REVEALS extracted from the LANDCLIM-REVEALS database, 2) DVM LPJ-GUESS estimates of potential natural vegetation and ALCC KK10 scenario estimates, and 3) the present-day forest map of Europe, geographical coordinates (longitude and latitude), and elevation.

![Figure 2: The left plot shows the availability of GB-REVEALS for all three time-windows. The right plot shows the elevation for each grid cell (truncated to \( \geq 0 \)).](image)

The two selected time windows of the past are characterized by contrasting human impact on land cover (Gaillard et al., 2010, Strandberg et al., 2014) and recent land cover is used to validate the methods:
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6 ka (5.7 – 6.2 ka) — the mid-Holocene warm period characterized by low human impact, often used as a baseline time-window to assess the effects of orbital forcing and pre-industrial greenhouse gases on climate (e.g. Bracconnot et al., 2012, Harrison et al., 1998, Kohfeld and Harrison, 2000).

0.2 ka (0.1 – 0.35 ka) — the Little Ice Age (AD 1550 – 1850), a cool period in Europe with substantial anthropogenic land cover but low levels of human-induced greenhouse gases; AD 1850 and AD 1750 were used as pre-industrial baselines in the two last IPCC (Intergovernmental Panel on Climate Change) reports (Pachauri and Reisinger, 2007, Stocker et al., 2013).

0.05 ka (x1 - 0.1 ka) — recent land cover is characterized by afforestation of large areas of Europe in mountainous areas and other regions, such as southern Sweden, northern Germany and Poland, and the Baltic states (Krzywinski et al., 2009).

3.1 Land-cover reconstruction using fossil pollen

The LCT data used for analysis are calculated from mean REVEALS estimates for 25 major plant taxa in 1° x 1° grid cells following the LANDCLIM protocols described in Gaillard et al. (2010), Mazier et al. (2012), Trondman et al. (2014). REVEALS (Sugita, 2007) is a mechanistic model for regional vegetation reconstruction that takes into account the inter-taxonomic differences in pollen productivity and dispersal, and size of sedimentary basins from which pollen data are obtained. It has been tested in several regions of Europe and North America (Hellman et al., 2008a,b, Soepboer et al., 2010, Sugita et al., 2010). Hellman et al. (2008b) showed that the spatial scale of REVEALS estimates of land cover was generally closer to 100 km x 100 km than 50 km x 50 km; however, the difference in fit between the REVEALS estimates and the actual land cover was small between the two spatial scales. Therefore, the 1° x 1° spatial scale chosen for the LANDCLIM project is adequate for the REVEALS model. The LANDCLIM database includes more than 600 Holocene pollen records that are compiled from the European Pollen Database, various national pollen databases and archives, and individual contributors. In our study, the number of 1° x 1° grid cells with GB-REVEALS are 184, 179, and 168 (out of a total of 644, 675, and 658 grid cells

*x = date of the core surface, e.g. AD 2005-100 BP if x = AD 2005
over the study region) for the 6 ka, 0.2 ka, and 0.05 ka time windows, respectively (Fig. 2). The total number of grid cells and the number of grid cells with GB-REVEALS differ among the time periods because of the differences in the coastline of the ALCC scenario used, and the differences in availability of pollen data among the time windows, respectively.

3.2 Estimates of potential vegetation and anthropogenic land cover

For estimating changes in the distribution and cover of LCTs in each $1^\circ \times 1^\circ$ grid cell, we use a combination of simulated potential vegetation and estimates from ALCC scenario as follows.

3.2.1 Potential natural vegetation

Potential vegetation in the study region is simulated by a process-based dynamic ecosystem model LPJ-GUESS 2.1 (Lund-Potsdam-Jena-General Ecosystem Simulator, Sitch et al., 2003, Smith et al., 2001). For the three, above specified, time windows LPJ-GUESS was run using climate input data provided by 1) the SMHI Rossby Centre Regional Climate Model (RCA3) (Samuelsson et al., 2011) with a 0.44$^\circ$ spatial resolution over Europe for 6 ka (5859–5811) BP and 0.2 ka (AD 1700–1800), (Strandberg et al., 2014) and 2) the Climatic Research Unit with a 0.5$^\circ$ resolution for 0.05 ka (AD 1901–2006) (Mitchell and Jones, 2005). The modern soil-texture data as described in Sitch et al. (2003) were used in all simulations. Percentage covers of plant functional types simulated by LPJ-GUESS are averaged over the modelled periods and converted to the three LCTs in proportion. All the estimates are upscaled, by averaging, to $1^\circ \times 1^\circ$ resolution. See B for a more detailed description of mechanisms and parameterizations in LPJ-GUESS.

3.2.2 Anthropogenic deforestation

 Anthropogenic deforestation in the study region is extracted from the standard scenario of the ALCC KK10 (Kaplan et al., 2009). The KK10 scenario is based upon estimates of past human population density and the land requirement per capita to estimate the area of land needed for sustaining the assumed population. The spatial distribution of anthropogenic land cover is determined by environmental suitability estimates based mainly on climate conditions and soil type. We chose the KK10 scenario to represent anthropogenic deforestation, because there is a good correlation between GB-REVEALS and KK10 (Kaplan et al., 2014,
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Strandberg et al., 2014, Trondman et al., 2012). The KK10 scenario provides estimates of the fraction of land used for agrarian activities (i.e. deforested land) at $5^\prime$ spatial resolution. These estimates are averaged for 100-year time windows around 6 ka and 0.2 ka BP and upscaled to $1^\circ \times 1^\circ$ resolution.

3.2.3 LCT estimates based on the LPJ-GUESS and KK10 simulations

Because LPJ-GUESS does not account for the increase in unforested area due to human impact (Fig. 3), this study uses the following adjustment to estimate land cover:

$$P(\text{Coniferous}_{adj}) = P(\text{Coniferous}) \cdot (1 - P(\text{HLU}_{KK10})),$$

$$P(\text{Broadleaved}_{adj}) = P(\text{Broadleaved}) \cdot (1 - P(\text{HLU}_{KK10})), \quad (13)$$

$$P(\text{Unforested}_{adj}) = P(\text{Unforested}) \cdot (1 - P(\text{HLU}_{KK10})) + P(\text{HLU}_{KK10}).$$

In each grid cell, the LPJ-GUESS-based proportions of the area occupied by coniferous forest, broadleaved forest and unforested land are expressed as $P(\text{Coniferous})$, $P(\text{Broadleaved})$ and $P(\text{Unforested})$, respectively; the estimated proportion of human induced deforestation from the KK10 scenario is $P(\text{HLU}_{KK10})$. Adjusted land cover proportions — $P(\text{Coniferous}_{adj})$, $P(\text{Broadleaved}_{adj})$ and $P(\text{Unforested}_{adj})$ — are calculated in such a way that the cover fractions of all the potential vegetation components are uniformly reduced by the predicted anthropogenic land-cover proportion. The anthropogenic land-cover proportions, $P(\text{HLU}_{KK10})$, are then added to the unforested fraction, $P(\text{Unforested})$. The resulting adjusted land-cover proportions are then used as explanatory variables in the mean field, (6).

3.3 Present-day land cover, elevation, longitude and latitude

Data on the present-day land cover in the study region were obtained from the forest map of Europe compiled by the European Forest Institute (EFI). Raster maps based on a combination of satellite data (NOAA-AVHRR) and national forest-inventory statistics from 1990–2005 (Päivinen et al., 2001, Schuck et al., 2002) were downloaded from the EFI webpage (http://www.efi.int/portal/virtual_library/information_services/mapping_services/forest_map_of_europe). The forest maps (with proportions of coniferous- and broadleaved-forest cover) were upscaled, by averaging, from $1 \text{ km} \times 1 \text{ km}$ to
Figure 3: Available data for the 0.05 ka period, showing the proportion of LCTs. From top to bottom, data for the present-day window from EFI-FM, GB-REVEALS, LPJ-GUESS, and LPJ-GUESSKK10 ((13)).
4. Results

4.1 Evaluation of the statistical models

To evaluate and validate the four statistical models, we compared the differences between the reconstructed values for the 0.05 ka and the data from the EFI forest map (EFI-FM) using compositional distances ((4)) for individual grid cells. The average distances (i.e. the mean difference between the model-based reconstruction and EFI-FM) are 1.711, 1.520, 1.782, and 1.517 for IGMRF<sub>geo</sub>, IGMRF, RM<sub>geo</sub>, and RM, respectively. Thus the models without geographic coordinates (RM and IGMRF) provide estimates closer to those from EFI-FM than the other two models.

We also adopted a 6-fold cross-validation scheme for each of the three time windows (see Hastie et al., 2001, ch. 7.10). To assess the possible variability due to the selection of different groupings, the cross-validation is run for 10 different, randomly selected, 6 folds. Average compositional errors and standard deviations are shown in Table 1. For the cross-validation (CV) the RM model is consistently best for all time windows followed by RM<sub>geo</sub>, IGMRF, and IGMRF<sub>geo</sub>. However, longitudinal effects introduced by the geographic coordinates result in unsatisfactory reconstructions from the RM<sub>geo</sub> and IGMRF<sub>geo</sub> model for areas of eastern Europe with few GB-REVEALS. Due to the scarcity of the GB-REVEALS data, these longitudinal effects are not penalised by the cross-validation, but show up in the comparisons with EFI-FM data; this leads us to prefer IGMRF over the RM<sub>geo</sub>.

In addition, we computed the deviance information criteria (DIC; see Ch. 7.2 Gelman et al., 2014) for each of the models (Table 2); the DIC is a generalization of the Akaike information criterion (AIC; Akaike, 1969). The DIC suggests that the IGMRF models outperform the regression models for all time windows,
indicating the need for spatial dependency. The results of CV and DIC lead us to choose RM and IGMRF as the best model.

Accordingly we proceeded with the data analysis using the RM and IGMRF only. The reconstructions from the RM and IGMRF are shown in Fig. 4.

Table 1: Average compositional error (and standard deviation) from 10 different 6-fold cross-validations for each of the 4 different models, and 3 time windows.

<table>
<thead>
<tr>
<th>Model</th>
<th>0.05 ka CV_error (sd)</th>
<th>0.2 ka CV_error (sd)</th>
<th>6 ka CV_error (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM</td>
<td>1.565 (0.033)</td>
<td>1.843 (0.057)</td>
<td>1.761 (0.041)</td>
</tr>
<tr>
<td>RMgeo</td>
<td>1.631 (0.051)</td>
<td>1.985 (0.068)</td>
<td>1.825 (0.049)</td>
</tr>
<tr>
<td>IGMRF</td>
<td>1.679 (0.046)</td>
<td>2.020 (0.071)</td>
<td>1.928 (0.048)</td>
</tr>
<tr>
<td>IGRMFgeo</td>
<td>1.705 (0.049)</td>
<td>2.060 (0.077)</td>
<td>1.956 (0.053)</td>
</tr>
</tbody>
</table>

Table 2: Deviance information criteria (DIC) for each of the 4 different models, and 3 time windows.

<table>
<thead>
<tr>
<th>Model</th>
<th>0.05 ka DIC</th>
<th>0.2 ka DIC</th>
<th>6 ka DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGMRFgeo</td>
<td>750.13</td>
<td>891.84</td>
<td>-2123.6</td>
</tr>
<tr>
<td>IGMRF</td>
<td>664.05</td>
<td>839.51</td>
<td>-2128.82</td>
</tr>
<tr>
<td>RMgeo</td>
<td>1058.59</td>
<td>1194.41</td>
<td>1319.18</td>
</tr>
<tr>
<td>RM</td>
<td>1142.96</td>
<td>1348.56</td>
<td>1372.9</td>
</tr>
</tbody>
</table>

4.2 Assessment of the data quality

To gain an overall understanding of data quality and to detect possible method-inherent biases, the compositional distances are calculated between the EFI-FM and either LPJ-GUESSKK10, GB-REVEALS, or the statistical reconstructions, RM and IGMRF, for the 0.05 ka. The distances between LPJ-GUESSKK10 and GB-REVEALS are also computed for each of the three time windows, allowing us to investigate how much these two datasets differ in each time window. The discrepancy between LPJ-GUESSKK10 and GB-REVEALS increases from the 0.05 ka to 6 ka (average distance of 1.644, 1.701, and 2.054 for the 0.05 ka, 0.2 ka, and 6 ka windows, respectively; Fig. 5). Reasons behind these discrepancies are presented in Sec. 5.2.
4. Results

Figure 4: Reconstructions of proportion of LCTs for the 0.05 ka time window. From top to bottom, the REVEALS data, the RM reconstruction, the IGMRF reconstruction and the EFI-FM data.
For the 0.05 ka time window the RM- and IGMRF-based reconstructions are closer to EFI-FM (average distance: 1.517 and 1.519, respectively) than either LPJ-GUESSKK10 (2.081) or GB-REVEALS (1.675) alone. Further, the RM- and IGMRF-based reconstructions, when averaged only over grid cells where we have GB-REVEALS, are closer to the EFI-FM data than GB-REVEALS — RM 1.499, IGMRF 1.592, and GB-REVEALS 1.675. Thus, the statistical modelling approach reduces the compositional error of the land-cover reconstructions.

Spatially, discrepancies between EFI-FM and GB-REVEALS or LPJ-GUESSKK10 are noticeable along the coastal areas of western Europe, in central Sweden and southern Finland, with the largest disagreement at the northern British Isles. The discrepancies are more pronounced for LPJ-GUESSKK10 than either GB-REVEALS or one of the proposed statistical model (Fig. 5). When comparing LPJ-GUESSKK10 and GB-REVEALS, the patchy nature of GB-REVEALS makes it hard to distinguish any specific spatial patterns among the discrepancies.

4.3 Qualitative differences among the models

In general, IGMRF captures more of the local variability in GB-REVEALS than RM, while RM smooths GB-REVEALS. For example, the high variation of unforested land in Britain and the Alps is well captured by IGMRF while RM is capable of capturing the gradual changes in vegetation abundances observable along the western coast of Norway and around the northern Baltic (Fig. 4).

Both statistical models overestimate the abundance of broadleaved forest relative to the EFI-FM data. Figure 6 shows that the low abundance of broadleaved forest in EFI-FM can be seen as a cluster of EFI-FM data along the U-C edge (corresponding to \( \sim 0\% \) of broadleaved cover) for which no matching GB-REVEALS exists. This is due to GB-REVEALS having a higher abundance of broadleaved forest than EFI-FM (Fig. 6).

4.4 Statistical reconstruction of past land cover

Figures 7 and 8 show the reconstructed land cover at 0.2 ka and 6 ka using RM and IGMRF. In northern Europe, there is a general shift from largely unforested to more coniferous-dominated land cover between 0.2 ka and 0.05 ka (Fig. 4). The shift reflects a considerable decrease in agrarian land use in favour of modern forestry with conifer species in many regions (e.g. Fredh et al., 2013, Poska et al., 2008). Both models capture the shift (Figs. 4 and 7). Further, IGMRF is
## 4. Results

<table>
<thead>
<tr>
<th>Dataset Comparison</th>
<th>Mean Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPJ-GUESS vs EFI-FM</td>
<td>2.081</td>
</tr>
<tr>
<td>GB-REVEALS vs EFI-FM</td>
<td>1.675</td>
</tr>
<tr>
<td>IGMRF vs EFI-FM</td>
<td>1.519</td>
</tr>
<tr>
<td>GB-REVEALS vs LPJ-GUESS KK10</td>
<td>2.054</td>
</tr>
<tr>
<td>GB-REVEALS vs LPJ-GUESS KK10 (0.2 ka)</td>
<td>1.701</td>
</tr>
<tr>
<td>GB-REVEALS vs LPJ-GUESS KK10 (modern time)</td>
<td>1.644</td>
</tr>
</tbody>
</table>

Figure 5: The compositional distances among different datasets. The first row shows the distances between EFI-FM, and (from left to right) 1) LPJ-GUESS<sub>KK10</sub>, 2) GB-REVEALS, and 3) one of the proposed models, IGMRF for the 0.05 ka time window. The second row shows average distances between GB-REVEALS and LPJ-GUESS<sub>KK10</sub> for three time-windows, 0.05 ka, 0.2 ka, and 6 ka.
Figure 6: The reconstructions from RM and IGMRF against the EFI-FM data on the top row, and against the 0.05 ka GB-REVEALS on the bottom. The first column shows the ternary diagram for three compositions (C: Coniferous forest, B: Broadleaved forest, and U: Unforested land). Note the cluster of data points along the U-C edge, representing the low abundance of broadleaved forest in the EFI-FM data which does not exist in the 0.05 ka GB-REVEALS. The remaining columns show the scatter plots of arl-transformed, $(u_1, u_2)$, reconstructed values for IGMRF and RM.
5. Discussion

Broadleaved forest is a major constituent of the land cover at 6 ka over Europe (Fig. 8). IGMRF captures the GB-REVEALS structure with a locally highly varying (between 20% and 80%) abundance of unforested land in western Europe and the Carpathians, while the RM produces a smoother reconstruction with an averaged (around 40% to 50%) and regionally smooth abundance of unforested land. IGMRF also captures the higher than average abundance of coniferous forest in the south-eastern Baltic states and the Alps, while RM only captures these features around the Alps.

Statistical reconstructions of land cover for the 0.05 ka and 0.2 ka time windows show a good fit of the statistical models to the EFI-FM data (for 0.05 ka) and to GB-REVEALS (for both times). For the 6 ka time window the increasing discrepancies between GB-REVEALS and LPJ-GUESSKK10 makes it hard for the statistical models to combine the two data sets; resulting in either over-smoothing (RM) or exaggeration (IGMRF) of local structures in the GB-REVEALS.

5 Discussion

5.1 Advantage of the new approach over previously proposed methods

The statistical method developed and used in this paper utilizes GMRFs (Lindgren et al., 2011) and the R-INLA package (Lindgren and Rue, 2013, Rue et al., 2009) to obtain fast inference for a complex statistical model using standard tools. Spatially dependent compositional data has previously been modelled using similar approaches with different specifications of the latent field, different applications, and more time consuming calibration methods (e.g. Billheimer et al., 2001, Paciorek and McLachlan, 2009, Tjelmeland and Lund, 2003).

In addition to the statistical methods used, the inclusion of estimates from LPJ-GUESS and KK10 provides a way of capturing the non-linear effects of bioclimatic variables on land cover by combining data from a DVM (LPJ-GUESS) and an ALCC scenario (KK10) with grid-based pollen estimates (GB-REVEALS). All the suggested models rely, to some extent, on covariates and to obtain a good
Figure 7: Reconstructions for the 0.2 ka time window of proportion of LCTs. From top to bottom, GB-REVEALS, the RM reconstruction, and the IGMRF reconstruction.
Figure 8: Reconstructions for the 6 ka time window of proportion of LCTs. From top to bottom, GB-REVEALS, the RM reconstruction, and the IGMRF reconstruction.
reconstruction it is important to identify and use covariates with strong explanatory power. For regions with few GB-REVEALS the statistical modelling will essentially extrapolate the covariate behaviour observed in other regions with more data. For our study the DVM based covariates produce good reconstructions, while the geographic covariates in the RM\textsubscript{geo} model lead to a reconstruction exhibiting longitudinal effects that do not correspond to patterns in the EFI-FM data or in the GB-REVEALS.

Pollen-inferred land cover has also been studied by Paciorek and McLachlan (2009), but over a much smaller geographic area (roughly equivalent to one of the grid cells in our approach) than our continent-wide focus. Paciorek and McLachlan (2009) combined pollen data with maps of vegetation abundances to produce a combined estimate of pollen productivity and land cover. Thus the focus and geographic extent of their paper is closer to that of REVEALS (Sugita, 2007) than to ours. Another potential use of the pollen data (Garreta et al., 2010) is to attempt recovery of past climate by the inversion of a dynamic vegetation model; this approach provides past climate, but does not provide spatial reconstructs of the past land-use.

Although the model provides good results, it may be improved, for instance by introducing a more elaborate method of adjusting potential vegetation for human deforestation, (13) than that used in this study. Currently, we assume that human deforestation affects the three land cover classes equally. An interesting extension would be to include, and estimate, the differential impact of deforestation on the natural vegetation types. Another potential improvement would be the inclusion of the estimated uncertainties in GB-REVEALS; this might allow the model to disregard uncertain GB-REVEALS values, possibly improving the reconstruction.

5.2 Biases of land-cover databases and their effects on RM and IG-MRF applications

5.2.1 GB-REVEALS

Possible sources of errors and biases in the GB-REVEALS are discussed in details in Trondman et al. (2014). Here we mention the most important ones. The pollen productivity estimates (PPEs) used to obtain the GB-REVEALS are based on pollen and vegetation data from low-land areas of NW and W Europe (Broström et al., 2008, Mazier et al., 2012). This might lead to biased estimates of the regional vegetation in areas where region-specific PPEs are not available,
such as the high mountain areas of Norway, the Czech Republic and the Alps. Also, the use of all pollen records available in each grid cell, i.e. pollen data from both lakes and bogs (small or large in size) in the LANDCLIM-REVEALS database, may create errors caused by variations in the number, type and size of the sites used to calculate the GB-REVEALS (Mazier et al., 2012, Trondman et al., 2014). The best pollen records for the application of REVEALS are those from large lakes (one or several, > 20–30 ha) or multiple small lakes (≤ 20–30 ha; see Hellman et al., 2008a, Sugita, 2007, for details). If REVEALS is applied on pollen data from small sites only, a small number of sites may result in very large error estimates (Mazier et al., 2012, Sugita, 2007, Trondman et al., 2014). Further, the REVEALS model assumes that no vegetation is growing on the surface of the basin where pollen is deposited (Sugita, 2007), which applies to lakes only. Although REVEALS includes two versions of the pollen dispersal and deposition model (one for lakes and one for bogs) the assumption mentioned above is violated. Therefore, pollen data from large bogs in particular might bias the GB-REVEALS due to the local vegetation on the bog (Trondman et al., 2014).

In addition, locally grown shade-intolerant deciduous trees, such as *Alnus* and *Betula*, on the wetland and along the shores of the lakes tend to be over-represented in pollen records. This may bias the REVEALS reconstructions because the model cannot fully correct for the over-representation. Although broad-leaved trees are over-represented compared to EFI-FM in southern Sweden in this study, the validation of the REVEALS model in the same areas do not exhibit any such over-representation (Hellman et al., 2008a,b).

When comparing EFI-FM with the 0.05 ka GB-REVEALS it is important to note that: i) due to the spectral reflectance of broadleaved forest in combination with that of water resembling quite closely the spectral reflectance of coniferous forest, EFI tends to underestimate broadleaved forest along water courses (Schuck et al., 2002); ii) EFI-FM had the lowest accuracy for broadleaved forest (c.f. Section 5.2.4); and iii) the GB-REVEALS cover a much longer time interval (from AD 1850 to the year of coring at each site) than the EFI-FM (inventory and satellite data from 1990–2005) and, during the past century, parts of our study region were characterized by the abandonment of traditional agriculture in favour of sylviculture with plantations of *Picea* and *Pinus* (e.g. Cui et al., 2014, Fredh et al., 2013, Krzywinski et al., 2009, Poska et al., 2008).

Any biases in GB-REVEALS will be propagated into the statistical reconstructions and it is not possible to assess the detailed effects of such biases on the RM
and IGMRF applications neither in qualitative nor in quantitative terms. But it is important to have these possible biases in mind when the RM and IGMRF reconstructions are discussed and validated against present-day data. Nevertheless, GB-REVEALS used in this study are mostly credible for the time interval they represent (Trondman et al., 2014) and any biases should be small.

5.2.2 LPJ-GUESS

The largest discrepancies between LPJ-GUESS simulated land cover and present-day EFI-FM or palaeo-based GB-REVEALS of past land cover coincide with areas characterized by high rainfall and/or long-term anthropogenic land cover and inherent specific land-cover types such as heathlands or blanket-bogs that are difficult to model using a natural terrestrial vegetation models. For instance, the LPJ-GUESS standard soil biogeochemistry used in this study, which excludes the nutrient cycle (Sitch et al., 2003), can lead to imprecise estimates of vegetation composition in nutrient-limited environments, for example at high latitudes (Wårlind, 2013). Moreover, the absence of dispersal and migratory processes in the LPJ-GUESS standard setup (Smith et al., 2001) leads to an overrepresentation of coniferous forest (spruce in particular) in central and northern Europe, especially during the early and mid Holocene (Lehsten et al., 2014), which may affect the land-cover reconstruction at 6 ka. Post-processing of the LPJ-GUESS simulated natural vegetation for migration processes of taxa such as *Fagus* (beech) may decrease the difference between LPJ-GUESS and GB-REVEALS at 6k (Poska et al., 2012).

At 0.05 ka (Fig. 3) there is a similar discrepancy between LPJ-GUESS and GB-REVEALS along the coasts of Norway. Here, LPJ-GUESS simulates high cover of coniferous forest while GB-REVEALS exhibit higher cover of broadleafed forest. This is a consequence of the bias in LPJ-GUESS mentioned above, but also of long-term human impact in these regions with the development of grazed heaths from the Neolithic time that still cover large areas (e.g. Gaillard et al., 2009).

Further, the LPJ-GUESS estimates of land-cover composition are highly dependent on the climate input data (RCA3 simulations of past climate) used to force LPJ-GUESS. Strandberg et al. (2014) showed that there are some discrepancies between proxy-based reconstructions of past climate and RCA3 simulations; although both climate palaeo-proxies and RCA3 simulations show higher temperatures at 6 ka than at 0.2 ka, the difference in magnitude between the two time
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windows and the geographical/spatial patterns of reconstructed versus simulated temperature and precipitation can be very large. Biases are seen in particular in the Scandinavian mountains and in eastern and north-eastern Europe. The latter will in turn bias the LPJ-GUESS simulated vegetation and, therefore, the RM and IGMRF applications.

5.2.3 ALCC KK10

The ALCC scenario used for adjustment of LPJ-GUESS is based on the following assumptions: 1) the parameters that drive deforestation are similar in different population regions, 2) the areas with highest suitability for farming are deforested first, and 3) agricultural products were the major food source for human populations (Kaplan et al., 2009). As the extent and intensity of population pressure on the landscape may be characterized by strong regional to local-scale spatial and temporal differences in terms of technology development and usage of non-agricultural food resources, these assumptions might cause over- or underestimations of deforestation, especially for the far past (here 6 ka). For instance, the high fractions of deforested land in the ALCC scenario at 6 ka in southern Sweden and Belgium do not seem reasonable when compared to GB-REVEALS at individual sites in e.g. southern Sweden (Cui et al., 2013, Gaillard et al., 2010).

Further, the low fraction of deforested land along the coasts of Norway in the ALCC scenarios at 0.05 ka does not agree with the cover of unforested land in EFI-FM and GB-REVEALS. The ALCC scenario underestimates unforested land in these areas because the geographical and geological characteristics do not correspond to conditions associated with good suitability for farming. As a consequence, the LPJ-GUESS\textsubscript{KK10} estimates of deforested land may bias the RM and IGMRF applications. Moreover, the correction of the LPJ-GUESS estimates with the ALCC scenario assumes that all three LCTs are equally suitable for human land use, which is not necessarily the case. Many archaeological and palaeoecological studies in Europe have shown that the areas covered by deciduous forests tended to be deforested first for cultivation and grazing because of the favourable soil conditions (e.g. Gaillard and Göransson, 1991, Poska et al., 2004). The latter could also bias the RM and IGMRF results.
5.2.4 EFI-FM

The quality assessment of the EFI-FM by Kempeneers et al. (2012) shows 88% overall accuracy of the dataset, with accuracy for broadleaved forest being the lowest at 58%. The mapping performance was found to be spatially varying, with the best fit to ground observations in central Europe and an underestimation of tree cover in areas of sparse forest cover in Spain, Ireland and parts of Finland. This, together with the temporal misalignment between EFI-FM and GB-REVEALS discussed in Sec. 5.2.1, implies that model comparisons at the 0.05 ka time window needs some caution.

5.3 Implications of the results

The RM and IGMRF models show a potential to provide spatially more explicit and realistic reconstruction of the Holocene land cover than LPJ-GUESS, ALCC KK10 or REVEALS do alone.

The balance between relying on covariates (i.e. RM and mean field in IGMRF) or on nearby observations (i.e. spatial dependency part in IGMRF) is an issue in spatial statistical reconstructions. The RM model essentially consists of a regression of GB-REVEALS onto covariates (LPJ-GUESS\_KK10 and elevation). Large spatially varying discrepancies between GB-REVEALS and the covariates can result in an inadequate mean field, which needs to be compensated through spatial dependencies. For the 6 ka time window this is evident in the very smooth reconstructions from the RM, and the overfitting of IGMRF to GB-REVEALS. It is important to note that the RM primarily captures the large-scale variability in land cover, while IGMRF mainly captures details on a regional scale. Credible IGMRF reconstructions obviously require that the GB-REVEALS point data are reliable and that deviations from the mean model, (6), are spatially smooth. For areas with few GB-REVEALS (e.g. the northern Baltic region at 6 ka in our study, Fig. 8) the scarce data may provide a too strong local influence on the IGMRF reconstruction. In such cases, the RM reconstructions will be safer to use because individual GB-REVEALS play a less important role in the local statistical reconstruction.
6 Conclusions

The results presented here suggest that it is possible to statistically combine pollen-based reconstructions of land cover with simulated potential land cover and ALCC scenario to create spatially-explicit estimates of past land cover over large areas, such as Europe. Accurate estimates of past land cover is important, allowing for the assessment of biogeophysical effects of vegetation and land-use changes on past climate.

The proposed best models provide good reconstructions for the 0.05 ka and 0.2 ka time windows, although highlighting slightly different features. The larger differences among GB-REVEALS, LPJ-GUESSKK10, and the statistical reconstructions at 6 ka suggest that further modifications and developments of the models are necessary to improve the estimates of land cover in older time periods. Future improvements may be possible by: 1) using a more flexible way of combining an ALCC scenario with estimates from a DVM, i.e. accounting for the varying suitability of land-cover types for agrarian activities, 2) including the error estimates of GB-REVEALS in the statistical modelling.

These pollen-based, spatially continuous land-cover reconstructions can then be used in the analysis of landscape ecological complexity in time and space (particularly the IGMRF) and in climate simulations (preferably RM) following e.g. the same scheme as Strandberg et al. (2014). A similar approach can be applied in other parts of the world, such as China, India and Africa, where long and extensive human activities have modified the earth surface significantly.
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A Calibration and reconstruction

Parameter calibration for the models is either accomplished through standard linear regression (the RM and RM_{geo} models), or by maximising the resulting Gaussian likelihood using the R-INLA package (Lindgren and Rue, 2013, Rue et al., 2009) (the IGMRF and IGMRF_{geo} models). Given calibrated parameters the transformed compositions $u$ at unobserved locations are reconstructed and back-transformed (3) to obtain compositional values at all locations. Both parameter calibration and reconstruction uses the same calibration set.

For the linear regression cases the reconstruction of the alr transformed compositions at an unobserved location, $s_0$, is obtained as

$$\hat{u}(s_0) = \hat{\mu}(s_0) = \hat{\beta}_0 + \sum_p B_p(s_0) \hat{\beta}_{p,i},$$

where $\hat{\beta}_{p,i}$ are standard linear regression estimates (i.e. parameter calibration). For the IGMRF models the reconstruction at all locations is given by

$$\begin{bmatrix} \hat{u}_1 \\ \hat{u}_2 \end{bmatrix} = \left[ \begin{array}{c} \hat{\mu}_1 \\ \hat{\mu}_2 \end{array} \right] + \left( \Sigma^{-1} + \sigma_e^{-2}A^TA \right)^{-1} \sigma_e^{-2}A^T \left( \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} - A \begin{bmatrix} \hat{\mu}_1 \\ \hat{\mu}_2 \end{bmatrix} \right),$$

where $\hat{\mu}_{i}$ is the reconstruction due to the mean field in (6) and the second term adjusts nearby locations for deviations between observations and mean-model (recall that the $A$-matrix extracts the observed locations).

B LPJ-GUESS

The vegetation is simulated as plant functional types (PFTs) discriminated in terms of bioclimatic limits, growth form, phenology, life-history strategy, and various aspects of physiology. The bioclimatic niche parameterization is based on current vegetation distribution (Hickler et al., 2012). The model was run in cohort mode, in which all individuals belonging to the same age class of a PFT within a patch (local neighbourhood of individuals) are assumed to be identical in size, form, and response to the microenvironment. Multiple patches are simulated to encompass variability across the landscape of a grid cell in stand history, depending on disturbances, which recur stochastically with an expected local return time of 100 years, and stand demography. Competition for resources (light, water, etc.) among individuals is defined by the prescribed characteristics of the
PFTs in combination with the emergent vegetation structure of a patch and its effect on the microenvironment and resource availability experienced by plants. A full description of LPJ-GUESS is provided in Smith et al. (2001) and references therein. Plant physiological and ecosystem biogeochemical processes are modelled as in LPJ-DGVM (Sitch et al., 2003). The current version includes the updates described in Gerten et al. (2004) and Hickler et al. (2012).

The simulated PFT-specific leaf-area index (LAI (PTF)) output was averaged over the modelled period and converted to fractional plant cover (FPC (PTF)). The LAI (PTF) to FPC (PTF) conversion was performed by applying the Lambert-Beer law (Monsi and Saeki, 1953) to the area of ground covered by foliage directly above it (Sitch et al., 2003):

\[
FPC(\text{PTF}) = 1 - \exp \left( - k \cdot \text{LAI(PTF)} \right)
\]
References
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Abstract

In this paper, we construct a hierarchical model for spatial compositional data, which is used to reconstruct past land-cover compositions (in terms of coniferous forest, broadleaved forest, and unforested/open land) for five time periods during the past 6000 years over Europe. The model consists of a Gaussian Markov Random Field (GMRF) with Dirichlet observations. A block updated Markov chain Monte Carlo (MCMC), including an adaptive Metropolis adjusted Langevin step, is used to estimate model parameters. The sparse precision matrix in the GMRF provides computational advantages leading to a fast MCMC algorithm. Reconstructions are obtained by combining pollen-based estimates of vegetation cover at a limited number of locations with scenarios of past deforestation and output from a dynamic vegetation model. To evaluate uncertainties in the predictions a novel way of constructing joint confidence regions for the entire composition at each prediction location is proposed. The hierarchical model’s ability to reconstruct past land cover is evaluated through cross validation for all time periods, and by comparing reconstructions for the recent past to a present day European
forest map. The evaluation results are promising and the model is able to capture known structures in past land-cover compositions.

**Key words:** Gaussian Markov Random Field, Dirichlet observation, Adaptive Metropolis adjusted Langevin, Pollen records, Confidence regions

1 Introduction

Modelling the spatial distribution in species composition and the relative abundances of different species is a common problem in environmental studies. (Aitchison, 1986, Billheimer et al., 2001, Paciorek and McLachlan, 2009, Pirzamanbein et al., 2014, Tjelmeland and Lund, 2003). In this paper we develop a statistical model for spatial compositional data and a way of assessing the uncertainties in the resulting compositional reconstructions at unobserved locations. The model is used to reconstruct past land-cover composition over Europe from local pollen-based estimates of vegetation cover.

1.1 Spatial Interpolation of Compositional Data

A common approach to modelling compositional data is Gaussian modelling of log-ratio transformed data (Aitchison, 1986), where the spatial structure can be captured using Gaussian fields (Billheimer et al., 2001, Pirzamanbein et al., 2014, Tjelmeland and Lund, 2003). However, modelling transformed compositions as Gaussian might understate the uncertainty in the data, especially in cases of over-dispersion (Paciorek and McLachlan, 2009).

To capture the variability in our observations, we propose a Bayesian hierarchical model (described in Sec. 2) where the compositional data are seen as Dirichlet observations of an underlying latent field of probabilities. The field of compositional probabilities is in turn modelled using a transformed Gaussian Markov Random Field (GMRF) (Lindgren et al., 2011, Rue and Held, 2004). The sparsity in the precision matrix of the GMRF allows us to compute the Hessian for the entire latent field, allowing for fast estimation (see Sec. 3) using a Metropolis Adjusted Langevin algorithm (MALA) (Girolami and Calderhead, 2011, Roberts and Stramer, 2003).

To describe the uncertainties in the compositional reconstructions we propose a novel way of computing joint confidence and prediction regions for compositional data (Sec. 4). The method accounts for the interdependence among the
components of the compositional data and allows us to illustrate the joint uncertainty in the composition at each prediction location.

1.2 Climate Studies and Past Land Cover

For climate modelling studies the land-cover composition is commonly divided into three land cover types: coniferous forest, broadleaved forest, and unfores-ted/open land. The spatial distribution of these land cover types play an important role in the climate system (Claussen et al., 2001). Accurate, spatially continuous, descriptions of past land cover types are necessary to assess past land cover-climate interactions (Brovkin et al., 2006) and the impact of anthropogenic land-cover changes on climate (Gaillard et al., 2010, 2015, Pirzamanbein et al., 2014, Strandberg et al., 2014).

Historic maps and surveys of past land cover have limited temporal coverage (rarely more than the past 300 to 500 years) and is often spatially fragmented due to a lack of transnational databases. Land-cover in climate models is currently implemented using a combination of dynamic vegetation models (e.g. LPJ-GUESS Smith et al., 2001) and scenarios of anthropogenic land-cover changes (e.g. Kaplan et al., 2009, Klein Goldewijk et al., 2011, Pongratz et al., 2008). Here, the dynamic vegetation models provide a climate-induced, potential vegetation, which is modified by the anthropogenic scenarios to account for human activities (mainly deforestation).

Land-cover reconstruction from fossil pollen records is an alternative, to the dynamic vegetation model simulations and anthropogenic scenarios, that may provide more realistic descriptions of past land cover for climate modelling studies (Gaillard et al., 2010, Trondman et al., 2015). Given pollen records extracted from lakes and bogs, pollen-based estimates of vegetation cover are obtained using a model (here the REVEALS model of Sugita, 2007a,b). The model provides estimates of pollen-based land-cover composition (hereafter called PbLCC) for a limited area (ca. 100 km x 100 km) around each lake or bog. For use in climate modelling these PbLCC estimates need to be interpolated into continuous maps of past land-cover composition at sub-continental to global scales (Paciorek and McLachlan, 2009, Pirzamanbein et al., 2014).

The PbLCC data used in this paper are available for five time periods during the past 6 000 years, and the proposed Bayesian model and estimation procedure is used to interpolate the PbLCC data for each time period. The results are validated using present-time forest maps and cross-validation (Sec. 5.3). The model
shows good predictive power, capturing known structures and historical changes in land-cover composition.

The paper ends with some brief conclusion in Sec. 6.

2 Model

To model the spatial structure in the compositional data we propose a hierarchical model, where the observed compositions at each location are modelled as draws from a Dirichlet distribution. The Dirichlet is parametrized using a scale (or concentration) parameter and a vector of probabilities. The spatial dependence in these compositional probabilities is modelled using a transformed GMRF. Details regarding the observational model are given in Sec. 2.1, and Sec. 2.2 describes the latent field.

2.1 Dirichlet Distribution and Link Function

Compositional data are discussed in detail by Aitchison (1986), here a brief overview is given. Let \( y_s = (y_{s,1}, y_{s,2}, \ldots, y_{s,D}) \) be the \( D \)-compositional data at location \( u_s \in \mathbb{R}^2 \), \( s = 1, \ldots, N_o \), the restrictions for compositional data imply that: \( y_{s,k} \in (0,1) \) and \( \sum_{k=1}^{D} y_{s,k} = 1 \). Conditional on the transformed underlying field, \( z = f(\eta) \), we assume that the data, \( Y = \{y_s\}_{s=1}^{N_o} \), are independent draws from a multivariate Dirichlet distribution,

\[
\mathbb{P}(Y|\alpha, z) = \frac{\prod_{i=1}^{N_o} \Gamma(\alpha)}{\prod_{k=1}^{D} \Gamma(\alpha z_{s,k})} \prod_{k=1}^{D} \frac{\Gamma(\alpha z_{s,k} - 1)}{\alpha z_{s,k} - 1} \quad \alpha > 0,
\]

and

\[
z_{s,k} \in (0,1), \quad \sum_{k=1}^{D} z_{s,k} = 1
\]

where \( \alpha \) is a Dirichlet scale parameter.

The link function, \( f \), between \( z \) and \( \eta \) can be any function from \( \mathbb{R}^{d \times N_o} \) to \( (0,1)^{D \times N_o} \) such that:

\[
f(\eta_1, \ldots, \eta_d) = (Z_1, \ldots, Z_d, Z_D),
\]

\[
\sum_{k=1}^{d} Z_k = 1, \quad \text{and} \quad d = D - 1.
\]
Here $Z_k$ is a $N_o \times 1$ column vector containing the $k^{th}$ component of the D-compositional data and $\eta_k$ is a column vector with the $k^{th}$ latent field, i.e. the probabilities and latent fields for location $s$ are given by $\{z_{s,k}\}_{k=1}^{D}$ and $\{\eta_{s,k}\}_{k=1}^{D}$, respectively.

In this paper the link function is constructed by applying the additive log-ratio (Aitchison, 1986) transform

$$\eta_{s,k} = \log z_{s,k} - \log z_{s,D}, \quad k = 1, \ldots, D-1$$

for each location $s$. Possible choices for transforms at each location also include the isometric log-ratio transformation (Egozcue et al., 2003). However, it excludes the central log-ratio transformation (Aitchison, 1986), which gives a latent $\eta$-field with unidentifiable mean.

### 2.2 Latent Field

Given a total of $N \geq N_o$ locations at which we want to provide composition predictions the latent field, $\eta_{all}$, is multivariate with $d = D - 1$ elements at each location ($N \geq N_o$ since we are providing predictions at the observed and additional locations). To simplify notation the latent field is represented as a $Nd \times 1$ vector $\eta_{all} = (\eta_{all,1}^T, \ldots, \eta_{all,d}^T)^T$, where each $\eta_{all,k}$ is spatial field with $N$ locations.

The latent field and its connection to the observed locations is given as:

$$\begin{align*}
\eta_k &= A \eta_{all} \\
\eta_{all} &= B \beta + X.
\end{align*}$$

where $A = \mathbb{I}_{d \times d} \otimes A$ extracts the observed elements from $\eta_{all}^*$, with $A$ being a $N_o \times N$ sparse observation matrix; $B = \mathbb{I}_{d \times d} \otimes B$ with $B$ being a $N \times p$ matrix of covariates; $\beta$ is a $dp \times 1$ matrix of regression coefficients; and $X = (X_1^T, \ldots, X_d^T)^T$ is a spatially correlated multivariate field. With this structure, the spatial dependence $X$, can be modelled as a GMRF with a separable covariance structure, i.e. $\varphi \otimes Q^{-1}(\kappa)$, which captures the dependency among and within the fields:

$$X \sim N \left(0, \varphi \otimes Q^{-1}(\kappa) \right).$$

Here $\varphi$ is a $d \times d$ matrix of covariances among the $d$ multivariate fields ($X_k$, $k = 1, \ldots, d$), and $Q(\kappa)$ is a $N \times N$ precision matrix of a GMRF with spatial scale
parameter $\kappa$. $Q$ is chosen as a precision matrix which approximates a stationary Matérn field (Matérn, 1960) with smoothness $\nu = 1$;

$$Q(\kappa) = \kappa^4 C + 2\kappa^2 G + GC^{-1}G.$$  \hspace{1cm} (6)

Here $C$ is a diagonal matrix and $G$ is a finite difference approximation of the negative Laplacian (cf. Appendix A in Lindgren et al., 2011). This precision is also a solution to a stationary stochastic partial differential equation (SPDE) field with $\alpha = 2$ (see Lindgren et al., 2011, for details). While the smoothness, $\nu$, of the latent field is known to affect spatial prediction (Stein, 1999) it is also very hard to estimate (Haran, 2011) and a popular default is to use the exponential covariance ($\nu = 0.5$). For GMRF models in $\mathbb{R}^2$, $\nu$ has to be integer resulting in our choice of $\nu = 1$; a value also suggested by Whittle (1954). It should further be noted that for $\nu = 1$ (or $\alpha = 2$) the special-case of $\kappa = 0$ (infinite range) gives Wahba (1981) splines, providing a link between spline smoothing and Gaussian spatial-processes (Kimeldorf and Wahba, 1970, Nychka, 2000).

### 2.3 Hierarchical Model and Priors

The full hierarchical model (Fig. 1) based on Dirichlet observations (1) of a transformed latent GMRF (5) becomes

$$y_s | \alpha, \eta \sim \text{Dir} (\alpha, f_s(\eta)), \quad s = 1, \ldots, N_o$$

$$\eta_{all} = B\beta + X, \quad \eta = A\eta_{all},$$

$$X|\kappa, \rho \sim \mathcal{N} (0, \rho \otimes Q^{-1}(\kappa)), \quad \beta \sim \mathcal{N} (0, \mathbb{I}_q^{-1}), \quad \alpha \sim \Gamma (a_\alpha, b_\alpha)$$

$$\kappa \sim \Gamma (a_\kappa, b_\kappa), \quad \rho|\kappa \sim \text{IW} (a_\rho, b_\rho)$$  \hspace{1cm} (7)

where $\mathbb{I}$ are appropriate identity matrices. To make $X$ and $\beta$ jointly normal, we use a vague Gaussian prior for $\beta$ with precision $q_\beta = 10^{-3}$. The Dirichlet scale parameter, $\alpha$, and spatial scale parameter, $\kappa$, are given gamma priors, and for $\rho$ we choose a conjugate prior for covariance matrices, the inverse Wishart ($\text{IW}$). The conjugacy of the inverse Wishart provides computational advantages when updating the parameters of our multivariate latent field.

A suitable prior on $\kappa$ can be obtained by noting its link with the range of the field: range $\approx \sqrt{8\nu}/\kappa$ (Lindgren et al., 2011). This link is used by R-INLA to create reasonable default priors where the range is related to the size of the domain.
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(Lindgren and Rue, 2015). An alternative option is presented by Fuglstad et al. (2016) and Simpson et al. (2015), introducing a prior that shrinks towards \( \kappa = 0 \), the intrinsic field (i.e. a spline smoother). This prior is motivated by the intrinsic field representing a simpler model, to be preferred in the absence of convincing data. The prior in Fuglstad et al. (2016) corresponds to \( a_\kappa = 1 \) with \( b_\kappa \) chosen to give a suitably small prior-probability of short ranges. A 1\% probability of range \(< 1\) results in \( b_\kappa = -\log(0.01) \cdot 1/\sqrt{8} \), the range of 1 is based on the unit distance between our gridcell centroids. For the inverse Wishart prior on \( \rho \), we chose an uninformative prior with \( a_\rho = 1 \) and \( b_\rho = 10 \). The inverse Wishart is proper if the degree of freedom is \( b_\rho > d - 1 \), has finite mean if \( b_\rho > d + 1 \) and has finite variance if \( b_\rho > d + 3 \). In practice \( b_\rho \) is often chosen somewhat larger than these lower bounds (see e.g. Schmidt et al., 2010). Given our lack of intuition for \( \alpha \) we pick uninformative prior resulting in the following values of the hyper-parameters:

\[
\begin{align*}
  a_\alpha &= 1.5, & a_\kappa &= 1, & a_\rho &= 1, \\
  b_\alpha &= 0.1, & b_\kappa &= \frac{\log(100)}{\sqrt{8}}, & b_\rho &= 10.
\end{align*}
\]

Having detailed the model, parameter estimation and reconstruction of \( \eta_{\text{all}} \), using MCMC, are described in the following section.

3 Estimation Using MCMC

A block-updated MCMC algorithm is used to estimate the latent field \( \eta_{\text{all}} \) and the unknown parameters \( \alpha, \kappa, \rho \). For GMRFs, joint updating of parameters in as large blocks as possible has been shown to improve mixing and convergence (Knorr-Held and Rue, 2002). Therefore, the algorithm in this paper updates the unknowns by alternating between two blocks: the first block updates the latent fields and the Dirichlet scale parameter using MALA (Girolami and Calderhead, 2011, Roberts and Stramer, 2003), the second block updates the parameters of the GMRF, \( \kappa \) and \( \rho \), using a combination of random walk proposals and the conjugate posterior for \( \rho \).
3.1 Updating \( \eta_{\text{all}} \) and \( \alpha \)

To update \( \eta_{\text{all}} = B\beta + X \) and \( \alpha \) we use a Metropolis-Hastings step to draw samples from the conditional distribution

\[
P(X, \beta, \alpha | \kappa, \rho, Y) \propto \prod_{s=1}^{N_s} P(y_s | f_s(A\eta_{\text{all}}), \alpha) \cdot P(X | \kappa, \rho) \cdot P(\beta) \cdot P(\alpha)
\]

\[
\propto \prod_{s=1}^{N_s} \left( \frac{\Gamma(\alpha)}{\Gamma(\alpha_{x_s,k} - 1)} \right)^{\frac{Y_{s,k}}{2}} \cdot \exp \left( -\frac{1}{2} X^\top (\rho^{-1} \otimes Q(\kappa)) X \right) \cdot \exp \left( -\frac{\beta^\top \beta}{2} \cdot \alpha_{\beta s}^{-1} \cdot e^{-ab_s} \right).
\]  

The Metropolis-Hastings step uses a MALA proposal:

\[
(X^*, \beta^*, \alpha^* | X, \beta, \alpha) \sim N \left( (X, \beta, \alpha)^\top + \frac{\varepsilon^2}{2} \mathcal{I}^{-1} \nabla l, \varepsilon^2 \mathcal{I}^{-1} \right),
\]

where \( \varepsilon \) is the step size of MALA, \( \nabla l \) is a vector of derivatives of \( \log P(X, \beta, \alpha | \kappa, \rho, Y) \) w.r.t. \( X, \beta \) and \( \alpha \) (for computational details see Appendix A.2) and \( \mathcal{I} \) is the expected Fisher information matrix, (see Appendix A.3). At each iteration, \( \mathcal{I}^{-1} \nabla l \)
gives a sampling direction from the current state which is similar to a Newton-Raphson step (Givens and Hoeting, 2012, Ch. 2). Further, the proposal variance, $\mathcal{I}^{-1}$, accounts for the dependency among the parameters. Due to the GMRF structure of the latent fields, $\mathcal{I}$ will be a sparse matrix reducing the computations to sampling from a GMRF, for which efficient algorithms exist (Rue and Held, 2004).

In order to get reasonable acceptance rate, an adaptive MCMC method (Andrieu and Thoms, 2008) is used for $\varepsilon$ with the following updating rule:

$$
\varepsilon_{i+1} = \varepsilon_i + \gamma_{i+1}(\hat{a}\hat{c}\mathbf{x}, \beta, \alpha(\varepsilon_i) - 0.57)
$$

(10)

where $\varepsilon_i$ is the step size for the $i$th MCMC iteration, $\gamma_i = i^{-1/2}$, $\hat{a}\hat{c}$ is the acceptance probability of the $i$th step, and 0.57 is the target acceptance rate for a MALA proposal as suggested by Roberts and Rosenthal (1998).

### 3.2 Updating $\kappa$ and $\varphi$

The second block is updated using a combination of the conjugate posterior for $[\varphi|\mathbf{X}, \kappa]$ and a Metropolis-Hastings random walk (in log scale) for $[\kappa|\mathbf{X}]$. The joint posterior of $[\kappa, \varphi|\mathbf{X}]$ can be written as

$$
\mathbb{P}(\kappa, \varphi|\mathbf{X}) = \mathbb{P}(\varphi|\mathbf{X}, \kappa) \cdot \mathbb{P}(\kappa|\mathbf{X}).
$$

(11)

Due to the conjugate prior for $\varphi$ the conditional posterior for $\varphi$ is inverse Wishart;

$$
[\varphi|\kappa, \mathbf{X}] \propto IW\left(a_\varphi \| + \mathbf{x}^\top \mathbf{Q}(\kappa)\mathbf{x}, N + b_\varphi \right)
$$

(12)

with $\mathbf{x}$ being a $N \times d$ matrix given by $\mathbf{x} = [X_1, \ldots, X_d]$. The conjugacy makes it possible to marginalize over $\varphi$ (see Appendix B) giving

$$
\mathbb{P}(\kappa|\mathbf{X}) \propto \int \mathbb{P}(\varphi|\kappa, \mathbf{X})\mathbb{P}(\kappa)d\varphi \propto \frac{\exp\left[a_\varphi \frac{d}{2} \mathbf{Q}(\kappa)^{1/2}\mathbf{x} \right]}{|a_\varphi \| + \mathbf{x}^\top \mathbf{Q}(\kappa)\mathbf{x}|^{(N+b_\varphi)/2}} \mathbb{P}(\kappa).
$$

(13)

Samples from $[\kappa, \varphi|\mathbf{X}]$ are now obtained by first sampling from the posterior (13) using a Metropolis-Hastings step with a random-walk proposal in log scale,

$$
\log \kappa^* = \log \kappa + \varepsilon_\kappa, \quad \varepsilon_\kappa \sim N(0, \sigma_\kappa^2).
$$
Given a proposal $\kappa^*$, $\rho^*$ is sampled from (12). These two steps can be seen as a joint Metropolis-Hastings step for $\rho$ and $\kappa$ with proposal density $q(\kappa^*, \rho^* | \kappa, \rho) = p(\rho^* | X, \kappa^*) \cdot q(\kappa^* | \kappa)$ and acceptance ratio:

$$\text{acc}_{\kappa, \rho} = \min \left( 1, \frac{p(\kappa^*, \rho^* | X) \cdot q(\kappa^* | \kappa^*, \rho^*)}{p(\kappa, \rho | X) \cdot q(\kappa^* | \kappa^*, \rho^*)} \right)$$

Since the acceptance ratio depends only on $\kappa$ we can delay the sampling of $\rho^*$ until we know if the suggested $\kappa^*$ has been accepted.

The proposal variance, $\sigma^2_\kappa$, is determined using an adaptive scheme similar to (10), with target acceptance rate of 0.44 (Roberts et al., 1997). The difference in target acceptance rate is due to the difference between MALA and random-walk Metropolis-Hastings (see Rosenthal, 2011, for a discussion).

4 Uncertainty

To obtain uncertainties in the composition estimates at each location, we use the MCMC samples of $\eta$ at each location. Given the model structure with a Gaussian prior for $\eta$ we base the joint confidence regions for the composition estimates on the elliptical confidence regions obtained for multivariate Gaussian distributions. Using the sample mean, $\mu$, and the sample covariance, $\Sigma$, in the MCMC samples, we construct the confidence region for each location as the ellipse

$$(\eta - \mu) \Sigma^{-1} (\eta - \mu) = C_\alpha.$$  (15)

The quantile $C_\alpha$ is taken as the $\alpha$-quantile of the above squared Mahalanobis distance computed for all the MCMC samples (for a multivariate Gaussian $C_\alpha = \chi^2_\alpha(d)$). Thereafter, the confidence ellipse is transformed from $R^d$ to $(0, 1)^D$ using (2). For illustration purposes, we choose $D = 3$. The new ternary region is considered as 95% confidence region for the transformed $\eta$, i.e. the composition estimates, see Fig. 2.

To illustrate the changes in compositions, we choose the maximum and minimum along each dimensions of the ternary plot, i.e. in each component. This
5. Application

way, we get a joint lower bound (minimum) and upper bound (maximum) for each composition together with the corresponding changes in the other compositions “most likely” to occur at the bounds (Fig. 2).

In addition, we compute prediction regions for the compositions. To obtain prediction regions, we simulate new Dirichlet observations for each MCMC sample of \( \eta \) and \( \alpha \). These D-composition Dirichlet-simulations are then transformed to \( \mathbb{R}^d \) using the link function. The procedure above is then used to obtain prediction ellipses and ternary prediction regions.

![Elliptical confidence region](image)

Figure 2: The left plot shows the 95% elliptical confidence region for the \( \eta \) samples at location \( s \). The middle ternary diagram shows the transformed samples and ellipse. The right hand ternary diagram shows the joint maximum and minimum in each composition, C, B, and U; together with the confidence interval for the other two compositions.

5 Application

The model presented in Sec. 2 was applied to the PbLCC data with the goal of reconstructing past land cover over Europe. Two versions of the model in (4) were considered: 1) a full spatial model with \( \eta_{all} = B\beta + X \) (includes all parameters, \( \alpha, \beta, \rho, \kappa \) and the \( X \) fields), and 2) a regression model with no spatial dependence structure where \( \eta_{all} = B\beta \); the regression model is included to allow an evaluation of the need for spatial structure. The intrinsic GMRF model (\( \kappa = 0 \)), also considered in Pirzamanbein et al. (2014), performed similar to or slightly worse
than the full spatial model with Dirichlet observations, hence those results have been excluded for brevity.

The remainder of this section consists of: a description of the data (Sec. 5.1), parameters estimation and spatial reconstruction results for the models (Sec. 5.2), and validation of model performance (Sec. 5.3).

5.1 Data

The data used for the reconstruction of past land-cover composition over Europe consists of pollen-based REVEALS estimates (here called pollen-based land-cover composition data — PbLCC) of the three land cover types: Coniferous forest, Broadleaved forest and Unforested land. The PbLCC data was obtained using the REVEALS model (Sugita, 2007b) and a detailed description of the data is given in (Trondman et al., 2015). REVEALS is a mechanistic model that takes into account the size of sedimentary basins and inter-taxonomic differences in pollen productivity and dispersal to estimate regional vegetation cover from pollen records. Trondman et al. applied REVEALS to 636 pollen records from lakes and bogs; producing estimates of regional land cover for 25 plant taxa which were then grouped into the 3 land cover types (see Table 1 and Appendix S2 in Trondman et al., 2015, for details). The regional estimates from REVEALS were obtained for $1^\circ \times 1^\circ$ grid cells, with each estimate being based on the pollen records from all lakes and bogs within that grid cell (Hellman et al., 2008, Trondman et al., 2015). The $1^\circ \times 1^\circ$ grid is an appropriate scale for climate models, which currently work at this or higher resolutions (Trondman et al., 2015). Since the sedimentary pollen records used by REVEALS are obtained from lakes and bogs the grid based REVEALS estimates are limited to providing land cover in grid cells surrounding the lakes and bogs. This leads to a PbLCC dataset with incomplete coverage across Europe, which needs to be interpolated to produce land cover compositions for the entire region.

The PbLCC data are available for five time periods centred around 1900, 1725 and 1425 CE, 1000 and 4000 BCE, with 175, 181, 193, 204 and 196 observed grid cells, respectively (Trondman et al., 2015); strictly the time periods are: present–1850 CE, 1850–1600 CE, 1600–1250 CE, 1250–750 BCE, and 4250–3750 BCE; where “present” should be interpreted as the most recent pollen records recovered at each site. These time periods are commonly used in both climate modelling and palaeoecological studies since they represent major climatic and historical events; Recent Past, Little Ice Age, Black Death, Late Bronze Age,
and Early Neolithic.

To capture large scale structures in the land-cover composition, covariates consisting of potential natural vegetation cover adjusted for human land use, and elevation were used. The choice of covariates was based on the best model found in Pirzamanbein et al. (2014), and detailed descriptions of the covariates can be found in that paper. Here we only provide a brief summary.

Dynamic vegetation model based estimates of climate-induced potential natural vegetation, for the study area and specified time periods, were obtained using the LPJ-GUESS model (Smith et al., 2001). To account for human land use, the potential natural vegetation was adjusted for anthropogenic deforestation using the KK10 scenarios of Kaplan et al. (2009). The KK10 scenarios provide assessments of human induced deforestation based on estimates of past human population densities, land area required for food production to sustain that population, and a model of land suitability for food production. Combining the potential natural vegetation cover from LPJ-GUESS and the KK10 scenarios of deforestation resulted in a land cover covariate, denoted LPJ-GUESS_{KK}.

The elevation data were obtained from the Shuttle Radar Topography Mission (Becker et al., 2009)\(^1\) and upscaled by averaging from the original resolution of 3 arc-seconds to the 1° × 1° grid cells. The upscaled data was truncated to \( \geq 0 \) to handle a few grid cells along the Norwegian coast which otherwise would have negative average elevation due to the presence of deep coastal fjords.

Since the potential land cover, LPJ-GUESS_{KK}, is compositional it was transformed using (2), and the covariate matrix, \( \mathbf{B} \) consisted of the following columns: \( B_0 \) – intercept; \( B_1, B_2 \) – additive log ratio transformed LPJ-GUESS_{KK\_1,2}; and \( B_3 \) – elevation.

To evaluate our results we used present-time European forest maps compiled by the European Forest Institute. These maps are based on a combination of satellite data (NOAA-AVHRR) and national forest-inventory statistics from 1990–2005 (Päivinen et al., 2001, Schuck et al., 2002)\(^2\). The European Forest Institute forest maps (EFI-FM; with proportions of coniferous- and broadleaved-forest cover) were upscaled by averaging from 1 km × 1 km to 1° × 1° resolution. The proportions of unforested area were calculated by subtracting the total sum of

\(^1\)downloaded from ftp://topex.ucsd.edu/pub/srtm30_plus/ on 2011-09-03
\(^2\)downloaded from the European Forest Institute webpage http://www.efi.int/portal/virtual_library/information_services/mapping_services/forest_map_of_europe
5.2 Results

To estimate the parameters for each model, we ran 100,000 MCMC iterations with a burn-in sample size of 10,000. Diagnostics for the chains indicate a fast convergence for $\alpha$, $\rho$, and $\beta$; autocorrelation plots show good mixing of all parameters after burn-in.

Parameter estimates for the 1900 CE time period are given in Table 1; the parameter estimations for the other time periods can be found in Appendix C. Note that the $\alpha$ estimate for the regression model is lower than for the full spatial model, indicating higher observational variation in regression model.

Reconstructions of the land-cover composition for the two models and the 1900 CE time period are shown in Fig. 3. Results for the other time periods are available in Appendix D. Figure 3 shows that the land-cover reconstructions from the two models captured the structure in the PbLCC data. However, the results...
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from regression model is smoother than from the Full model. The Full model better captures the high abundance of unforested land in Poland, Denmark and south east Norway.

The uncertainties in the land-cover reconstructions were computed using the method described in Sec. 4. Results for the 1900 CE time period are presented in Fig. 4 and 5, with results for the remaining time periods given in Appendix E. The confidence and prediction regions represent the uncertainty in the latent field reconstruction, \( z_s \), and the potential uncertainty in new PbLCC data, \( y_s \), for a given grid cell, respectively. In general the full spatial model has larger confidence regions but smaller prediction regions than the regression model (Fig. 4). This is due to the spatial component in the Full model being able to better capture spatial variation resulting in a lower uncertainty (larger \( \alpha \)) in the Dirichlet observations as compared to regression model. The maps of confidence regions (Fig. 5) illustrate rather large uncertainties in the predicted land-cover composition in general, and especially for Southeast Europe, a region with very few observations.

5.3 Validation

To evaluate the performance of the models, we compared the land-cover reconstructions for 1900 CE to the EFI-FM by computing the average compositional distances (ACD). The compositional distances (Aitchison, 1986, 1992, Aitchison et al., 2000) were computed for each location, using

\[
ACD(u, v) = [(u - v)^T J^{-1} (u - v)]^{1/2}
\]

(16)

where \( u \) and \( v \) are additive log-ratio transforms of the compositions to be compared and \( J \) is a \( d \times d \)-matrix with elements \( J_{p,l} = 2 \) if \( p = l \), and \( J_{p,l} = 1 \) if \( p \neq l \). These compositional distances are then averaged over all grid cells. In terms of the original compositions, \( p^u \) and \( p^v \), the distance in (16) can be written as (Aitchison et al., 2000)

\[
ACD(p^u, p^v) = \left[ \sum_{i=1}^{D} \left( \log \frac{p^u_i}{g(p^u)} - \log \frac{p^v_i}{g(p^v)} \right)^2 \right]^{1/2},
\]

where \( g(p) \) is the geometric mean, \( g(p) = \sqrt[p_1 p_2 \cdots p_D]{p_1 p_2 \cdots p_D} \).

Although a temporal misalignment exists between the PbLCC data (PbLCC data are from 1850 to the present) and the EFI-FM (inventory and satellite data
Figure 3: Results for the 1900 CE time period: the top row shows the PbLCC data from REVEALS, the bottom row shows the EFI-FM and the remaining rows show the reconstructions for the full spatial model (Full) and the regression model (RM). For larger maps see E.1.
Figure 4: The first row shows the locations of the three selected grid cells. The second row shows the ternary confidence regions and the land-cover reconstructions for the two models (Full — spatial model and RM — regression model) together with the PbLCC data from REVEALS, the LPJ-GUESS\textsubscript{KK} land cover covariate and the EFI-FM for each location. The third row shows the ternary prediction regions.
Figure 5: The first column shows the reconstructed land-cover composition for the 1900 CE time period using the full spatial model. Columns 2 and 3, row 1 (with thick/red axes), show the maximum and minimum of 95% elliptical confidence regions for Coniferous; rows 2 and 3 give the corresponding Broadleaved and Unforested compositions. Columns 4 and 5 (row 2 with thick/red axes) gives the bounds for the Broadleaved composition while columns 6 and 7 show the bounds for Unforested land (row 3 with thick/red axes). The concept of joint confidence interval for compositions is illustrated in Fig 2.
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are from 1990-2005); EFI-FM provides the best complete and consistent land cover map of Europe for present times, making it a reasonable choice for the comparison. Figure 3 shows the maps of PbLCC data and EFI-FM. The main differences between the EFI-FM data and the PbLCC data for the 1900 CE time period are: 1) a lower abundance of broadleaved forest around most of Europe, 2) a higher abundance of coniferous forest in Sweden and Finland, and 3) a higher abundance of unforested land in North Norway in the EFI-FM data than in the PbLCC data. Compositional distances between land-cover reconstructions and EFI-FM were computed using (16) and averaged over all grid cells. The resulting ACD are 1.4757 and 1.5025 for the full spatial model and the regression model, respectively. This indicates that the full spatial model provides a reconstruction closer to EFI-FM than the regression model.

These results can also be compared to a model with Gaussian observations of transformed latent fields, (Pirzamanbein et al., 2014). The resulting ACD of the Gaussian observation models compare to the EFI-FM are 1.6007 (for the intrinsic GMRF model) and 1.6140 for the regression model. The differences between what Pirzamanbein et al. (2014) reported (1.5201 and 1.5177, respectively) and our results using their models are due to an increase in available data leading to more grid cells in our reconstructions. These results indicate smaller distances between the land-cover reconstructions and EFI-FM for the models with Dirichlet observations proposed in this paper compared to similar models with Gaussian observations.

Since no ground truth exists for the other time periods, we applied a 6-fold cross-validation scheme for the models for each of the five time periods (Friedman et al., 2001, Ch. 7.10). The cross-validation was run for 10 different, randomly selected 6 folds to assess the variability due to different cross validation groupings. Average compositional errors and standard deviations are shown in Table 2. The full spatial model gives the best predictions for all the five time periods.

6 Conclusion

In this paper we have introduced a model for spatial interpolation of compositional data that relies on Dirichlet observations of an underlying multivariate GMRF. In theory the formulation allows for a wide class of link-functions between the GMRF and the compositional probabilities in the Dirichlet observations; we used the additive log ratio transformation throughout the paper. Since the sparse
Table 2: Average compositional error (and standard deviation) from 10 different 6-fold cross-validations for each of the models, and time periods.

<table>
<thead>
<tr>
<th>Time</th>
<th>Full CV error (sd)</th>
<th>Regression CV error (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900 CE</td>
<td>1.0169 (0.0122)</td>
<td>1.1439 (0.0061)</td>
</tr>
<tr>
<td>1700 CE</td>
<td>1.1448 (0.0084)</td>
<td>1.2891 (0.0054)</td>
</tr>
<tr>
<td>1400 CE</td>
<td>1.2009 (0.0071)</td>
<td>1.4061 (0.0042)</td>
</tr>
<tr>
<td>1000 BCE</td>
<td>1.3260 (0.0083)</td>
<td>1.5287 (0.0062)</td>
</tr>
<tr>
<td>4000 BCE</td>
<td>1.2131 (0.0109)</td>
<td>1.3396 (0.0045)</td>
</tr>
</tbody>
</table>

structure in the precision matrix of the GMRF carries over to the expected Fisher information used in MALA, the model formulation with a latent GMRF allows for fast MCMC-based estimation of parameters and latent field. As a result our MCMC produced 10 samples per second using MATLAB® on a standard desktop (Intel® Core™ i7 — 2600 CPU (2011) with 8 GB memory) for a latent field with 2160 nodes (bivariate field on a 27-by-40 grid); resulting in a total run time of less than 3 hours for a chain with 100 000 samples.

To evaluate prediction uncertainties we also proposed a method for construction of joint confidence and prediction regions of the predicted compositions at each location. The idea behind the method is to use the MCMC samples to first construct elliptical confidence regions for the transformed latent fields; these are then transformed from \( \mathbb{R}^d \) to \((0, 1)^D\) using the inverse link-function, giving confidence regions in compositional space. Having joint confidence regions for the compositions allowed us to evaluate the behaviour of all components as each individual component attains their lower and upper bounds in the confidence regions.

The statistical model was used to reconstruct past land-cover composition over Europe for five time periods using PbLCC data (Trondman et al., 2015) obtained from the REVEALS model (Sugita, 2007b). The land-cover reconstructions for the most recent time period were evaluated against present-time forest maps, and reconstructions for all time-periods were evaluated using cross-validation. The evaluations showed that a model containing both explanatory covariates and spatial dependence structure outperformed a model with only covariates, indicating that the addition of a spatial random effect improves predictions. Evaluations using the present-time forest maps showed that a model with
Dirichlet observations outperformed previously developed models using Gaussian observations of transformed fields (Pirzamanbein et al., 2014).

The reconstructed maps of land-cover composition can be used both in studies of climate models and to analyse changes in land-cover composition during the past millennia. For example, Fig. 6 uses the compositional distances (16) to illustrate the changes in land-cover composition between the five time periods considered in this study. This simple analysis shows that the largest changes in land cover between 4000 BCE and 1900 CE have occurred in Switzerland and Central France; along the North Sea coast in the UK, the Low Countries, Denmark, and southern Norway; and along the south Baltic coast in northern Germany and Poland.

The reconstructions of past land-cover composition obtained here are encouraging, as they clearly show the ability to recover continuous maps of past land cover from PbLCC data. The reconstructions from the full spatial model appear to conserve the information and trends from the pollen-based REVEALS estimates of past land cover (as discussed in Trondman et al., 2015) the best. They are also clearly better than previous spatial reconstructions in terms of e.g. the degree of openness and tree cover in the northernmost parts of Europe and the western coasts of Norway. Our future goal is to use these land-cover reconstructions in climate modelling studies and to gain insight into the effect of past anthropogenic deforestation. It is outside the scope of this paper to provide a discussion of the land-cover reconstructions in terms of historical changes in vegetation abundance, land cover and human impact over the past 6000 years. However, the methods developed here provide (some of) the tools needed for such a discussion.
Figure 6: Compositional distances between the Full model land-cover reconstructions for the different time periods.
A Derivatives and Fisher Information of $[\eta_{all}, \alpha | Y]$

To construct the MALA updates for $\eta_{all} = B\beta + X, \alpha$ we need the derivatives and Fisher information of the log-posterior (8),

$$l(X, \beta, \alpha | Y) = \log \left( \prod_{s=1}^{N_o} \mathbb{P}(y_s | f_s(A\eta_{all}), \alpha) \mathbb{P}(X | \kappa, \rho) \mathbb{P}(\beta) \mathbb{P}(\alpha) \right)$$

$$= \sum_{s=1}^{N_o} \log \Gamma(x) - \sum_{s=1}^{N_o} \sum_{k=1}^{D} \log \Gamma(\alpha z_s, k)$$

$$+ \sum_{s=1}^{N_o} \sum_{k=1}^{D} (\alpha z_s, k - 1) \log \gamma_s, k - \frac{1}{2} X^\top (\varphi^{-1} \otimes Q(\kappa)) X$$

$$- \frac{q\beta}{2} \beta^\top + (d - 1) \log(x) - 2b + \text{const.} \quad (17)$$

Here $A\eta_{all}$ is the latent $\mathbb{R}^d$-field at observed locations, $\{u_s\}_{s=1}^{N_o}$, $z_s$ is the corresponding $D$-composition (i.e. defined on $(0, 1)^D$, with $d = D-1$), and const is an additive constant. Before computing derivatives of the log-posterior, $l(X, \beta, \alpha | Y)$, we need some results for the compositional transformation.

A.1 Derivatives of Compositional Transforms

The compositional transform used in this paper is the additive log-ratio, (3), with inverse

$$z_k = \begin{cases} \exp(\eta_k) \prod_{i=1}^{k-1} \exp(\eta_i), & \text{if } k = 1, \ldots, D-1 \\ \frac{1}{\sum_{i=1}^{D} \exp(\eta_i)}, & \text{if } k = D. \end{cases} \quad (18)$$

Here $z$ is a $D$-compositional value (i.e. $(0, 1)^D$) and $\eta$ is $\mathbb{R}^{D-1}$.

For the MALA-computations the first and second derivatives of the inverse transformation are needed. These can be expressed in terms of the compositions, $z_k$; for the first derivatives

$$\frac{\partial z_k}{\partial \eta_i} = \begin{cases} z_k(1 - z_k), & \text{if } k = i, \\ -z_k z_i, & \text{if } k \neq i. \end{cases} \quad (19)$$
and for the second derivatives

\[
\frac{\partial^2 z_k}{\partial \eta_i \partial \eta_j} = \begin{cases} 
z_k(1 - z_k)(1 - 2z_k), & \text{if } i = j, k = i \\
-z_kz_i(1 - 2z_i), & \text{if } i = j, k \neq i \\
z_kz_i(1 - 2z_k), & \text{if } i \neq j, k = i \\
2z_kz_i z_j, & \text{if } i \neq j, k \neq i, k \neq j,
\end{cases} \tag{20}
\]

the case \(i \neq j, k = j\) is obtained by symmetry.

One consequence of the sum to one constraint of compositional data is that the derivatives (19) and second derivatives (20) also sum to one:

\[
\sum_{k=1}^{D} \frac{\partial z_k}{\partial \eta_i} = z_i(1 - z_i) - \sum_{k \neq i} z_kz_k = z_i \left( 1 - \sum_{k=1}^{D} z_k \right) = 0
\]

\[
\sum_{k=1}^{D} \frac{\partial^2 z_k}{\partial \eta_i} = z_i(1 - z_i)(1 - 2z_i) - \sum_{k \neq i} z_kz_i(1 - 2z_i) = 0 \tag{21}
\]

\[
\sum_{k=1}^{D} \frac{\partial^2 z_k}{\partial \eta_i \partial \eta_j} = -z_jz_i(1 - 2z_i) - z_i z_j(1 - 2z_j) + \sum_{k \neq i,j} 2z_kz_i z_j = 0
\]

A.2 Derivative of \(l(X, \beta, \alpha | Y)\)

Recall that the latent field \(\eta\) is a linear combination of the mean zero spatial field(s) \(X\) and the regression coefficients \(\beta\) given as

\[
\eta = A\left( \begin{bmatrix} 1 & B \\ X & \beta \end{bmatrix} \right) = \begin{bmatrix} A & AB \end{bmatrix} \begin{bmatrix} X \\ \beta \end{bmatrix}.
\]

Therefore, the updates of \(\eta\) are done by updating the underlying fields and regression coefficients. Thus we need the derivatives of \(l(X, \beta, \alpha | Y)\), i.e. \(\nabla l\), w.r.t
A. Derivatives and Fisher Information of $[\eta_{all}, \alpha | Y]$

$$\theta = [X^T \beta^T]^T$$ and $\alpha$.

$$\nabla_{\theta}(X, \beta, \alpha | Y) = [A AB]^T \nabla_{\eta} \log \mathbb{P}(Y | f(\eta), \alpha) - \left((\varphi^{-1} \otimes \mathbb{Q}(\kappa)) X\right)$$

(22a)

$$\frac{\partial l(X, \beta, \alpha | Y)}{\partial \alpha} = \frac{\sum s=1^N \psi(\alpha)}{\sum s=1^N D \sum l=1^D (\varphi(\alpha z_{s,l}) + \alpha \log y_{s,l}) \frac{\partial z_{s,l}}{\partial \eta_{s,k}}}$$

(22b)

where $\nabla_{\theta} l$ is the gradient w.r.t. $\theta$ (a $Nd$-column vector) and $\psi(\cdot)$ is the digamma function. The elements of the gradient $\nabla_{\eta} \log \mathbb{P}(Y | f(\eta), \alpha)$ (a $Nd$-column vector) are

$$\frac{\partial \log \mathbb{P}(Y | f(\eta), \alpha)}{\partial \eta_{s,k}} = \frac{\sum s=1^N (\varphi(\alpha z_{s,l}) + \alpha \log y_{s,l}) \frac{\partial z_{s,l}}{\partial \eta_{s,k}}}$$

where the derivatives, $\frac{\partial z_{s,l}}{\partial \eta_{s,k}}$, depend on the choice of link function (see (19) for the additive log ratio case).

### A.3 The Fisher Information

The Fisher information used in the MALA updates is computed as the expectation of the Hessian over observations, $Y$, given all parameters and latent fields:

$$\mathcal{I} = -E_Y(H(l) | X, \beta, \alpha, \varphi, \kappa) = \begin{bmatrix} \mathcal{I}_{\theta, \theta} & \mathcal{I}_{\theta, \alpha} \\ \mathcal{I}_{\alpha, \theta} & \mathcal{I}_{\alpha, \alpha} \end{bmatrix}$$

(23)

where $H(l)$ is Hessian of $l(X, \beta, \alpha | Y)$. The resulting matrix consists of four blocks: two with second derivatives w.r.t. $\theta$ and $\alpha$, and two with cross partial derivatives; each of the blocks is described below. For brevity we use $E(H(l) | \bullet)$ to denote the conditional expectation in (23), and note that

$$E(\log y_{s,k} | \bullet) = \psi(\alpha z_{s,k}) - \psi(\sum_{l=1}^D \alpha z_{s,l}) = \psi(\alpha z_{s,k}) - \psi(\alpha).$$

(24)
Similar to (22a) the top left block can be written as

$$I_{\theta, \theta} = \begin{bmatrix} A & AB \end{bmatrix}^\top H_\eta \begin{bmatrix} A & AB \end{bmatrix} + \begin{bmatrix} \varphi^{-1} \otimes Q(\kappa) & 0 \\ 0 & q_\beta I \end{bmatrix},$$

where $H_\eta$ is a symmetric $N_o d \times N_o d$ matrix with elements

$$H_{(k,k')\eta} = -E\left( \frac{\partial^2 \log P(Y|f(\eta), \alpha)}{\partial \eta_{k} \partial \eta_{k'}^{\prime}} \bigg| \bullet \right).$$

The elements in $H_\eta$ are indexed by their spatial location, $s = 1, \ldots, N_o$, and which latent field, $k = 1, \ldots, d$, they belong to (i.e. which transformed compositional component). For elements at different locations

$$H_{(k,k')\eta} = 0, \text{ if } s \neq s',$$

leaving only

$$H_{(k,k')\eta} = -E\left( \frac{\partial^2 \log P(Y|f(\eta), \alpha)}{\partial \eta_{k} \partial \eta_{k'}^{\prime}} \bigg| \bullet \right) = -\frac{\partial}{\partial \eta_{k}^{\prime}} E\left( \sum_{l=1}^{D} \left( -\alpha \psi'(ax_{z_{l},s}) + \alpha \log y_{s,l} \right) \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}} \bigg| \bullet \right)$$

$$= \alpha^2 \sum_{l=1}^{D} \psi'(ax_{z_{l},s}) \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}} \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}}$$

$$+ \alpha \sum_{l=1}^{D} \left( \psi(ax_{z_{l},s}) - E(\log y_{s,l} | \bullet) \right) \frac{\partial^2 z_{l}}{\partial \eta_{k}^{\prime} \partial \eta_{k'}^{\prime}}.$$

Using the expectations in (24) gives

$$H_{(k,k')\eta} = \alpha^2 \sum_{l=1}^{D} \psi'(ax_{z_{l},s}) \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}} \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}} + \alpha \psi'(ax) \sum_{l=1}^{D} \frac{\partial^2 z_{l}}{\partial \eta_{k}^{\prime} \partial \eta_{k'}^{\prime}},$$

and with the sum to zero result in (21) the elements of $H_\eta$ simplify to

$$H_{(k,k')\eta} = \alpha^2 \sum_{l=1}^{D} \psi'(ax_{z_{l},s}) \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}} \frac{\partial z_{l}}{\partial \eta_{k}^{\prime}}.$$
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Derivation of (22a) w.r.t. $\alpha$ gives

$$\mathcal{I}_{\theta,\alpha} = -[A \ AB]^{\top} E \left( \frac{\partial}{\partial \alpha} \nabla_{\eta} \log \mathbb{P}(Y|f(\eta), \alpha \mid \bullet) \right),$$

since only the Dirichlet part of the log-likelihood contributes to the cross-derivatives. The part concerning the gradient, $\nabla_{\eta} \log \mathbb{P}(Y|f(\eta), \alpha)$, gives a column vector of length $N_{\text{bd}}$ with elements

$$E \left( \frac{\partial^2 \log \mathbb{P}(Y|f(\eta), \alpha)}{\partial \alpha \partial \eta_{s,k}} \mid \bullet \right) = \sum_{l=1}^{D} \left( -\psi(z_{s,l}) - az_{s,l} \psi'(az_{s,l}) + E(\log y_{s,l} \mid \bullet) \right) \frac{\partial z_{s,l}}{\partial \eta_{s,k}} + \alpha \sum_{j=1}^{D} z_{s,j} \psi'(az_{s,j}) \frac{\partial z_{s,j}}{\partial \eta_{s,k}}.$$

The last equality is obtained from (24) and (21). Symmetry gives that $\mathcal{I}_{\theta,\alpha} = \mathcal{I}_{\alpha,\theta}^{\top}$.

The last block of (23) is

$$\mathcal{I}_{\alpha,\alpha} = -E \left( \frac{\partial^2 I(X, \beta, \alpha|y)}{\partial \alpha^2} \mid \bullet \right) = - \left( \sum_{i=1}^{N_{\text{a}}} \psi(\alpha) - \sum_{i=1}^{N_{\text{a}}} \sum_{k=1}^{D} z_{s,k}^{2} \psi'(az_{s,k}) - \frac{\alpha - 1}{\alpha^{2}} \right).$$
B The Posterior $\kappa|X$

The posterior of $\kappa|X$ is obtained by integrating out $\rho$ from the joint posterior of $\kappa, \rho|X$. With the densities for $X$ and $\rho$ given as

$$X|\kappa, \rho \sim N\left(0, \rho \otimes Q^{-1}(\kappa)\right) \quad \text{and} \quad \rho \sim IW\left(a_\rho I, b_\rho\right)$$  \hspace{1cm} (25)$$

in (7) the posterior $\kappa|X$ is

$$P(\kappa|X) \propto \int P(X|\kappa, \rho)P(\kappa)P(\rho)d\rho$$

$$\propto \int |\rho^{-1} \otimes Q(\kappa)|^{\frac{d}{2}} \exp\left(-\frac{1}{2}X^\top (\rho^{-1} \otimes Q(\kappa)) X\right) P(\kappa) \cdot |\rho|^{-\frac{b_\rho + d + 1}{2}} \exp\left(-\frac{1}{2} \text{tr} \left(\rho^{-1} a_\rho I\right)\right) d\rho.$$  \hspace{1cm} (26)$$

Introducing vectorization such that $\text{vec}(x) = X$, where $x = (X_1, \cdots, X_d)$ is a $N \times d$-matrix version of the column-vector $X$, the exponential term can be rewritten as

$$-\frac{1}{2}X^\top (\rho^{-1} \otimes Q(\kappa)) X = -\frac{1}{2}X^\top \text{vec} \left(Q(\kappa)^\top x \rho^{-1}\right)$$

$$= -\frac{1}{2} \text{tr} \left(x^\top Q(\kappa)x \rho^{-1}\right) = -\frac{1}{2} \text{tr} \left(\rho^{-1} x^\top Q(\kappa)x\right).$$

The posterior in (26) now simplifies to

$$P(\kappa|X) \propto P(\kappa) \cdot |a_\rho I + x^\top Q(\kappa)x|^{\frac{d}{2}} \cdot \int |\rho|^{-\frac{N + b_\rho + d + 1}{2}} \exp\left(-\frac{1}{2} \text{tr} \left(\rho^{-1} \left(a_\rho I + x^\top Q(\kappa)x\right)\right)\right) d\rho.$$ 

Recognizing the density of an unnormalized inverse-Wishart distribution under the integral sign we normalise and obtain the posteriors

$$\rho|\kappa, X \sim IW\left(a_\rho I + x^\top Q(\kappa)x, b_\rho + N\right),$$

$$P(\kappa|X) \propto P(\kappa) \cdot \frac{a_\rho}{a_\rho^2} |Q(\kappa)|^{\frac{d}{2}} \cdot |a_\rho I + x^\top Q(\kappa)x|^{-\frac{N + b_\rho + d + 1}{2}}.$$
### C Parameter Estimates

Table 3: Parameter estimates (Est) and 95% quantile (CI) for the two models (Full — spatial model and RM — regression model) used to reconstruct past land-cover composition from the PbLCC data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Est</th>
<th>CI</th>
<th>Est</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>9.55</td>
<td>(7.64, 12.93)</td>
<td>6.07</td>
<td>(5.31, 6.86)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.23</td>
<td>(0.12, 0.39)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{11}$</td>
<td>0.50</td>
<td>(0.13, 1.83)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.23</td>
<td>(0.01, 1.11)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{22}$</td>
<td>0.25</td>
<td>(0.07, 0.90)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>-0.72</td>
<td>(-1.85, 0.23)</td>
<td>-0.13</td>
<td>(-0.24, 0.00)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.17</td>
<td>(0.08, 0.26)</td>
<td>0.28</td>
<td>(0.25, 0.31)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>-0.01</td>
<td>(-0.12, 0.10)</td>
<td>-0.08</td>
<td>(-0.12, -0.03)</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>-0.01</td>
<td>(-0.20, 0.18)</td>
<td>-0.14</td>
<td>(-0.24, -0.05)</td>
</tr>
<tr>
<td>$\beta_{20}$</td>
<td>-0.74</td>
<td>(-1.56, 0.02)</td>
<td>-0.35</td>
<td>(-0.49, -0.23)</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.07</td>
<td>(-0.01, 0.15)</td>
<td>0.13</td>
<td>(0.11, 0.16)</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>-0.05</td>
<td>(-0.13, 0.03)</td>
<td>-0.08</td>
<td>(-0.12, -0.04)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>-0.20</td>
<td>(-0.38, -0.03)</td>
<td>-0.30</td>
<td>(-0.40, -0.20)</td>
</tr>
</tbody>
</table>
Table 4: Parameter estimates (Est) and 95% quantile (CI) for the two models (Full — spatial model and RM — regression model) used to reconstruct past land-cover composition from the PbLCC data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Full</th>
<th>RM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est (CI)</td>
<td>Est (CI)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>8.75 (7.22, 10.76)</td>
<td>5.18 (4.57, 5.83)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.18 (0.08, 0.31)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{11}$</td>
<td>0.37 (0.10, 0.98)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.12 (-0.02, 0.47)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{22}$</td>
<td>0.17 (0.06, 0.44)</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>-0.70 (-2.34, 0.77)</td>
<td>-0.09 (-0.21, 0.03)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.16 (0.05, 0.26)</td>
<td>0.28 (0.26, 0.31)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>0.02 (-0.10, 0.13)</td>
<td>-0.07 (-0.12, -0.02)</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>0.09 (-0.10, 0.28)</td>
<td>-0.09 (-0.19, 0.00)</td>
</tr>
<tr>
<td>$\beta_{20}$</td>
<td>-0.56 (-1.78, 0.51)</td>
<td>-0.15 (-0.28, -0.03)</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.07 (-0.03, 0.16)</td>
<td>0.14 (0.11, 0.17)</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>-0.03 (-0.12, 0.06)</td>
<td>-0.07 (-0.11, -0.03)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>-0.18 (-0.36, -0.01)</td>
<td>-0.32 (-0.42, -0.22)</td>
</tr>
</tbody>
</table>
Table 5: Parameter estimates (Est) and 95% quantile (CI) for the two models (Full — spatial model and RM — regression model) used to reconstruct past land-cover composition from the PbLCC data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Full (CI)</th>
<th>RM (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>7.02 (5.89, 8.37)</td>
<td>4.42 (3.91, 4.96)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.19 (0.08, 0.30)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{11}$</td>
<td>0.32 (0.10, 0.80)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.07 (-0.04, 0.27)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{22}$</td>
<td>0.16 (0.06, 0.37)</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>0.19 (-1.40, 1.57)</td>
<td>0.50 (0.37, 0.63)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.24 (0.13, 0.35)</td>
<td>0.30 (0.27, 0.33)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>-0.03 (-0.17, 0.10)</td>
<td>0.05 (-0.01, 0.11)</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>0.15 (-0.06, 0.37)</td>
<td>-0.02 (-0.12, 0.09)</td>
</tr>
<tr>
<td>$\beta_{20}$</td>
<td>0.19 (-1.07, 1.21)</td>
<td>0.55 (0.43, 0.68)</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.07 (-0.01, 0.16)</td>
<td>0.12 (0.09, 0.14)</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>0.03 (-0.08, 0.13)</td>
<td>0.02 (-0.03, 0.07)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>-0.02 (-0.20, 0.18)</td>
<td>-0.11 (-0.22, -0.01)</td>
</tr>
</tbody>
</table>
Table 6: Parameter estimates (Est) and 95% quantile (CI) for the two models (Full — spatial model and RM — regression model) used to reconstruct past land-cover composition from the PbLCC data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Full</th>
<th>RM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est</td>
<td>Est</td>
</tr>
<tr>
<td></td>
<td>(CI)</td>
<td>(CI)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>7.58</td>
<td>5.36</td>
</tr>
<tr>
<td></td>
<td>(6.26, 9.84)</td>
<td>(4.72, 6.02)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.20</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.10, 0.32)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{11}$</td>
<td>0.21</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.07, 0.69)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.10</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(-0.02, 0.64)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{22}$</td>
<td>0.24</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.06, 1.03)</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>0.41</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>(-0.70, 1.48)</td>
<td>(0.24, 0.53)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>(0.13, 0.33)</td>
<td>(0.20, 0.26)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>-0.19</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(-0.36, -0.03)</td>
<td>(-0.11, 0.03)</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(-0.17, 0.25)</td>
<td>(-0.14, 0.07)</td>
</tr>
<tr>
<td>$\beta_{20}$</td>
<td>0.61</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>(-0.66, 1.58)</td>
<td>(0.85, 1.12)</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.01</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(-0.09, 0.10)</td>
<td>(0.06, 0.11)</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(-0.16, 0.14)</td>
<td>(-0.06, 0.05)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>-0.05</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>(-0.24, 0.15)</td>
<td>(-0.35, -0.15)</td>
</tr>
</tbody>
</table>
D Maps of Estimated Land Cover
Figure 7: Results for the 1725 CE time period: the first row shows the PbLCC data, and the other rows show the reconstructions for the full spatial model (Full) and the regression model (RM).
D. Maps of Estimated Land Cover

Figure 8: Results for the 1425 CE time period: the first row shows the PbLCC data, and the other rows show the reconstructions for the full spatial model (Full) and the regression model (RM).
Figure 9: Results for the 1000 BCE time period: the first row shows the PbLCC data, and the other rows show the reconstructions for the full spatial model (Full) and the regression model (RM).
Figure 10: Results for the 4000 BCE time period: the first row shows the PbLCC data, and the other rows show the reconstructions for the full spatial model (Full) and the regression model (RM).
E Uncertainties in Estimated Land Cover

E.1 Maps of Uncertainties

This appendix contains figures illustrating the prediction uncertainties for all five time periods. All figures contain:

The first column shows the reconstructed land-cover composition for the time period, using the full spatial model. Columns 2 and 3, row 1 (with thick/red axes), show the maximum and minimum of 95% elliptical confidence regions for Coniferous; rows 2 and 3 give the corresponding Broadleaved and Unforested compositions. Columns 4 and 5 (row 2 with thick/red axes) gives the bounds for the Broadleaved composition while columns 6 and 7 show the bounds for Unforested land (row 3 with thick/red axes). The concept of joint confidence interval for compositions is illustrated in Fig 2.
Figure 11: Reconstructions for 1900 CE. For a description of the figure see 112.
Figure 12: Reconstructions for 1725 CE. For a description of the figure see 112.
Figure 13: Reconstructions for 1425 CE. For a description of the figure see 112.
Figure 14: Reconstructions for 1000 BCE. For a description of the figure see 112.
Figure 15: Reconstructions for 4000 BCE. For a description of the figure see 112.
E.2 Confidence Regions for Selected Locations

Figure 16: The first row shows the locations of the three selected grid cells for the 1725 CE time period. The second row shows the ternary confidence regions along with the reconstructions for the two models (Full—spatial model; RM—regression model) and the values of the PbLCC data and the LPJ-GUESS\textsubscript{KK} land cover covariate at each location. The third row shows the ternary prediction regions and the same values.
Figure 17: The first row shows the locations of the three selected grid cells for the 1425 CE time period. The second row shows the ternary confidence regions along with the reconstructions for the two models (Full—spatial model; RM—regression model) and the values of the PbLCC data and the LPJ-GUESS KK land cover covariate at each location. The third row shows the ternary prediction regions and the same values.
Figure 18: The first row shows the locations of the three selected grid cells for the 1000 BCE time period. The second row shows the ternary confidence regions along with the reconstructions for the two models (Full—spatial model; RM—regression model) and the values of the PbLCC data and the LPJ-GUESS\textsubscript{KK} land cover covariate at each location. The third row shows the ternary prediction regions and the same values.
Figure 19: The first row shows the locations of the three selected grid cells for the 4000 BCE time period. The second row shows the ternary confidence regions along with the reconstructions for the two models (Full—spatial model; RM—regression model) and the values of the PbLCC data and the LPJ-GUESSKK land cover covariate at each location. The third row shows the ternary prediction regions and the same values.
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Abstract

In this paper, we aim to analyze the sensitivity of a spatial statistical model used to reconstruct past land-cover composition based on pollen data. The pollen data are irregularly places point observations, depicting the land cover composition of the area surrounding the studied sites. The statistical model is based on a mean and spatial dependence structure. The spatial dependency is modelled using Gaussian Markov Random Fields and the mean structure is a linear regression based on six different sets of covariates. The considered covariates include modern elevation, two different anthropogenic land-cover change scenarios, and two potential natural vegetation scenarios produced by a dynamic vegetation model forced with output from two different climate models. The estimation of the parameters and reconstruction of the land cover is done using Markov Chain Monte Carlo methods for three time periods, 1900 CE, 1725 CE, and 4000 BCE. The results are evaluated using deviance information criteria (DIC) and cross validation for six different models and all the time periods. For the recent time periods we compared the land-cover reconstruction based on pollen data and different covariates with present day European forest map.

According to the conducted statistical tests the model produced well comparable results despite considerable differences in applied auxiliary data. This implies
that the developed Bayesian hierarchical model is a robust spatial interpolation tool with high capacity to un-distortedly transmit the information provided by pollen based data and low dependence on the choice of covariates. However, usage of auxiliary data with high spatial detail improves the model performance for the areas with low observational data coverage.

**Key words:** Spatial interpolation, Pollen based vegetation reconstruction, Gaussian Markov random field, Sensitivity study, Past land cover, Anthropogenic land-cover changes.

## 1 Introduction

The importance of terrestrial land cover for the global carbon cycle and its impact on the climate system is well recognized (e.g. Arneth et al., 2010, Brovkin et al., 2006, Christidis et al., 2013, Claussen et al., 2001). Many studies have found large climatic effects associated with changes in land cover. Forecast simulations evaluating the effects of human induced global warming predict a considerable amplification of future climate change for Arctic areas. The amplification is, due to a number of biogeophysical and -chemical feedbacks brought by the northward advancement of boreal shrub and treeline (Chapman and Walsh, 2007, Koenigk et al., 2013, Miller and Smith, 2012, Richter-Menge et al., 2011, Zhang et al., 2013). The past anthropogenic deforestation of the temperate zone in Europe was lately demonstrated to have an impact on regional climate similar in amplitude to present day climate change (Strandberg et al., 2014). However, studies on the effects of vegetation and land-use changes on past climate and carbon cycle often report considerable differences and uncertainties in their model predictions (de Noblet-Ducoudré et al., 2012, Olofsson, 2013).

One of the reasons for such widely diverging results could be the differences in past land-cover descriptions used by climate modellers. Possible land-cover descriptions range from static present-day land cover (Strandberg et al., 2011), over simulated potential natural land-cover from dynamic (or static) vegetation models (DVMs) (e.g. Brovkin et al., 2002, Hickler et al., 2012), to past land-cover scenarios combining DVM derived potential vegetation with estimates of anthropogenic land-cover change (ALCC) (de Noblet-Ducoudré et al., 2012, Pongratz et al., 2008, Strandberg et al., 2014). Differences in input climates, inherent mechanistic and parametrisation differences of DVMs (Prentice et al., 2007, Scheiter et al., 2013), and significant variation in land-use estimates between the
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existing ALCC scenarios (e.g. Gaillard et al., 2010, Kaplan et al., 2009, Klein Goldewijk et al., 2011, Pongratz et al., 2008) further contribute to the differences in past land-cover descriptions. These differences can lead to largely diverging estimates of past land-cover dynamics even when the most advanced models are used.

The palaeoecological observation based land-cover reconstructions (LCR) recently published by Pirzamanbein et al. (2014, 2015) were designed to overcome the above described problems. And to provide an alternative, observation based, land-cover description applicable for a range of studies on past vegetation and its interactions with climate, soil and humans. These reconstructions use the pollen based land-cover composition (PbLCC) published by Trondman et al. (2015) as a source of information on past land-cover composition. The PbLCC are point estimates, depicting the land-cover composition of the area surrounding the studied sites. To fill the gaps between these observations and to acquire a spatially continuous land-cover reconstruction, spatial interpolation is necessary. Conventional interpolation methods might struggle when handling noisy, spatially heterogeneous data (De Knegt et al., 2010, Heuvelink et al., 1999), but alternative statistical methods for handling spatially structured data exist (e.g. Blangiardo and Cameletti, 2015, Gelfand et al., 2010).

In Pirzamanbein et al. (2015) a statistical model based on Gaussian Markov Random Fields (GMRFs, Lindgren et al., 2011, Rue and Held, 2004) was developed to provide a reliable, computationally effective and freeware based spatial interpolation technique. The current study aims at determining the robustness of the model. To evaluate its capacity to un-distortedly recover information provided by PbLCC observations on past vegetation composition, and to analyse the models sensitivity to auxiliary datasets.

2 Material and methods

The studied area covers temperate, boreal and alpine-arctic biomes of central and northern Europe (45° N to 71° N and 10° W to 30° E). The Pollen based land-cover composition (PbLCC) published in (Trondman et al., 2015) consists of proportions of coniferous forest, broadleaved forest and un-forested land presented as gridded (1° × 1°) data points placed irregularly across northern-central Europe. Altogether 175 grid cells containing the observational data were available for 1900 CE, 181 for 1725 CE and 196 for the 4000 BCE time-period (Figure 1,
Four different model derived datasets depicting past land-cover were considered as potential (auxiliary) datasets:

**K-L\textsubscript{RCA3}:** Combines the ALCC scenario KK10 (Kaplan et al., 2009) and potential natural vegetation (PNV) composition estimated by the dynamic vegetation model (DVM) LPJ-GUESS (Lund-Potsdam-Jena General Ecosystem Simulator; Sitch et al., 2003, Smith et al., 2001). Climate forcing for the DVM was derived from RCA3 (Rossby Centre Regional Climate Model, Samuelsson et al., 2011) at annual time and $0.44^\circ \times 0.44^\circ$ spatial resolution (Figure 1, column 3),

**K-L\textsubscript{ESM}:** Combines the ALCC scenario KK10 and the PNV composition from LPJ-GUESS. For this dataset, the climate forcing for the DVM was derived from the Earth System Model (ESM; Mikolajewicz et al., 2007) at centennial time and $5.6^\circ \times 5.6^\circ$ spatial resolution. To interpolate data into annual time and $0.5^\circ \times 0.5^\circ$ spatial resolution climate data from 1901–1930 CE provided by the Climate Research Unit (CRU) was used (Figure 1, column 4),

**H-L\textsubscript{RCA3}:** Combines the ALCC scenario from the History Database of the Global Environment (HYDE; Klein Goldewijk et al., 2011) and the PNV composition from LPJ-GUESS with RCA3 climate forcing (Figure 1, column 5),

**H-L\textsubscript{ESM}:** Combines the ALCC scenario from HYDE and the PNV composition from LPJ-GUESS with ESM climate forcing (Figure 1, column 6).

In addition, elevation data used in modelling was obtained from the Shuttle Radar Topography Mission (SRTM\textsubscript{elev}, Becker et al., 2009) (Figure 1, column 1 row 2).

Finally, a modern forest map based on data from the European Forest Institute (EFI) is used for evaluation of the model’s performance for the 1900 CE time period. The EFI forest map (EFI-FM) is based on a combination of satellite data (NOAA-AVHRR) and national forest-inventory statistics from 1990—2005 (Päivinen et al., 2001, Schuck et al., 2002) (Figure 1, column 1 row 1).
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Figure 1: Data used in the modelling. The first column shows (from top to bottom) the EFI forest map, SRTM_elev, and the color key for the compositional data. The remaining columns give (from left to right) the pollen based land-cover composition (PbLCC, Trondman et al., 2015) and the four model based compositions that could be used as covariates: K-L_RCA3, K-L_ESM, H-L_RCA3, and H-L_ESM; with the three rows representing (from top to bottom) the time periods 1900 CE, 1725 CE, and 4000 BCE.

2.1 Statistical model for land-cover compositions

A Bayesian hierarchical model (Figure 2) is used to model the PbLCC data. For each component of PbLCC, we assume an underlying compositional vector describing the proportions of land cover: coniferous forest, broadleaved forest and un-forested land. The effect of covariates and spatial structure are incorporated in the underlying compositional vector.

To account for observational uncertainty in the compositions, the PbLCC are modelled as draws from a Dirichlet distribution given concentrated parameter $\alpha$ (controlling the uncertainty) and the vector of proportions $Z$,

$$\mathbf{y}_{\text{PbLCC}|\mathbf{Z}, \alpha} \sim \text{Dir}(\alpha \mathbf{Z}) \quad \alpha > 0, \; \mathbf{Z}_k \in (0, 1), \; \sum_k Z_k = 1.$$
To account for the spatial dependence in the proportions, $Z$ is modelled as a transformation, $f$, of a latent GMRF, $\eta$:

$$Z = f(\eta)$$

$$Z_k = \begin{cases} 
\exp(\eta_k) & \text{for } k = 1, 2 \\
\frac{1}{1 + \sum_{i=1}^2 \exp(\eta_i)} & \text{for } k = 3
\end{cases}$$

The inverse of $f$ is called the additive log-ratio transformation (alr, Aitchison, 1986), i.e. $\eta_k = \log \left( \frac{Z_k}{Z_3} \right), k = 1, 2$. The alr transformation can be seen as the multivariate extension of a logit transformation.

The latent field is modelled with a mean structure $\mu$ and a spatially dependent residual $X$,

$$\eta = X + \mu$$

where $X$ is GMRF with a separable covariance structure;

$$X|\kappa, \varphi \sim N(0, \varphi^{-1} \otimes Q(\kappa))$$
where $Q(\kappa)$ is the precision matrix of GMRF, $\kappa$ is the scale parameter which controls the range of spatial dependency and $\rho$ controls the variation within and between the fields $X$ (See Pirzamanbein et al., 2015, for details).

The mean structure is modelled as a linear regression $\mu = \mathbf{B}\beta$, i.e. a combination of covariates $\mathbf{B}$ and regression coefficients $\beta$. The main focus of this paper is to evaluate the model sensitivity to the choice of covariates. The PbLCC is modelled based on six different sets of covariates (Figure 1): 1) Intercept, 2) SRTM$_{elev}$, 3) K-L$_{ESM}$, 4) K-L$_{RCA3}$, 5) H-L$_{ESM}$, and 6) H-L$_{RCA3}$. Table 1 shows the different models and the corresponding covariates included in the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intercept</th>
<th>SRTM$_{elev}$</th>
<th>K-L$_{ESM}$</th>
<th>K-L$_{RCA3}$</th>
<th>H-L$_{ESM}$</th>
<th>H-L$_{RCA3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elevation</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-L$_{ESM}$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-L$_{RCA3}$</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-L$_{ESM}$</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>H-L$_{RCA3}$</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Six different models and corresponding covariates.

The model description is completed by specifying prior distributions for the model parameters. Wide but proper priors are assigned for $\alpha$, $\kappa$, $\rho$ and $\beta$. Specifically, a Gamma prior is chosen for the uncertainty and scale parameters, $\alpha$ and $\kappa$, i.e. $\Gamma(1.5, 0.1)$ and $\Gamma(1.5, 0.1)$. A Gaussian prior for the regression parameters $\beta$, with zero expectation and small precision $q_{\beta} = 10^{-3}$. The $\rho$ is assigned an inverse Wishart prior, $IW(I, 10)$, where $I$ is a $2 \times 2$ identity matrix.

### 2.2 Inference and associated uncertainties

The Markov Chain Monte Carlo (MCMC) method is used to estimate the parameters and to reconstruct the land-cover composition, $Z_{LCR}$, with 100 000 MCMC samples and a burn-in sample size of 10 000. First, the algorithm updates $X$, $\beta$ and $\alpha$ together given PbLCC data ($Y_{PbLCC}$), $\kappa$, and $\rho$. Using the updated $X$, the parameters of the GMRF, $\kappa$ and $\rho$, are updated. Details of the MCMC implementation can be found in Pirzamanbein et al. (2015).

In each MCMC iteration, the samples of $\eta$ are obtained by adding the spatial
dependency field $X$ and the effect of covariates through $B\beta$. Applying the alr transformation to the $\eta$ samples, MCMC samples for $Z$ are obtained. The land-cover reconstruction is then computed as $Z_{\text{LCR}} = E(Z|Y_{\text{PlCC}})$, by averaging the MCMC samples.

The uncertainties of the land-cover reconstruction $V(Z|Y_{\text{PlCC}})$ are assessed by constructing predictive regions (PR) using the MCMC samples at each location. The predictive region is constructed to measure the uncertainty associated with the data given the data model parameter $\alpha$ and the underlying fields $Z$. For predictive regions, we use the $Z$ and corresponding $\alpha$ from each MCMC sample and sample new Dirichlet observations. These new Dirichlet draws are then transformed to $\mathbb{R}^2$. Then an elliptical predictive region containing 95% of the MCMC samples is constructed (Figure 3 left plot). Thereafter the elliptical predictive region is transformed from $\mathbb{R}^2$ to a ternary predictive region, $(0, 1)^3$ (Figure 3 right plot). In order to compare the uncertainties of different model land-cover reconstructions, we report the fraction of the unit triangle covered by the ternary PR. This is done by distributing points in the ternary diagram and computing the fraction as the number of points laying inside the PR divided by total number of points in the ternary triangle.

Figure 3: The left plot shows the 95% elliptical predictive region. The right ternary diagram shows the transformed 95% predictive region together with the corresponding fraction, 60%, compared to the whole triangle.
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2.3 Testing the model performance

To evaluate the model performance, we compared the land-cover reconstructions from different models for 1900 CE time period with the European Forest Institute forest map (EFI-FM) by computing the average compositional distances (ACD). The compositional distances between two different compositions, \( U \) and \( V \), are computed using

\[
\Delta(U - V) = \Delta(u - v) = \left( (u - v)^T H^{-1} (u - v) \right)^{1/2}
\]

where \( u = alr(U) \), \( v = alr(V) \) and \( H \) is a 2 \( \times \) 2 matrix, neutralizing the choice of denominator in the alr transformation, with elements \( H_{ij} = 2 \) if \( i = j \), and \( H_{ij} = 1 \) if \( i \neq j \). These distances are then averaged over all locations. This measure is similar to root mean square error in \( \mathbb{R}^2 \) but it accounts for compositional properties, i.e. each component of the compositions is between (0, 1) and sum of all the components are 1.

Since no independent observational data exists for the 1725 CE and 4000 BCE time periods, we applied a 6-fold cross-validation scheme (Friedman et al., 2001, Ch. 7.10) for all the six models and three time periods. The PbLCC data are divided into 6 randomly selected groups and in each round the distance between predictions for group \( l \) given the rest of the data, \( E(Z_l | Y_{PbLCC,k}, k \neq l) \), and left out data, \( Y_{PbLCC,l} \), are computed.

To compare the predictive performance of the models, the Deviance Information Criteria (DIC; see Gelman et al., 2014, Ch. 7.2) is also computed for all models and time periods.

3 Results and discussion

A number of auxiliary datasets, including modern elevation, and four different model based estimates of the land cover for every corresponding time period (Figure 1) were used to compile the covariate datasets used in different models. Differences in land-cover estimates between the studied time-period are in general larger than the differences within a time period. However, the variation in extent of coniferous and broadleaved forests, and unforested areas inside any of the studied time periods is considerable. These substantial variations illustrate the large deviations between the model based estimates of past land-cover composition caused by differences in climate forcing and ALCC scenarios. Considerable
variability in climate model simulations and ALCC scenarios is well recognized (e.g. Gaillard et al., 2010, Gladstone et al., 2005, Harrison et al., 2014). The effects of the differences in climate forcing on land-cover estimates presented here are especially pronounced for central and eastern Europe, and for elevated areas in western and northern Scandinavia and the Alps. The differences are clearly discernible for all considered time-periods. The variance in applied anthropogenic deforestation scenarios is especially pronounced for western Europe during the 1725 and 1900 CE time periods. The importance of reliable land-cover representation for studies on biogeochemical impacts of anthropogenic land-cover change is well recognized by the climate modelling community (Pitman et al., 2009, Strandberg et al., 2014) and usage of the above described, solely model based land-cover representations, to assess the impact of the past anthropogenic changes on climate and terrestrial nutrient cycles leads to largely diverging results.

The impact of the above described auxiliary data on the statistical model’s performance was assessed by comparing the land-cover reconstructions produced by six statistical models employing different covariate datasets (Table 1).

To illustrate the structure of the statistical model, step by step advancement from auxiliary data (model derived land-cover) to final statistical estimates, for 1725 CE, are given in Figures 4. Figure 4 shows, for two locations, how considerable differences in K-LRCA3 and K-LESM are reduced by scaling with the regression coefficients, $\beta$. The two land cover estimates are then further subject to similar adjustments due to intercept and SRTM$_{elev}$, and finally similar spatial dependent effects. Corresponding progressions for continental maps of land-cover are given in Figure 5 for constant, Elevation and K-LRCA3 model for 1900 CE.

The final land-cover reconstructions achieved by fitting the model to observed PbLCC are very similar between all considered datasets. While, in general, the land-cover reconstructions produced by different models are very similar, the model performance for the areas with low observational data coverage (e.g. eastern and south-eastern Europe) is considerably improved by including covariates based on auxiliary data exhibiting distinct spatial structures for the given areas (Figure 6).

The resulting land-cover reconstructions exhibit considerably higher similarity than the auxiliary land-cover datasets for all tested models and time-windows (Figure 6). The predictive regions indicate the capability of all the models in capturing the PbLCC data and shows similar reconstruction uncertainties (Figure 7).
Figure 4: Advancement of the model for two locations in 1725 CE. Starting from the value of the K-L_{RCA3} and K-L_{ESM} covariates (•), the cumulative effects of regression coefficients, β, (+); the intercept and SRTM_{elev} covariates (○); and, finally, the spatial dependency structures (◦), are illustrated. With the final points (◦) corresponding to the land-cover reconstructions, Z_{LCR}, and ■ marking the observed pollen based land-cover composition.
Figure 5: Advancement of three different models for the 1900 CE time period, from left to right the models are (see Table 1): Constant, Elevation, K-LRCA3. The bottom row shows the effect of intercept and SRTM_{elev}. The second row shows the mean structure, μ, for each model. Finally, the top row shows the resulting land-cover reconstructions, Z_{LCR3}, obtained by adding the spatial dependency structure to the mean structure.
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Figure 6: Land-cover reconstructions using pollen based land-cover compositions (PbLCC) for the 1950 CE, 1750 CE and 4000 BCE time periods. The reconstructions are based on six different models (Table 1) with different auxiliary data-sets. Here reconstructions for Elevation, K-\(L_{RCA3}\), K-\(L_{ESM}\), H-\(L_{RCA3}\), H-\(L_{ESM}\) are shown. Locations and compositional values of the available PbLCC data are given by the black rectangles.
Figure 7: The prediction regions and fraction of the ternary triangle covered by these regions are presented for three locations, the six models (Table 1), and the 1950 CE, 1750 CE and 4000 BCE time periods.
3. Results and discussion

The ACDs computed between the land-cover reconstructions and the EFI-FM for 1900 CE for all models show practically identical (1.47 to 1.48) distances between the reconstructions and the EFI-FM, and small differences among the six presented models (Table 2). Furthermore, the DIC results show no advantage among the six tested models for the different time periods (Table 3), and 6-fold cross validation results for all time periods implies that no clear preference can be given to any of the models (Table 4). These results clearly suggest that the developed model is robust to the choice of covariates and well applicable for interpolating the land-cover composition represented by pollen based observations with irregular spatial distribution.

<table>
<thead>
<tr>
<th>Model</th>
<th>EFI-FM</th>
<th>Elevation</th>
<th>K-L_{RCA3}</th>
<th>K-L_{ESM}</th>
<th>H-L_{RCA3}</th>
<th>H-L_{ESM}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.47</td>
<td>0.06</td>
<td>0.19</td>
<td>0.17</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>Elevation</td>
<td>1.48</td>
<td>0.18</td>
<td>0.16</td>
<td>0.18</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>K-L_{RCA3}</td>
<td>1.47</td>
<td>0.08</td>
<td>0.06</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-L_{ESM}</td>
<td>1.47</td>
<td>0.10</td>
<td></td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-L_{RCA3}</td>
<td>1.47</td>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-L_{ESM}</td>
<td>1.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The average compositional distances among the six models fitted to the data for each of the three time periods.
Table 3: Deviance information criteria (DIC) for each of the models and time periods.

<table>
<thead>
<tr>
<th></th>
<th>1900 CE</th>
<th>1725 CE</th>
<th>4000 BCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td><strong>-562</strong></td>
<td>-656</td>
<td>-591</td>
</tr>
<tr>
<td>Elevation</td>
<td>-557</td>
<td>-668</td>
<td>-590</td>
</tr>
<tr>
<td>K-L(_{RCA3})</td>
<td>-559</td>
<td><strong>-673</strong></td>
<td>-588</td>
</tr>
<tr>
<td>K-L(_{ESM})</td>
<td>-551</td>
<td>-654</td>
<td>-601</td>
</tr>
<tr>
<td>H-L(_{RCA3})</td>
<td>-559</td>
<td>-672</td>
<td>-594</td>
</tr>
<tr>
<td>H-L(_{ESM})</td>
<td>-554</td>
<td>-654</td>
<td><strong>-607</strong></td>
</tr>
</tbody>
</table>

Table 4: Average compositional distances from 6-fold cross-validations for each of the models, and time periods.

<table>
<thead>
<tr>
<th></th>
<th>1900 CE</th>
<th>1725 CE</th>
<th>4000 BCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.98</td>
<td>1.13</td>
<td>1.19</td>
</tr>
<tr>
<td>Elevation</td>
<td>0.98</td>
<td>1.11</td>
<td>1.20</td>
</tr>
<tr>
<td>K-L(_{RCA3})</td>
<td>0.99</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>K-L(_{ESM})</td>
<td>0.99</td>
<td>1.12</td>
<td>1.18</td>
</tr>
<tr>
<td>H-L(_{RCA3})</td>
<td><strong>0.97</strong></td>
<td><strong>0.97</strong></td>
<td>1.17</td>
</tr>
<tr>
<td>H-L(_{ESM})</td>
<td>1.00</td>
<td>1.12</td>
<td><strong>1.17</strong></td>
</tr>
</tbody>
</table>
4 Conclusion

The performance of the statistical model, explained in Section 2, to reconstruct the pollen based past land cover was tested in order to analyse its sensitivity to auxiliary datasets.

The considered auxiliary datasets were compiled using most commonly utilized sources of the spatially explicit past land cover data (estimates produced by a dynamic vegetation model and anthropogenic land cover changes scenarios). These datasets exhibit considerable model and/or input dependant differences in their recreation of past land cover. Emphasizing the need for the independent and observation based past land cover maps created in this paper.

The model sensitivity to usage of different auxiliary datasets was validated by calculating deviance information criteria (DIC) and using cross validation for all the time periods. For the recent time period, 1900 CE, the land-cover reconstructions from the different models were also compared against a present day forest map.

The evaluation indicates that the applied statistical model is robust and well applicable for interpolating the pollen based land-cover composition with irregular spatial distribution. The spatial resolution of the covariates improves the interpolation results for areas with low observational data coverage, however the overall performance remains unchanged.
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Abstract

Accurate maps of past land cover and human land use are necessary when studying the impact of anthropogenic land-cover changes on climate. Ideally the maps of past land cover would be separated into naturally occurring vegetation and human induced changes, allowing us to quantify the effect of human land-use on past climate. Here we investigate the possibility of combining regional, fossil pollen based, land-cover reconstructions with, population based, estimates of past human land use. By merging these two datasets and interpolating the pollen based land-cover reconstructions we aim at obtaining maps that provide both past natural land cover and the anthropogenic land-cover changes.

We develop a Bayesian hierarchical model to handle the complex data, using a latent Gaussian Markov random fields (GMRF) for the interpolation. Estimation of the model is based on a block updated Markov chain Monte Carlo (MCMC) algorithm. The sparse precision matrix of the GMRF together with an adaptive Metropolis adjusted Langevin step allows for fast inference. Uncertainties in the land-use predictions are computed from the MCMC posterior samples.

The model uses the pollen based observations to reconstruct three composition of land cover; Coniferous forest, Broadleaved forest and Unforested/Open
land. The unforested land is then further decomposed into natural and human induced openness by inclusion of the estimates of past human land use. The model is applied to five time periods - centred around 1900 CE, 1725 CE, 1425 CE, 1000 and, 4000 BCE over Europe. The results suggest pollen based observations can be used to recover past human land use by adjusting the population based anthropogenic land cover changes estimates.

**Key words:** Spatial statistics, Gaussian Markov random fields, Dirichlet observations, compositional data, anthropogenic land cover changes, fossil pollen records.

1 Introduction

Human activities mainly influences the climate through the emission of greenhouse gases and anthropogenic land cover changes (ALCC) (Kalnay and Cai, 2003). The effects of both natural and human induced land-cover changes on climate have been investigated in several simulation studies at both global (e.g. Armstrong et al., 2016, Bala et al., 2007, Betts et al., 2007, Brovkin et al., 2002, Christidis et al., 2013, Claussen et al., 2001, Pitman et al., 2009, Pongratz et al., 2009) and regional scales (e.g. Kalnay and Cai, 2003, Strandberg et al., 2014).

Historic ALCC consists mainly of deforestation to allow for agriculture and urbanization (Ruddiman, 2005). For temperate latitudes simulation studies indicate that replacing forests with agricultural land tends to decrease the radiative forcing (and thus temperature) (Bala et al., 2007, Betts et al., 2007), while observational studies show local temperature increases due to urbanization (Kalnay and Cai, 2003). The temperature decreases due to human deforestation are, to some extent, balanced by greenhouse gas emission due to the deforestation (CO$_2$) and farming practices (Methane) on the deforested land (Kaplan, 2013, Ruddiman, 2005). Earth system models that include dynamic vegetation, allowing for feedback between changes in climate, global CO$_2$-levels, and vegetation, give an even more complex picture. For these models the effects of ALCC depends on the global CO$_2$-levels, the climate region, and the natural land cover replaced by human land use (Armstrong et al., 2016).

Comparing historical temperature records with past natural land cover and ALCC might improve our understanding of interactions among climate, land cover, and human land use (Strandberg et al., 2014). However, descriptions of
both past natural land cover (e.g. Brovkin et al., 2002, Hickler et al., 2012, Strandberg et al., 2011) and past ALCC scenarios (e.g. Kaplan et al., 2009, Klein Goldewijk et al., 2011, Pongratz et al., 2009) varies considerably (Gaillard et al., 2010). It was previously shown that fossil pollen records can be used to reconstruct past vegetation and land cover at both local (Sugita, 2007a), regional (Paciorek and McLachlan, 2009, Sugita, 2007b, Sugita et al., 2010), and continental scales (Pirzamanbein et al., 2014).

This paper investigates the possibility of reconstructing both past natural land cover and the ALCC by extending the Bayesian hierarchical model introduced by Pirzamanbein et al. (2015). The fossil pollen data can be used to obtain past land cover (Sugita, 2007b), but does not distinguish naturally open land from deforestation caused by ALCC. Ideally we would like to combine land cover estimates based on fossil pollen records with archaeological data. However, initial studies of available archaeological data revealed a number of potential issues (see discussion in Section 5.1).

To investigate if the modelling is possible we instead used ALCC scenarios (Kaplan et al., 2009, Klein Goldewijk et al., 2011) as an estimate of past ALCC. The resulting model can be seen as an adjustment of the ALCC scenarios based on information in the pollen records (The available data is described in Section 2). The reconstruction is done across Europe for five time periods — centred around 1900, 1725, 1425 CE and 1000, 4000 BCE. These time periods represent important historical periods (recent past, little ice age, black death, late bronze age, and early Neolithic) and are commonly used in both climate modelling and palaeoecological studies. In Section 5.1 we outline one way of extending the model to include archaeological data, and we hope that our results will encourage the development of archaeological databases, that can be used in future modelling.

The model presented here (see Section 3) considers the pollen based land cover data to be Dirichlet observations and the ALCC scenarios to beta observations of underlying latent fields. The spatial structure in the latent fields is modelled using covariates and Gaussian Markov Random Fields (Lindgren et al., 2011). The model is estimated using a Markov chain Monte Carlo (MCMC) algorithm based on the Metropolis Adjusted Langevin algorithm (MALA) (Giroli and Calderhead, 2011). Results are presented in Section 4 and Section 5 concludes the analysis with a discussion.
2 Data

The available data consist of fossil pollen based land cover data, estimates of past human land-use (ALCC scenarios) and potential covariates (elevation and output from a dynamic vegetation model – DVM).

2.1 Pollen based land-cover compositions

Pollen based estimates of three land cover compositions (LCCs), Coniferous forest (C), Broadleaved forest (B) and Unforested land (U), were obtained from the LANDCLIM project (Gaillard et al., 2010) using the REVEALS model (Sugita, 2007b). These three land cover types are commonly used in studies of past climate and climate modelling (Strandberg et al., 2014). REVEALS is a mechanistic model which uses inter-taxonomic differences in pollen productivity, dispersal and the size of sedimentary basins to estimate regional land cover from pollen records. The sedimentary pollen records used by REVEALS are obtained from lakes and bogs and presented as grid based REVEALS estimates for the $1^\circ \times 1^\circ$ grid cells containing sampled lakes and/or bogs (Hellman et al., 2008, showed that the spatial scale of REVEALS reconstructions is around $100 \times 100$ km). The resulting land cover data consists of pollen based LCCs for respectively 175, 181, 193, 204 and 196 grid cells during the five time periods centred around 1900, 1725 and 1425 CE, 1000 and 4000 BCE (Trondman et al., 2015). For use in climate modelling these sparse LCC observations can be interpolated to continuous spatial maps (Pirzamanbein et al., 2015). Here we will perform the interpolation while also trying to separate the LCC into natural vegetation and ALCC.

2.2 Anthropogenic land-cover change scenarios

Two anthropogenic land cover change (ALCC) scenarios are used as estimates of human land use: 1) The Kaplan and Krumhardt 2010 scenario (KK10; Kaplan et al., 2009), and 2) The History Database of the Global Environment (HYDE; Klein Goldewijk et al., 2011). KK10 and HYDE are both based on historic human population density estimates, the land needed to feed that population, and soil productivity. To match the pollen records, the two estimates of human land use were upscaled (by averaging) to the $1^\circ \times 1^\circ$ grid cells.

The KK10 and HYDE datasets differ substantially for the older time periods (see Fig. 1), due to differences in assumptions, modelling approaches, and his-
torical records used. In general KK10 gives higher estimates of human land use. Both datasets exhibit substantial local structure.

![Figure 1: Anthropogenic land cover changes (ALCC) scenarios for 1400 CE. From left to right: The high-resolution (5′ or about 10 km) HYDE ALCC scenario (Klein Goldewijk et al., 2011), HYDE upscaled to 1° resolution matching the pollen data, and the KK10 (Kaplan et al., 2009) ALCC scenario at 1° resolution.](image)

2.3 Covariates

To capture large scale structures in the LCC, covariates consisting of elevation (from the Shuttle Radar Topography Mission\(^1\), Becker et al., 2009) and model based vegetation estimates can be used (Pirzamanbein et al., 2016).

The model based estimates of potential natural vegetation were obtained by running a process-based dynamic vegetation model (DVM), LPJ-GUESS, (Smith et al., 2001) for the study area and specified time periods. LPJ-GUESS estimates the potential natural vegetation based on bio-climatic variables such as temperature, precipitation, and soil types (see Pirzamanbein et al., 2014, for details regarding the LPJ-GUESS runs).

\(^1\)downloaded from ftp://topex.ucsd.edu/pub/srtm30_plus/ on 2011–09–03
3 Model

For the modelling we assume that each grid cell has a natural LCC, \( p_L = (p_C, p_B, p_U) \), representing the proportion of each grid cell that would be coniferous, broadleaved, or unforested without any human activity. Additionally we let \( p_H \) denote the share of each grid cell that is affected by ALCC. Since the ALCC data represents human land use for food production we assume that all human land use can be seen as a replacement of the corresponding proportion of natural land cover with open land. The resulting link between natural and actual land cover, \( z = (z_C, z_B, z_U) \), is

\[
\begin{align*}
z_C &= p_C(1-p_H), \\
z_B &= p_B(1-p_H), \\
z_U &= p_U(1-p_H) + p_H,
\end{align*}
\]

with the transformation being denoted \( z = b(p_L, p_H) \) (compare to the covariate adjustments in Pirzamanbein et al., 2014).

The pollen based land cover compositions \( L = (L_C, L_B, L_U) \) are now seen as Dirichlet distributed observations of the actual land cover, \( z \). Similarly the ALCC proportions \( H \) are modelled as draws from beta distributions with expectation \( p_{H,k} \), where \( p_{H,k} \) are perturbations of \( p_H \) introduced to handle the (large) differences between the two ALCC datasets (see Figure 1). The resulting model for the pollen and ALCC data given the underlying proportions is

\[
L(s) | \alpha, z(s) \sim \text{Dir}(\alpha, z(s)), \\
H_k(s) | \lambda, p_{H,k}(s) \sim \text{Beta}(\lambda p_{H,k}(s), \lambda(1-p_{H,k}(s))).
\]

(1)

Here \( s \) is the location of each grid cell and \( \alpha \) and \( \lambda \) are concentration parameters controlling the uncertainty in the Dirichlet and beta distributions.

We model the grid cell proportions \( p_L(s) = (p_C(s), p_B(s), p_U(s)) \) and \( p_H(s) \) as a transformation of an multivariate latent field \( \eta(s) \),

\[
p_L(s) = f(\eta_L(s)), \quad p_H(s) = g(\eta_H(s))
\]

with \( f : \mathbb{R}^2 \to (0,1)^3 \) and \( g : \mathbb{R} \to (0,1) \). For \( f \) we use the inverse additive
log-ratio transformation (applied for each grid cell, s),

\[
\eta_L = \left( \log \left( \frac{p_C}{p_U} \right), \log \left( \frac{p_B}{p_U} \right) \right) = (\eta_{L1}, \eta_{L2})
\]

\[
p_\star = \begin{cases}
1 + \sum_i \exp(\eta_{Li}) & \text{for } p_C \text{ and } p_B \text{ with } i = 1, 2, \\
1 & \text{for } p_U.
\end{cases}
\] (2)

and for \(g\) the inverse logit transformation

\[
\eta_H = \log \left( \frac{p_H}{1 - p_H} \right) \quad \text{and} \quad p_H = \frac{\exp(\eta_H)}{1 + \exp(\eta_H)}. \] (3)

The components of the latent field \(\eta(s)\) are collected into a column vector and modelled using a mean part, \(B\beta\), and a component capturing spatial dependencies \(X\):

\[
\eta = \begin{bmatrix}
\eta_{L1} \\
\eta_{L2} \\
\eta_{H}
\end{bmatrix} = B\beta + X.
\]

Here \(B\) is a matrix of covariates, \(\beta\) is a vector of regression coefficients, and \(X\) is a multivariate spatial field.

For \(\eta_H\) covariates in \(B\) consist of an intercept and elevation. For \(\eta_L\) two possible sets of covariates consisting of either intercept and elevation; or intercept, elevation, and model-based vegetation estimates (from LPJ-GUESS) will be evaluated. For the LPJ-GUESS covariates the DVM based 3-compositions of natural potential vegetation were transformed to \(\mathbb{R}^2\) using (2), resulting in two covariates, LPJ-GUESS\(_{1,2}\). The spatial field, \(X\), is modelled using a Gaussian Markov random field (GMRF, Rue and Held, 2004) with a separable covariance structure,

\[
X \sim N \left( 0, \varphi \otimes Q(\kappa)^{-1} \right)
\]

where \(\varphi\) is a \(3 \times 3\) covariance matrix, \(Q(\kappa)\) is the precision matrix of a GMRF that approximates fields with Matérn covariance function (Lindgren and Rue, 2013, Lindgren et al., 2011), and \(\kappa\) governs the range of the spatial dependence.

To handle the differences between the KK10 and HYDE data, perturbed proportions of human land use \(p_{H,K}(s)\) were introduced in the data model, (1). These
perturbations are created by adding random effects to the $\eta_H$-field; $p_{H,k}(s)$ is computed from $\eta_{H,k}(s) = \eta_H(s) + \varepsilon_k$ using (3) where $\varepsilon_k \sim \mathcal{N}(0, \tau^{-1}_\varepsilon)$. Note that $\varepsilon_k$ are common terms added to the entire field, an attempt to use different random effects for each grid cell, i.e. $\varepsilon_k(s)$, resulted in an unidentifiable model.

The full hierarchical model is illustrated in Figure 2. The final part of the model is to specify suitable priors, following (Pirzamanbein et al., 2015) we use wide priors for $\alpha$ and $\lambda$; conjugate priors for $\beta$ and $\rho$; and for $\kappa$ we pick a prior appropriate to the size of our spatial domain (Fuglstad et al., 2016). Finally we pick a conjugate prior for $\tau_\varepsilon$ since this, similar to $\rho$, allows for simple MCMC updates. The resulting priors are

$$
\alpha \sim \Gamma(1.5, 0.1), \quad \lambda \sim \Gamma(1.5, 0.1),
\beta \sim \mathcal{N}(0, \mathbb{I} \cdot 10^{-3}), \quad \tau_\varepsilon \sim \Gamma(1.5, 0.1),
\kappa \sim \Gamma\left(1, \frac{\log(100)}{\sqrt{8}}\right), \quad \rho \sim \mathcal{IW}(\mathbb{I}, 10).
$$

Figure 2: Directed acyclic graph describing the conditional dependencies in the hierarchical model.
4. Results and discussion

3.1 Estimation using MCMC

To estimate model parameters and reconstruct the latent field we use a block-updated MCMC algorithm. In the first block the latent fields – $\eta$, $\beta$, and $\varepsilon_k$ – and the Dirichlet and beta concentration parameters – $\alpha$ and $\lambda$ – are updated using a MALA proposal (Girolami and Calderhead, 2011). In the second block, we update the range parameter of the GMRF – $\kappa$ – using a random walk in log scale and the covariance matrix – $\rho$ – using the conjugacy (conditioned on $\kappa$). Finally $\tau_\varepsilon$ is updated using the conjugate posterior. In each iteration the MCMC alternates between these three blocks. To get the desired acceptance rate we use an adaptive scheme (Andrieu and Thoms, 2008) where the step size of the MALA proposal and the random walk are adjusted to maintain 57% and 40% acceptance rate, respectively (Roberts et al., 2001). This MCMC is an extension of the implementation, for a simpler model, described by Pirzamanbein et al. (2015).

We ran 100 000 MCMC iterations with a burn-in sample size of 10 000 to estimate the parameters of each model. The MCMC chain plots show convergence and good mixing of the parameters.

4 Results and discussion

The reconstruction of human land use, potential natural vegetation and land cover compositions are shown in Figure 3 for the 1425 CE time period. The results for the other time periods are available in Appendix B. In general, the reconstructions capture the variability in the observed datasets. The human land use reconstructions mostly capture the spatial patterns of KK10 while the amount of land use is closer to HYDE. Moreover, the model with only elevation as covariates estimates slightly higher amounts of human land use compared to the model also including LPJ-GUESS as covariates.

The estimates of $\varepsilon_k$ for HYDE and KK10 (Figure 4) also indicate that the human land use reconstructions are, on average, closer to HYDE than KK10 for all the time periods. The difference between HYDE and KK10, as captured by $\varepsilon_k$, increases for older time periods (see Figure 11 in Appendix. C). The estimates of $\varepsilon_k$ are higher when the model includes both elevation and LPJ-GUESS as covariates compared to the model only including elevation. This is in accordance with the higher estimates of human land use in the model containing only elevation.

The uncertainties in the human land use reconstructions denote higher vari-
Figure 3: The observation datasets (row 1) and the reconstructions using two different sets of covariates (row 2 and 3) for 1425 CE. From left to right: land cover composition, natural land cover, and human land use.
4. Results and discussion

Figure 4: Estimated \( \varepsilon_k \) for HYDE and KK10 and corresponding 95% confidence intervals for all time periods. The blue color represents model includes only elevation and red color represents model include both elevation and LPJ-GUESS.

ation in the model with LPJ-GUESS as covariates than the model with only elevation (Figure 11 in Appendix. C). The uncertainty in the compositional reconstructions, i.e. natural potential land cover and land cover composition, are computed using transformed elliptical confidence regions (Pirzamanbein et al., 2015). The results together with confidence intervals for human land use are illustrated in Figure 5 for three locations during the 1425 CE time period. The confidence regions are based on the model using only elevation, in order to allow a comparison between the NLC estimates and LPJ-GUESS. The selected point in the Baltic (column 1 in Figure 5) represents a location with contrasting values in the different data sources, i.e. about 70% of coniferous forest in LCC, 70% of broadleaved forest in LPJ-GUESS, and 40% or 10% of human land use in KK10 and HYDE respectively. The differences among the data sources are balanced in the reconstruction of LCC, NLC and human land use. In contrast, when the differences are smaller the confidence regions include the observations quiet well (columns 2 and 3 in Figure 5). The selected point in Scotland (column 3 in Figure 5) shows the improvement of the NLC reconstruction compared to the LPJ-GUESS estimate. The reconstruction suggests that the 80% of unforested land consist of 10% human land use while LPJ-GUESS suggests 30% unforested land and 70% boardleaved forest.

A leave out validation is used to evaluate the performance of the model. The validation is performed by randomly removing 10% of observed grid cells in the
Figure 5: The reconstruction and prediction regions for three locations for land cover composition (LCC), natural land cover (NLC) and human land-use (HLU) for 1425 CE. For LCC and NLC (rows 2 and 3) the observations, pollen based REVEALS reconstructions and LPJ-GUESS output respectively, are marked with (*). For HLU (row 4) the two ALCC observations are given by HYDE (♦) and KK10 (●). For all figures the green dots indicate estimated values and the red lines represent the corresponding confidence regions. All estimates and confidence regions are based on the model without LPJ-GUESS\textsubscript{1,2} as covariates.
LCC and ALCC data and reconstruct these values based on the remaining observations. The resulting land cover reconstructions are compared to LCC using average compositional distance (ACD; see Aitchison et al., 2000, Pirzamanbein et al., 2015), and the human land-use reconstructions are compared to both KK10 and HYDE using root mean squared error (RMSE). Comparing the ACD and RMSE (Table 1), there is no general preference in for any of the two models with different covariates. As has previously been noted the HLU estimates are, in general, closer to HYDE than to KK10.

<table>
<thead>
<tr>
<th>ACD</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REV</td>
<td></td>
</tr>
<tr>
<td>KK10</td>
<td></td>
</tr>
<tr>
<td>HYDE</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>REV</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1900 CE</td>
<td>1.01</td>
<td>0.78</td>
<td>0.13</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>1725 CE</td>
<td>1.26</td>
<td>1.15</td>
<td>0.16</td>
<td>0.20</td>
<td>0.15</td>
</tr>
<tr>
<td>1425 CE</td>
<td>1.40</td>
<td>1.40</td>
<td>0.17</td>
<td>0.20</td>
<td>0.15</td>
</tr>
<tr>
<td>1000 BCE</td>
<td>1.02</td>
<td>1.16</td>
<td>0.10</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>4000 BCE</td>
<td>1.34</td>
<td>0.99</td>
<td>0.15</td>
<td>0.12</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1: Leave out validation results for models with two different sets of covariates, \( b_{\text{All}} \) and \( b_{\text{Elev}} \), and all time periods. The reconstructions of land cover compositions (LCC) are compared using average compositional distances (ACD). The human land use (HLU) reconstructions are compared using root mean square error (RMSE). The bold number indicates the lowest value in the row for LCC and HLU.

5 Conclusion

In this paper, we developed a Bayesian hierarchical model to reconstruct the past human land-use for five time periods centred around 1900 CE, 1725 CE, 1425 CE, 1000 BCE and 4000 BCE. The reconstructions are based on combination of pollen based land cover compositions (Trondman et al., 2015) and population based anthropogenic land cover changes (ALCC) estimates.
Due to discrepancies between the past ALCC estimates, the model uses two different datasets of human land use: anthropogenic land cover changes scenario of (KK10 Kaplan et al., 2009) and historic database of global environment (HYDE; Klein Goldewijk et al., 2011). The past human land use reconstruction capture the spatial patterns of KK10 while being closer in value to the proportions of HYDE. This suggests that pollen based LCC can be used to adjust the existing population based human land use to match observed past vegetation patterns and recover past human land use from pollen based LCC.

We note that the model would allow the inclusion of additional anthropogenic land cover changes scenarios and it would be interesting to also include archaeological data. However, our initial attempts to use archaeological data have so far, as described below, been unsuccessful.

5.1 Including archaeological data in the model

We initially considered using archaeological data, instead of the ALCC scenarios, as a measure of human land use. Given an archaeological dataset containing the locations of relevant archaeological finds during each of the five time periods we would replace the $\beta$-observations of the ALCC scenarios with a point process (Simpson et al., 2016) over the archaeological finds. The base idea being that more finds, in a given region, would correspond to a higher human activity and thus a higher proportion of ALCC.

One possible model would be an exponential link-function between the latent field, $\eta_{H}$, and the intensity, $\lambda$, of the point process for the archaeological finds, e.g.

$$\lambda = \exp (\eta_{H})$$

$$\log P(A|\lambda) = |\Omega| - \int_{\Omega} \lambda(s) \, ds + \sum_{i=1}^{n} \log \lambda(s_i)$$

where $A = \{s_i\}$ are the locations of the archaeological finds. Since the point process provides the relative frequency of events, the latent field, $\eta_{H}$, might only be determined up to an additive constant. To make the model identifiable the ALCC scenarios could still be needed, either as observations or as covariates. While it would be very interesting to investigate this model we have been unable to find a suitable archaeological dataset.
5. Conclusion

For us, a large detrimental factor to the use of archaeological data has been our inability to find archaeological databases covering the entire study area. One option considered was to restrict the modelling to Sweden using the Fornsök-database\(^2\) maintained by the Swedish National Heritage Board. This database contains information regarding roughly 1.7 million finds, but is incomplete with data contributions largely depending on the local municipalities (kommuner).

An initial search of the database resulted in 68,000 dated finds marked as relating to agricultural and/or settlement activities. And an additional 54,000 finds in these categories without any dating information. The spatial information regarding finds is good (±250 m, i.e. much smaller than the spatial resolution of the pollen based LCCs). However, the dating information ranges from very good (based on \(C_{14}\) or dendrochronology) to rather inexact. With most of the finds being dated based on typology, i.e. as belonging to one (or several) of 5 time periods. The wide ranges of possible dates and the uncertainty regarding selection bias due to differing priorities among the contributing municipalities makes the data unsuitable for our purposes (see Fig. 6).
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Figure 6: Overview of the Swedish archaeological data. The left pane shows the total number of finds per square kilometer for each of the 290 municipalities (kommuner) of Sweden. In the right pane the grey area indicates the dating range given for each archaeological find. The five time periods for which we have pollen data are indicated by the horizontal black lines.
A Computation for MALA proposal

For MALA proposal, the computation of the log density, first derivatives and expected Fisher information of the Beta distribution are required. The Fisher information is the negative expectation with respect to observations of the second and partial derivatives of the log density with respect to parameters and latent field.

A.1 Beta distribution computations

The Beta density is

\[ P(y|\lambda, p) = \frac{\Gamma(\lambda)}{\Gamma(\lambda p) \Gamma(\lambda (1-p))} y^{\lambda p - 1} (1 - y)^{\lambda (1-p) - 1}, \quad \lambda > 0, \; p \in (0, 1), \]

therefore the log density becomes

\[ l = \log P(y|\lambda, p) = \log \Gamma(\lambda) - \log \Gamma(\lambda p) - \log \Gamma(\lambda (1-p)) + (\lambda p - 1) \log y + (\lambda (1-p) - 1) \log (1 - y). \]

The first derivatives with respect to the parameters, \( \lambda \) and \( p \) are

\[ \frac{\partial l}{\partial \lambda} = \psi(\lambda) - p \psi(\lambda p) - (1 - p) \psi(\lambda (1 - p)) + p \log y + (1 - p) \log (1 - y), \]
\[ \frac{\partial l}{\partial p} = -\lambda \psi(\lambda p) + \lambda \psi(\lambda (1 - p)) + \lambda \log y - \lambda \log (1 - y). \]

The second and partial derivatives are

\[ \frac{\partial^2 l}{\partial \lambda^2} = \psi(\lambda) - p^2 \psi(\lambda p) - (1 - p)^2 \psi(\lambda (1 - p)), \]
\[ \frac{\partial^2 l}{\partial p^2} = -\lambda^2 \psi(\lambda p) - \lambda^2 \psi(\lambda (1 - p)), \]
\[ \frac{\partial^2 l}{\partial p \partial \lambda} = -\psi(\lambda p) - \lambda p \psi(\lambda p) + \psi(\lambda (1 - p)) + (1 - p) \psi(\lambda (1 - p)) + \log y - \log (1 - y). \]
The symmetric Fisher information is

$$ I = \begin{bmatrix} I_{\lambda,\lambda} & I_{\lambda,p} \\ I_{p,\lambda} & I_{p,p} \end{bmatrix} = -E_y \begin{bmatrix} \frac{\partial^2 l}{\partial \lambda^2} & \frac{\partial^2 l}{\partial p \partial \lambda} \\ \frac{\partial^2 l}{\partial p^2} \end{bmatrix} $$

with elements

$$ I_{\lambda,\lambda} = -\psi'(\lambda) + p^2 \psi'(\lambda p) + (1 - p)^2 \psi'(\lambda(1 - p)) $$

$$ I_{p,p} = \lambda^2 \psi'(\lambda p) + \lambda^2 \psi'(\lambda(1 - p)) $$

$$ I_{\lambda,p} = -\psi'(\lambda p) - \lambda p \psi'(\lambda p) + \psi'(\lambda(1 - p)) + \lambda(1 - p) \psi'(\lambda(1 - p)) $$

$$ + \log y - \log(1 - y). $$

Since $E(\log y) = \psi'(\lambda p) - \psi'(\lambda)$, $I_{\lambda,p}$ simplifies to

$$ I_{\lambda,p} = \lambda p \psi'(\lambda p) - \lambda(1 - p) \psi'(\lambda(1 - p)). $$
B. Maps of reconstructed land cover and human land use

B  Maps of reconstructed land cover and human land use
Figure 7: The observation datasets (row 1) and the reconstructions using two different sets of covariates (row 2 and 3) for 1900 CE. From left to right: land cover composition, natural land cover, and human land use.
Figure 8: The observation datasets (row 1) and the reconstructions using two different sets of covariates (row 2 and 3) for 1725 CE. From left to right: land cover composition, natural land cover, and human land use.
Figure 9: The observation datasets (row 1) and the reconstructions using two different sets of covariates (row 2 and 3) for 1000 BCE. From left to right: land cover composition, natural land cover, and human land use.
Figure 10: The observation datasets (row 1) and the reconstructions using two different sets of covariates (row 2 and 3) for 4000 BCE. From left to right: land cover composition, natural land cover, and human land use.
C Uncertainties in land use reconstruction

The description of the figure in this appendix is as follows, 95% confidence interval for human land use reconstructions for all time periods. From left to right: HYDE observations, KK10 observations, lower bound and upper bound for reconstruction of the model with only elevation as covariates, $B_{\text{Elev.}}$, and lower bound and upper bound for reconstructions of the model with both elevation and LPJ-GUESS as covariates, $B_{\text{All}}$. 
Figure 11: HYDE and KK10 observations and confidence bound for humanland use reconstructions, see page 176.
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