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Introduction 

Students in introductory microeconomics, traditionally the first economics 
course a student encounters, are initially introduced to a strange world. It is the 
world of traditional neoclassical economics, where the behavior of people and 
firms can be summarized by simple equations where the only variables are the 
prices of inputs and outputs. Information is free, contracts are always upheld, 
and the optimal solution to any problem faced by an individual is easy to 
calculate. In this world, firms act only to maximize profits and individuals are 
typically seen only as rational consumers, buying as many goods as they can, 
given their budget. Interactions between individuals take place almost 
exclusively through markets without transaction costs. Should any suboptimal 
situation nevertheless arise, all-knowing and hyper-efficient governments can 
step in and correct the situation. Most students quickly realize that the world 
presented in these theories is not the world in which we live, but a gross 
simplification of it. The real world is complex. Information is imperfect and so 
are contracts, markets and governments. People interact in a myriad of ways, of 
which only a tiny share takes place on a market. In the real world, the actions of 
humans are hard to predict: History, laws, norms and networks all influence 
behavior, as well as each other. 

Obviously, the fact that a class in introductory microeconomics might not 
contain all the knowledge needed to understand the world comes as no surprise 
to economists. After all, economists do live in the real world and have been 
doing so for quite some time. Economists, not the least neoclassical economists, 
have always worked to incorporate more and more of the complexities of real life 
into economic analysis, trying to integrate more of the drivers of human 
behavior into the discipline. Students who continue beyond the introductory 
course find a plethora of disciplines and subdisciplines within economics, each 
contributing in its own way to our understanding of human behavior. One 
strand within economics that has been very successful over the past decades is 
the school of New Institutional Economics (NIE). The NIE is focused on 
analyzing the effects and causes of institutions, “the humanly devised constraints 
that shape human interaction” (North, 1990, p. 3). This definition covers a 
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wide range of phenomena, both “informal constraints (sanctions, taboos, 
customs, traditions, and codes of conduct) and formal rules (constitutions, laws, 
property rights)” (North, 1991, p. 97). While such a wide definition of 
institutions manages to cover much of what is missed in introductory 
economics, it also makes it hard to get an overview of what economist mean 
when they refer to institutions and institutional analysis. To explain institutional 
economics’ position within economics, and this thesis’s position within 
institutional economics, it is useful to study Williamson’s (2000) division of 
social analysis. 

 

Figure 1. Four levels of Social Analysis (adapted from Williamson, 2000) 

Williamson distinguished four levels of social analysis in a hierarchy, shown here 
in Figure 1. The first level consists of informal institutions like norms, beliefs 
and religion; rules that are unwritten and unofficial. Level 2 consists of formal 
institutions like laws and other written and official rules. Level 3 deals with the 
play of the game, how actors formally interact with each other given laws and 
rules, mostly in terms of governance and contracts. Lastly, the fourth level deals 
with the allocation of resources. This is the level analyzed by neoclassical 
economists. Each level is constrained by the levels above it (black arrows): 
Contracts constrain resource allocation; laws constrain the shape and 

Embeddedness
Informal institutions; customs, traditions, normsL1

Formal institutional environment
Formal rules of the game; polity, judiciary, bureaucracy

Governance 
Play of the game; contracts

Resource allocation and employment
Prices and quantities 

L2

L3

L4
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formulation of contracts; and norms and culture, in turn, shape laws. Similarly, 
lower levels can influence higher levels through feedback (white arrows). 

The NIE has traditionally been focused on Levels 2 and 3 dealing with getting 
the institutions right, trying to find and implement the most beneficial formal 
institutions. Proper formal institutions and governance structures have been 
shown to be important, for instance, for financial markets and entrepreneurship 
(La Porta, Lopes-de-Silanez, Shleifer & Vishny, 1998; Stephen, Urbano & van 
Hemmen, 2005; Simón-Moya, Revuelto-Taboada & Fernández Guerrero, 
2014), trade (Levchenko, 2007) and, perhaps most famously, economic 
development (North & Thomas, 1970; Acemoglu, Johnson & Robinson, 2001; 
Knack & Keefer, 1995; Rodrik, Subramanian & Trebbi, 2004). 

In contrast, this thesis focuses on the informal institutions of Level 1, 
particularly social norms. While this level has traditionally received extensive 
attention from sociologists and other social scientists, economists often take 
informal institutions such as social norms as given (Williamson, 2000). 
However, as discussed in this thesis, not only can norms change fairly rapidly, 
but they can also have a decisive effect on economic outcomes, including 
economic development (Greif, 1994; La Porta, Lopes-de-Silanez, Shleifer, & 
Vishny, 1997), tax compliance (Posner, 2000) and the management of common 
resources (Ostrom, 1990). Therefore, norms’ nature and effect require further 
study. The next section of this introduction introduces social norms, elaborates 
on some examples of their effects relevant to this thesis, and discusses norms’ 
lifespan. Section 2 then previews the three remaining chapters of this thesis. 

1. Social norms 

Like all institutions, social norms are rules that constrain human behavior 
(North, 1990). They are informal institutions that “specify what actions are 
regarded by a set of persons as proper or correct, or improper or incorrect” 
(Coleman, 1990, p. 242). Unlike laws and other formal institutions, which are 
upheld by official third-party enforcement, like the police or military, social 
norms are unwritten and are upheld by informal sanctions. Such sanctions come 
from three sources: from people directly affected by a norm transgression, from 
people acting to uphold the norm even though they are not personally affected, 
and from within the person committing the transgression, as people often 
internalize norms and are reluctant to contravene them (Eggertsson, 2001). 
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When people are seen as not adhering to a norm, they are punished through 
negative gossip, ostracization, or, in extreme cases, violence (Ellickson, 1986). 
Social norms can be very influential, and their effects and causes have received 
increasing attention from economists. 

1.1 The effects of social norms 

The constraints placed on people by norms can have a direct effect as people 
avoid certain behaviors to not risk social sanctions from their peers. Such 
behavioral control is powerful and norms can control behavior through this 
channel even if formal rules are in place (Macaulay, 1963; Bernstein, 1992). 
Social norms can also have an indirect effect by constraining and shaping formal 
institutions like laws and contracts (Axelrod, 1986). Without the support of 
social norms, such formal institutions become inefficient as the cost of 
enforcement increases (North, 1993). The number of norms in any society is 
vast, and this introduction can only give some examples of how different norms 
can affect economic outcomes. Therefore, the examples discussed here focus on 
areas relevant to the later chapters of this thesis: social gender norms, norms of 
trust and norms and cultures concerning entrepreneurship. 

Social gender norms, the focus of Chapter 1, are those norms that concern what 
roles men and women are expected to fill. According to traditional gender roles, 
men are expected to act forcefully and actively and women are supposed to be 
caring and nurturing (Eagly, 1987). Because of these norms, women working in 
the corporate sector tend to be put in such staff positions as public relations and 
human resources instead of operations or marketing (Oakley, 2000). Women 
who display traditionally male characteristics, often just what company boards 
look for in an executive, receive less favorable attention than their male peers 
displaying those same characteristics (Eagly & Karau, 2002). This creates 
additional obstacles for women striving to reach executive positions as compared 
to men doing the same. 

Chapter 2 focuses on trust. Norms concerning whether or not to trust others 
have an effect on economic and political outcomes (Uslaner, 2002). In a society 
with high levels of such social trust, the belief that people in general can be 
trusted, it is not necessary to spend much time on writing contracts covering 
every possible scenario of a future transaction, and fewer resources must be spent 
on monitoring and litigation (Knack & Keefer, 1997). Several studies have 
found that social trust is correlated to high levels of economic development 
(Algan & Cahuc, 2010; Tabellini, 2010) and political efficiency (La Porta et al., 
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1997). High levels of trust are also negatively correlated with crime rates 
(Uslaner, 2012). 

The last example covers the effects of norms and culture regarding 
entrepreneurship, which is part of the story in Chapter 3. Countries and 
communities with cultures that promote individual achievement and long-run 
investments have higher levels of entrepreneurship (Stephan & Uhlaner, 2010; 
Hopp & Stephan, 2012). Such regions have more entrepreneurs partly because 
they are simply more likely to have more individual members who are 
entrepreneurial, but also because entrepreneurs in such regions will face less 
informal opposition from their peers if they choose to start a firm (Davidsson, 
1995). Furthermore, entrepreneurs also act differently depending on the culture 
in which they act. For instance, countries with more feminine cultures, where 
the norm is to cooperate rather than compete and to compromise rather than 
argue, small and medium-size firms are more likely to form technological 
alliances than in more masculine countries (Steensma, Marino, Weaver & 
Dickson, 2000). 

Due to their pervasive nature, norms affect and constrain all actions taken by 
economic actors (Williamson, 2000). Although the examples listed here are but 
a few illustrations of the power of norms, they demonstrate how social norms 
can have very real effects on economic outcomes. 

1.2 The durability of norms 

Formal institutions, such as laws, can change quickly and repeatedly, but their 
origin, modification and termination must be accompanied by a formal decision 
such as a royal decree, a parliamentary decision, or a signed agreement. Changes 
in social norms are not accompanied by such decisions; because of this, the 
durability of individual norms is up for debate. Williamson (2000) considered 
informal institutions such as social norms to change only very slowly, over the 
time span of centuries and millennia. Norms certainly can last across centuries as 
parents instill their own norms and values in their children while other people in 
their vicinity at the same time socialize the children to conform to the current 
norms (Bisin & Verdier, 2001; Bisin, Topa & Verdier, 2004). As people punish 
those who defect from a norm, these channels can be very efficient. Norms can 
survive for long periods, even in the context of opposing formal institutions as 
formal enforcement becomes ineffective if laws and rules are incongruent with 
local norms (Eggertsson, 1998, 2001). 
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The longevity of norms is why many social scientists have considered this level 
of social analysis as fixed in their studies, instead focusing on more malleable 
institutions (Williamson, 2000). However, while some social norms 
undoubtedly have a long life, others change over relatively short timescales, even 
within generations. Norms can change spontaneously, evolving by random 
mutation or conscious individual changes (Axelrod, 1986). Norms can also 
change due to external shocks. An example of this can be found in the literature 
on trust and ethnic diversity: Social trust tends to decrease as the level of ethnic 
diversity in one’s current surrounding increases (Knack & Keefer, 1997; Zak & 
Knack, 2001). As society becomes more heterogeneous, the norm that one 
should trust strangers breaks down (Putnam, 2007). 

As norms change, spontaneously or due to external forces, these altered norms 
are transferred across generations through the same channels as the previous 
norms. Social norms are thus affected not only by the experiences of the present 
generation, but also those of past generations (Nunn & Wantchekon, 2011). 
The norms of today are thus an amalgam of past generations’ norms as well as 
their and the present generation’s experiences (Guiso, Sapienza & Zingales, 
2008). Which type of external influence, and which time period, has the most 
impact on present-day norms is an empirical question. 

2. Overview of the thesis 

This thesis consists of three studies, all of which rely on empirical data and 
regression analysis to support their conclusions. The first two explicitly discuss 
two sets of norms while the third studies a public intervention aiming to help 
entrepreneurs in a specific region. The first paper, presented in Chapter 1, 
discusses the effects of gender norms on labor-market outcomes among 
executive positions in corporate America. The second paper, presented in 
Chapter 2, studies the effects of increasing ethnic diversity on social trust in 
Sweden and how this effect is, in turn, affected by past experiences of diversity. 
The third paper, presented in the closing chapter of the thesis, discusses the 
business incubation (BI) industry and specifically studies the effects of two BIs 
on their graduate firms’ size and performance. While the services offered by BIs 
are similar around the world (Hansen, Chesbrough, Nohria & Sull, 2000), local 
culture and norms affect how firms act and, therefore, also plausibly what 
assistance they require from BIs (Stinchcombe, 1965; Steensma et al., 2000). 
This motivates the study of BIs in new regional contexts. 
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2.1 Chapter 1: Breaking the Glass Ceiling: Gender Norms and Women 
Executives in the United States. 

Coauthored with Fredrik Andersson, Victor Nee and Sonja Opper 

Chapter 1 contributes to the literature on the effects of informal institutions by 
empirically studying the relationship between gender norms and women’s 
progress on the labor market. Despite great increases in women’s labor market 
presence in recent years, women are still starkly underrepresented among 
executives in major firms in the United States. Even though the majority of 
business and finance-related college programs in the United States were already 
close to achieving gender equality in the early 1990s (Goldin & Katz, 2000; 
Goldin, 2006, 2014), this highest echelon of the labor market still seems to be 
barred by a glass ceiling that has only recently begun to crack. This chapter 
studies how shifting societal norms can explain both the recent increase in 
women executives and the continued dominance of men at the top of American 
firms. 

Traditional gender norms can decrease the number of women in executive 
positions by decreasing both the supply and demand for women at this level of 
the labor market. To avoid the social penalization of acting counter to the 
norm—either through gossip, open accusation or outright discrimination—
well-educated, married women with young children allocate their time between 
family needs and career differently from how their male colleagues do, leading to 
a widely noted gender gap in career interruptions (Haveman & Beresford, 
2012). On the demand side, corporate directors commonly prefer to hire 
executives who pursue their careers uninterruptedly and who display strong 
agentic traits (e.g., assertive, competitive and independent; Eagly & Karau, 
2002). These conventional preferences almost invariably favor men, while 
women—stereotyped as social, kind and supportive—are instead seen as best 
qualified for social, welfare and service-oriented professions. 

To test the hypothesized causal link between social gender norms and the 
number of women executives, this study uses DDB Life Style Study survey data 
from the years 1975–1998 (DDB Worldwide Chicago, n.d.). The norm 
measure is based on the average response to what extent the respondent agrees 
with the statement, “[a] woman’s place is in the home.” Data on the average 
number of women executives per firm in each of the nine U.S. Census divisions 
during 1992–2012 come from Standard and Poor’s (2013) ExecuComp dataset, 
which records the top executives among major firms listed on the NASDAQ 
Stock Market and the New York Stock Exchange. 
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The results show that norms have a substantial and significant impact on 
executive recruitment patterns, even when controlling for differences in legal 
access to contraceptives and differences in female educational attainment across 
regions. Changes in norms take approximately 15 years to materially affect the 
number of women in top positions. The increase of women executives is driven 
by changes in norms at the national level rather than regional deviations from 
this trend. 

The findings in this chapter hold lessons for policymakers targeting labor-
market equality. Even though antidiscrimination laws as well as improved 
educational access are effective in improving the opportunities provided to 
women, traditional gender norms are still an obstacle whenever recruitment 
decisions hinge on personal assessments. As norms are partly shaped by past 
experiences, they are not easily changed by policies. The long timespan found 
here between changes in norms and effects implies that the full effect of even 
successful policies would take more than a decade to materialize. Future research 
will have to determine what policies would be the most helpful in breaking the 
glass ceiling. 

2.2 Chapter 2: Getting Used to Diversity? Immigration and Trust in 
Sweden. 

The second chapter in this thesis is a contribution to the diversity and trust 
literature. Heterogeneity in terms of ethnic, linguistic, or national background is 
one of the most researched causes of low levels of trust (see, e.g., Knack & 
Keefer, 1997; Zak & Knack, 2001; Alesina & La Ferrara, 2002; Putnam, 2007). 
The papers in this literature in general, but not always, find a negative 
correlation between diversity and trust: A more mixed a population is less likely 
to have high levels of trust. 

This chapter contributes to the literature by studying how the historic level of 
diversity in the region studied affects the relationship between present-day 
diversity and generalized trust. As norms are transferred from parent to child 
(Bisin & Verdier, 2001; Bisin et al., 2004), the experiences of previous 
generations are likely to affect what norms are transferred to the present 
generation. Therefore, past experiences can have long-lasting effects in a society. 
However, in this case, it is not obvious if regions with past experiences of 
diversity are more or less likely to be negatively affected by changes in present-
day diversity. Putnam (2007) argues that past experiences of contact across 
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different groups will decrease the negative effect of present-day diversity by, over 
time, making the population disregard such group dividers as religion. On the 
other hand, group dividers can also become more salient over time if groups are 
in conflict with one another or were so in the past (Blumer, 1958). 

To test what effect past experiences of heterogeneity have on how people react to 
recent changes in heterogeneity, the effect of present-day diversity on trust 
during the period 1998–2013 is compared across two groups of regions in 
Sweden: one group with low levels of past diversity and one group with high 
levels of past diversity. Modern diversity is measured as the recent increase in the 
share of the municipal population born abroad, as the levels of diversity do not 
have a statistically significant effect. The results show clear and consistent 
support for the hypothesis that past experiences increase the negative effect of 
present-day diversity. The effect is driven by non-Nordic immigration while 
immigration from Nordic countries has no effect. This effect is visible for splits 
of the samples based on historic diversity going as far back as 1900. 

The results presented in this chapter have important policy implications. First, 
as a region’s history of diversity has an effect on how present-day diversity affects 
trust, the immigration authorities should take this into account when locating 
refugees. Second, because increases in, but not levels of, diversity seem to affect 
trust, authorities should strive to equalize the former rather than the latter across 
municipalities to minimize the negative effect of, for instance, refugee 
immigration on trust. This appears not to be the case today (Swedish Migration 
Agency, 2016). 

2.3 Chapter 3: The Effect of Business incubators on Firm Size and 
Performance: The Case of ICT Firms in Southern Sweden. 

The final chapter deals with entrepreneurship and how public actors try to help 
fledgling firms grow and develop. BIs have become common tools around the 
world (Hansen et al., 2000). They offer new firms subsidized office space, shared 
amenities and business coaching. They also help incumbent entrepreneurs 
increase their networks (Aernoudt, 2004; Bøllingtoft & Ulhøi, 2005; Tötterman 
& Sten, 2005; McAdam & McAdam, 2008). Despite their widespread use, the 
effectiveness of BIs is still debated. Some empirical research finds that 
incubation increases a firm’s employment and sales compared to similar firms 
(Colombo & Delmastro, 2002; Amezcua, 2010; Lasrado, Sivo, Ford, O’Neal & 
Garibay, 2015), others find that incubated firms do not outperform 
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unincubated firms (Allen & Bazan, 1990; Westhead & Storey, 1994; Chen, 
2009). 

The chapter contributes to the literature by studying business incubators in a 
new region, the two neighboring cities of Malmö and Lund in the very south of 
Sweden. The Malmö–Lund region has an up-and-coming cluster of information 
and communications technology (ICT) start-ups. Even in the already tech-heavy 
Swedish economy, the region stands out: One out every 20 employed persons in 
the region is working in the ICT sector (Statistics Sweden, 2015). However, 
despite a large pool of firms, few firms have succeeded dramatically, even among 
those that survive for several years (Statistics Sweden, 2010). 

While BIs’ services are similar across the world (Hansen et al., 2000), the needs 
of start-ups differ depending on local context (Stinchcombe, 1965). The success 
of economic policy requires a match between the policy and local informal 
institutions (Eggertsson, 1997). Local norms and culture affects both the 
propensity to become an entrepreneur and how entrepreneurs act (Steensma et 
al., 2000; Hayton, George & Zahra, 2002; Hofstede Noorderhaven, Thurik, 
Uhlaner, Wennekers & Wildeman, 2004; Stephan & Uhlaner, 2010; Hopp & 
Stephan, 2012), and thus plausibly which assistance they might most require. 
Such differences in cultural embedding exist even within Sweden (Davidsson, 
1995). The effects of BIs could therefore differ from one local cultural context 
to another. 

The chapter uses a dataset constructed from the universe of all ICT firms started 
in the region between 2005 and 2013. ICT firms that were located on local BIs 
were identified and local entrepreneurs and actors in the local BI network were 
interviewed. The results show that incubated firms do not significantly 
outperform similar but unincubated firms in terms of employment, sales, assets 
or returns. The entrepreneurs interviewed, both with and without experiences 
from incubation, also expressed skepticism about the project. 

Considering that BIs put their incumbents through a vetting process to pick out 
the firms most likely to benefit from the services, this is a worrisome result for 
proponents of BIs in the region. These results should lead to some introspection 
among local politicians and officials concerning how to best support 
entrepreneurs and the local economy. 
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Chapter 1 
Breaking the Glass Ceiling: Gender 
Norms and Women Executives in 
the United States 

Coauthored with Fredrik NG Andersson, Victor Nee and Sonja Opper 

1. Gender norms and women executives 

A revolution in labor-force participation for women, beginning in the 1970s 
following a long period of evolutionary change, has paved the way for 
transformative shifts in women’s expectations and beliefs, and in labor market 
gains attained by women in all sectors of the economy (Goldin, 2006). 
Widespread availability of birth control pills, abortion rights and 
antidiscrimination laws contributed to societal changes accompanying women’s 
expanded horizons, altered identities and occupational gains (Goldin & Katz, 
2002; Goldin, 2014). Convergence in the societal roles of men and women is 
evident in young women’s expectations regarding lifetime employment, the later 
age of first marriage, the large numbers of women who maintain both career and 
family, and the narrowing of the gender wage gap as human capital capabilities 
of men and women have equalized and women have advanced steadily into 
professions and occupations at the high-end of the labor market (Goldin, 2014; 
Bertrand, Goldin & Katz, 2010). Despite the remarkable pace of labor-market 
advances in this revolution, however, a glass ceiling continues to constrain 
women’s rise to the highest executive and corporate board positions of large 
American corporations (Morrison & Glinow, 1990; Bertrand & Hallock, 2001; 
Arfken, Bellar & Helms, 2004). 
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A glass ceiling is in effect when not only is it more difficult for women to be 
selected into the highest executive positions, but women also face increasing 
barriers as they move up the corporate hierarchy of authority. In the 1990s, 
women made slow but significant advances onto the boards of directors of 
America’s largest companies when the number of Fortune 500 companies with 
no women as board members declined sharply from 155 to 67 (Catalyst, n.d.). 
Yet, closer analysis of recruitment patterns suggests continuing discrimination, 
albeit less so in smaller corporations (Bertrand & Hallock, 2001). Generally, the 
likelihood of a firm adding a woman to its board is still negatively affected by 
the number of women already on the board (Farrell & Hesch, 2005). Similarly, 
women are more likely to enter relatively large boards, where a woman’s voice in 
corporate decision making weighs relatively less (Agrawal & Knoeber, 2001; 
Carter, Simkins & Simpson, 2003). For top executive positions, progress is even 
slower. By 2011, only 29% of the S&P 500 firms employed a woman in at least 
one such position; only 7% of the S&P 500 firms employed two or more 
women at this top executive level (Standard and Poor’s, 2013). 

Why is it that women in greater numbers have not been able to penetrate the 
glass ceiling of executive leadership? Why does this gender discrepancy continue 
in these top-level positions, even though gender equality was almost 
accomplished already in the early 1990s in the majority of business- and finance-
related college programs in the United States (Goldin & Katz, 2000; Goldin, 
2006, 2014)? This question has inspired considerable research identifying a 
variety of proximate causes. These include gender differences in the type and 
structure of social networks (Lalanne & Seabright, 2016), variation in career 
interruptions to attend to family needs and child raising (Bertrand et al., 2010; 
Correll, Benard & Paik, 2007), gender differences in employment preferences 
(Goldin, 2014; Ragins, Townsend & Mattis, 1998) and, finally, different 
preferences for competition (Niederle & Vesterlund, 2007; Reuben, Sapienza & 
Zingales, 2015; Buser, Niederle & Oosterbreek, 2014) and performance in 
competitive environments (Gneezy & Rustichini, 2003; Mendelberg, 2016; 
Gneezy, Niederle & Rustichini, 2003). But what are the deeper causes of these 
differences? Why do they persist in these times of effective antidiscrimination 
laws and in light of the closed gap in educational attainments? 

This study shifts attention to the role of gender norms and related social beliefs 
as a distal cause explaining slow progress toward gender equality at the executive 
level. The idea that such norms and beliefs influence women’s career choices and 
prospects as a deeper underlying schema is not new. Gender norms—socially 
transferred by parents, teachers and peers—shape behavioral preferences from 
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early childhood on through the school years and continue to influence 
expectations throughout the adult working life. Traditional gender roles, 
commonly associated with the working husband striving for career success as the 
bread earner and the wife who devotes a majority of her time to her household 
and family, thereby have a long shelf life (Eagly, 1987). Nonetheless, gender 
norms obviously do evolve, and sometimes dramatically, as has been the case in 
recent decades (Donnelly, Twenge, Clark, Shaikh, Beiler-May & Carter, 2016). 
Gender norms, changing and unchanging, may thus underlie both social 
progress and the slow pace (or lack) of progress toward gender equality. It has 
been widely acknowledged that social beliefs redefining the legitimate interests 
of women are crucial to understanding the changes toward their greater labor-
market participation (Goldin & Katz, 2002). 

Prescriptive gender norms as to what women and men should do are likely to 
exert decisive influence on both sides of the labor market—though most likely 
through different mechanisms. Social penalization—either through gossip, open 
accusation, or outright discrimination—of women who subvert such norms 
helps to explain why well-educated, married women with young children 
allocate their time between family needs and career differently from how their 
male colleagues do, leading to a widely noted gender gap in career interruptions 
(Haveman & Beresford, 2012). Perhaps partly for this reason women rising to 
top executive positions are more likely than their male peers to be unmarried or 
to forego parenthood altogether (Davidson & Burke, 2000). 

Conventional social preferences, in turn, strongly influence the male-dominated 
executive and corporate boards that are crucial in defining corporations’ vision 
as regards promotion and recruitment. These corporate directors commonly 
prefer to fill executive positions with candidates who will pursue their careers 
uninterruptedly and who display strong agentic traits (e.g., assertive, competitive 
and independent; Eagly & Karau, 2002). These conventional preferences almost 
invariably favor men, while women—stereotyped as social, kind and 
supportive—are seen as best qualified for social-, welfare- and service-oriented 
professions (Eagly & Karau, 2002). A self-reinforcing process of male 
dominance at the executive level is therefore hard to break (Eagly & Karau, 
2002; Rudman, Moss-Racusin, Phelan & Nauts, 2012; Mendelberg, 2016). 

The strength and relative stability of norms—passed on over many 
generations—has been associated with weak law enforcement and mismatches 
between formal and informal rules in many other cases, suggesting a systematic 
and “striking persistence of so many aspects in society in spite of a total change 
in the rules” (North, 1990, p. 36; Nee, 1998). Even inefficient norms can 
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remain after long periods of opposing formal institutions (Eggertsson, 2005). 
Deeply ingrained gender norms are unlikely to pose an exception (Haveman & 
Beresford, 2012). Notwithstanding, over the past 40 years, long-held norms and 
beliefs have gradually changed as increasing numbers of young women enter 
graduate and professional schools and as larger numbers of women engage in 
paid employment after marrying and having children (Goldin, 2014). 

Here, we explore the association between changing gender norms prescribing “a 
woman’s place in life” and recruitment into top executive positions. Our 
approach allows us to explain simultaneously with the same explanatory 
variables both 1) observed progress in gender equality and 2) continuing 
inequalities at corporations’ top echelons. Here, we differ from prior research 
that draws on different factors to explain advancements in gender equality, on 
the one hand, and interfering roadblocks closing certain career pathways on the 
other. In our analytical approach, we first disentangle gender norms from more 
proximate economic, political and legal factors identified in the prior literature. 
We subsequently shed light on the dynamics of changing norms by introducing 
various lag lengths connecting gender schemas with labor-market outcomes. 
Such temporal explorations underscore that gender norms cast a long shadow on 
future labor-market outcomes. This helps to explain both 1) observed 
improvements and 2) the specific slow and gradual nature of progress. 

2. Method and data 

To verify the hypothesized causal link between gender norms and corporate 
recruitment practice, we use a macroeconomic panel-data model that combines 
longitudinal data on gender norms with data on women’s representation in top 
executive positions over both time and geographic area. This setup allows us to 
test how differences in regional norms (surveyed for each of the nine U.S. census 
divisions) affect average recruitment patterns in those same regions over time, 
while controlling for educational and legal conditions—factors previously shown 
to influence women’s career chances. We construct the model to capture the 
long-term trend increase in numbers of women executives rather than the year-
to-year fluctuations. All explanatory variables exhibit a positive trend increase 
over time similar to the dependent variable. All variables included in the 
regression model are nonstationary and integrated of the order I(1). A potential 
concern with such data is spurious results caused by the series’ nonstationarity. 
Cointegration results show that the average number of women executives per 
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firm is cointegrated (see Appendix B) with our norm variables, which confirms a 
significant long-run correlation between the variables (Pedroni, 1999; 
Westerlund, 2007). Because the data are nonstationary, the estimated parameter 
vector represents long-term developments. 

Specifically, we estimate the regression model 

௧݊݁݉ݓ ൌ ߙ  ,௧ିݏ݉ݎଵ݊ߚ  ௧݊݅ݐܽܿݑଶ݁݀ߚ  ௧݊݅ݐ݁ܿܽݎݐ݊ଷܿߚ  ௧݂ߝ௧, (1) 

where womenit is the average number of women top executives per firm in region 
i at time t. Executive data are collected from the Standard and Poor’s (2013) 
ExecuComp Database. Included in the database are the 1,500 firms listed on 
NYSE or NASDAQ from the S&P 500, S&P 400 mid-cap and S&P 600 small-
cap indices, over the period 1992–2012, as well as firms previously listed on one 
of the indices. ExecuComp reports a listed firm’s top executives named on its 
proxy statements. The SEC asks for the CEO (or equivalent), CFO (or 
equivalent) and the top three other executives by compensation.2 From the list 
of top executives, we then check for the presence of women executives. For 
consistency, only firms with complete information during the entire time period 
are included in our sample. This leaves us with a minimum of 29% of the 
complete firm population in 2007 and 39% of the total population in 1992. 
The obvious advantage of a balanced panel of firms is that an increase in the 
average share of women over time signals that existing firms recruit more women 
for top positions. We thereby rule out change due to newcomer firms 
representing a different organizational culture linked to sector or founding date. 
However, the norm effect is also confirmed when using the full sample 
including all firms. 

Norms is a measure of the prescriptive gender norm “[a] woman’s place is in the 
home.” Data come from the DDB Life Style Study (DDB Worldwide Chicago, 
n.d.), previously employed by Robert Putnam (2000). The study was conducted 
annually between 1975 and 1998 in all nine U.S. Census divisions. In total, we 
use 24 annual surveys, each covering between 2,100 and 3,200 individual 
observations, to construct a range of average gender norms (regional, national 
and gender-specific views) based on individual-level perceptions (DDB 
Worldwide Chicago, n.d.).3 Respondents were asked to indicate their level of 
                                                      
2 Many firms report more than required by SEC rules. In our sample one third of the firms report 

five top executives and 90% report five to eight. 
3 Respondents are selected annually from a large group of people that have previously accepted the 

possibility of being contacted. The respondents are selected so as to be demographically 
representative at the level of the census divisions. The response rate is between 70%–80% and 
the overall sample size is 3,500 each year. Only married individuals were included prior to 1985. 
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agreement with the statement that “[a] woman’s place is in the home” using a 
Likert scale from 1 (Definitely disagree) to 6 (Definitely agree). We have rescaled 
the answers from the survey so that 1 means Definitely agree and 6 means 
Definitely disagree. A higher number on our norms index thus reflects more 
liberal gender norms. 

We constructed matching division-level data on education, defined as the share 
of the adult female population with at least a bachelor’s degree. Data come from 
the U.S. Census. Finally, following earlier studies highlighting the importance of 
the pill not only as a crucial innovation facilitating a woman’s career planning, 
but also signifying the growing importance of women’s rights (Bailey, 2006), 
contraception proxies the legal environment with an index rating the ease of 
access to—or social acceptance of—oral contraception. The index is based on 
four separate components, each of which—if in place—receives a value of 1, 
thereby offering an index range of 0 to 4. Specifically, we have coded i) states 
that were early adopters of access for minors, ii) states that introduced access for 
minors through their own law system instead of through a supreme court 
decision (Bailey, 2006), iii) states that require insurance companies to cover 
contraception and iv) states that do not allow exemptions from such coverage 
(National Conference of State Legislatures, n.d.). Given our interest in the 
dynamic effect of gender norms over time, we have lagged norms up to	j years, 
while we use contemporaneous measures for education and contraception. 
Lagging education and legal up to j years has no significant effect on our results. 
Table A1 in Appendix A offers an overview of all variable definitions and source 
material. 

All variables trend over time, so a standard OLS estimator yields biased 
parameter estimates in the panel-data–model setting except under very strict 
exogeneity assumptions. Therefore, the model is estimated using a Dynamic 
OLS (DOLS) to solve this problem (Nelson & Sul, 2003).4 Included in the 
model are also fixed time effects to control for cross-sectional dependence across 
regions (i.e., in the form of common shocks) and fixed regional effects to control 
                                                                                                                              

For consistency we only include married individuals for the 1986–1998 period as well. Putnam 
(2000) has compared the data with that of the General Social Survey and found the DDB to be 
of the same quality. 

4 More specifically, standard OLS would produce biased results if the data are nonstationary, the 
explanatory variables are not strictly exogenous and the short-run dynamics are not the same 
across all regions. The DOLS corrects for this problem by including leads and lags of the 
variables in the model as additional regressors. We have used up to two leads and lags in the 
models with regional data. In models with national data we limit the number of leads and lags to 
one due to the smaller sample. 
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for time-invariant regional heterogeneity. Given that we keep a fixed set of firms 
in our dataset, the inclusion of region-specific effects takes care of a wide range 
of time-invariant regional differences including regional variation in industry 
composition as well as average voting patterns reflecting red and blue states. 

 

Figure 1. Norms and average number of women top executives by Census divisions (Standard & 
Poor’s, 2013; DDB Worldwide Chicago, n.d.). Panel A: Average number of women top 
executives per firm. Panel B: Average value for norms. 
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3. Results 

3.1 Descriptive statistics 

Summary statistics regarding women in top executive positions show slow 
progress over time. The average number of women executives per firm increased 
across all regions from 0.08 in 1992 to 0.51 in 2012. The average number of 
men executives per firms fell from 5.05 to 4.85 during the same time period. 
The regional variation is illustrated in Figure 1 Panel A. A darker (lighter) shade 
implies more (fewer) top women executives. Firms in New England and the 
Pacific have the highest average numbers of women executives; 0.40 and 0.45 
respectively. Firms in the West North Central (0.25) and firms in the West 
South Central (0.25) have the lowest numbers of women executives. The 
increase in the number of women executives is primarily driven by an increase in 
the number of firms with one such woman (see Table 1 Columns 1 to 3). In 
1992, 94% of the firms did not employ any women at the top executive level. 
By 2012 that share had decreased to 61%, while only 8% of all firms had more 
than one women executive. 

Panel B of Figure 1 illustrates the regional distribution of average gender norms 
between 1975 and 1998, suggesting a close correlation between prescriptive 
gender norms and evolving recruitment patterns. In this panel, a darker (lighter) 
shade implies more liberal (conservative) norms. Over these years, these gender 
norms became somewhat more liberal (by 0.8 units on average). They tend to be 
the most liberal in New England and the least liberal in East South Central. 

Bivariate scatterplots (see Figure 2) confirm the suggested correlation between 
recruitment patterns and norms measured in preceding periods and offers a 
closer look at the time it takes for norms to show in executive-recruitment 
patterns. Comparing different historical measures of norms lagged by 5 (Panel 
A), 10 (Panel B), 15 (Panel C) and 20 (Panel D) years, the strength of the 
correlation is maximized for a 15-year lag, confirming our assertion that 
internalized norms carry on over extended periods of time. Norms lagged 20 
years are slightly less correlated with executive recruitment patterns. Panel 
cointegration tests show that the correlation between women and norms is 
significant for the 15- and 20-year lag lengths, see Appendix B. For the 
following empirical analysis, we therefore continue with a 15-year lag length as 
the most suitable specification. 
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For our control variables (education and contraception), Table 1 (columns 5 and 
6) documents a parallel upward trend. Between 1992 and 2012, the national 
share of women age 25 and older holding a bachelor’s degree increased by 9%.  
 

Table 1. Distribution of sample firms by number of women executives 

Region Year Distribution (%) of firms with Normsa Education Contraception 

  0 
women 

1 
woman 

≥2 
women 

   

  (1) (2) (3) (4) (5) (6) 

East North 
Central 

1992 95 5 0 3.9 16.9 1.0 

2012 65 32 3 4.4 26.7 2.0 

East South 
Central 

1992 92 8 0 3.5 14.4 1.4 

2012 54 38 8 4.3 22.3 1.4 

Mid-
Atlantic 

1992 95 4 1 3.9 20.1 1.0 

2012 59 31 10 4.8 31.6 1.7 

Mountain 
1992 88 8 4 3.7 19.4 1.3 

2012 64 32 4 4.3 27.9 2.4 

New 
England 

1992 90 7 2 4.0 23.7 1.0 

2012 61 27 12 4.8 36.1 2.1 

Pacific 
1992 89 11 0 3.8 21.0 1.0 

2012 55 31 14 4.6 30.2 2.1 

South 
Atlantic 

1992 94 5 1 3.7 18.5 1.3 

2012 65 23 12 4.6 28.4 2.1 

West North 
Central 

1992 98 2 0 3.7 18.5 0.7 

2012 55 38 8 4.4 28.8 1.2 

West South 
Central 

1992 97 3 0 3.5 17.1 1.2 

2012 64 31 5 4.5 24.5 2.7 

Nationalb 
1992 94 5 1 3.7 18.9 1.1 

2012 61 31 8 4.5 28.3 2.0 
a Norms have been lagged 15 years. Value for norms in 1992 thus corresponds to norms in 1978. 
b National norms, education, and contraception are cross-sectional averages. 
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Figure 2. Scatterplots between women and norms (Standard & Poor’s, 2013; DDB Worldwide 
Chicago, n.d.). Panel A: norms lagged 5 years; Panel B: norms lagged 10 years; Panel C: norms 
lagged 15 years; Panel D: norms lagged 20 years. 
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New England and the Mid-Atlantic register the highest shares of educated 
women, and the East South Central and West South Central score lowest. The 
contraception index has almost doubled during the time period. By 2012, West 
South Central was home to the most liberal and West North Central home to 
the least liberal laws. 

3.2 Regression results 

Regression results using a 15-year lag for our norm measure are presented in 
Table 2, Model 1 (M1). As predicted, prescriptive gender norms have a 
significant and positive effect on the number of women who are top executives. 
A 10% increase in the norm index increases the number of women executives by 
0.09. Approximately half of the increase in the number of women since 1992 is 
explained by changing norms in our model. Neither of the control variables, 
contraception or education, has any statistically significant direct effect in this 
model. 

Table 2. Regression results, regional norms 

Regions with more liberal norms also have higher educational levels. The 
correlation between norms and education may indicate that the norm effect on 
the number of women executives operates through higher education. More 

 M1 M2 M3 M4 
Norms held by: All All Men Women 

Normst-15 .93*** .72** .25 .83*** 
 (.29) (.29) (.18) (.24) 
Educationt .00 .28 .67 .28 
 (.02) (1.5) (1.48) (1.57) 
Contraceptiont -.02 -.01 .01 .00 
 (.06) (.06) .06) (.06) 
Normst-15*   15.7* 15.5*** 12.1 
Educationt  (8.76) (5.2) (7.63) 

Regional effects Y Y Y Y 
Time effects Y Y Y Y 
R2 .237 .240 .275 .271 

Dependent variable: women. Lagging education and contraception does not change the results. 
Lagging norms 10 or 20 years instead produce similar results. * indicates 10% significance, ** 
5% and *** 1%. 
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liberal norms may increase the likelihood that women complete higher 
education, which increases the share of educated women and hence the pool of 
women from which the firms can recruit. By including the interaction variable 
normst-15*educationt, we test whether the effect of norms is of direct or indirect 
nature. In M2 of Table 2, the interaction effect is included. The parameter for 
norms (general norm effect) is reduced from 0.93 to 0.72 and the significance 
level changes from the 1% level to the 5% level. The interaction effect between 
norms and education is positive and significant at the 10% level, suggesting the 
presence of both direct and indirect norm effects. 

To distinguish whether shifts in gender norms are more likely to operate 
through the supply side (what women think) or through the demand side (what 
men prescribe as the appropriate role of women), we distinguish in our analysis 
between norms specified by female respondents and norms specified by male 
respondents. These regression results are summarized in M3 and M4 of Table 2. 
The explanatory power of the model with the male-specified norms is slightly 
higher than the explanatory power of the model with female-specified norms. 
The differences are, however, small. Notably, the channels through which norms 
affect the number of women executives are different for women and men, 
suggesting that the findings presented in M2 are due to different driving forces. 
As indicated by M3, norms expressed by men only operate through the 
education channel but lack a direct effect, while norms expressed by women 
show a direct effect but lack an indirect effect operating through the education 
channel as estimated in M4. 

These findings suggest a number of possible interpretations. First and foremost, 
men do not merely give in to different societal beliefs by shifting recruitment 
decisions at the executive floor. It is rather the joint effect of shifting norms in 
combination with improved educational attainment that leads to tangible 
effects. For norms maintained by women, however, the direct norm effect 
remains significant, suggesting that role-model effects and shifting beliefs on the 
proper and legitimate place in life play an important role. 

Finally, our analysis account for the likelihood that candidate searches to fill 
executive positions will be carried out at the national level, involving a fair 
degree of labor mobility for women. Whether corporate headquarters respond to 
local norms or therefore rather follow national trends in their recruitment 
decisions is an open empirical question. To test the relative weight of national 
and regional norms, we decompose all variables into a national component and a 
regional component. National norms are estimated as the cross-sectional average 
during each time period. Regional norms refer to the difference between 



 

33 

observed norms and the national average. A downside is that we cannot control 
for common time shocks once we include a national average as an explanatory 
variable. Further, to avoid overparametrizing the model, we do not include any 
interaction variables. 

Table 3. Regression results, national norms 

 M5 M6 M7 

National 
level 

Normst-15 .78** .78*** .68 

 (.36) (.23) (.64) 

 Educationt 4.50*** 4.50*** -20.4*** 

  (.76) (.48) (4.55) 

 Contraceptiont -.07 -.07  

  (.07) (.04)  

 Normst-15 *educationt   13.68*** 

    (3.03) 

Regional 
level 

Normst-15 .37   

(.28)   

 Educationt .69   

 (1.45)   

 Contraceptiont .00   

 (.06)   

Regional effects Y n/a n/a 

Time effects N n/a n/a 

R2 .780 .981 .989 

Dependent variable: women. Lagging education and contraception does not change the results. 
Lagging norms 10 or 20 years produce similar results. Model 7 does not include contraception to 
save the number of degrees of freedom due to the small sample. Contraception does not have any 
significant effect in any of the other regression models. * indicates 10% significance, ** 5% and 
*** 1%. 

Table 3 summarizes our results from using national norms, confirming that 
national norms are clearly more important than regional norms. Once national 
norms are included all regional variables become insignificant (M5). National 
education also has a significant effect, but contraception remains insignificant. 
Reestimating the model using only national data (M6) confirms these results 
from M5. 
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As with the regional models, we next include an interaction effect between 
norms and education. Due to the small number of observations, we exclude 
contraception from the model, which seems appropriate as contraception has 
not had any significant results in our previous estimations. These results show 
no general norm effect, but the interaction variable between norms and education 
is significant at the 1% level (M7). Education is also significant at the 1% level, 
though with a slightly unexpected negative parameter. These two results 
demonstrate that educational attainment per se is not enough for women to 
arrive at the top corporate echelon; what is needed is a preceding liberalization 
of norms to allow woman to actually capitalize on their education and advance 
their careers to the very top of corporate leadership. These findings closely 
resemble the regional specification for male norms (Table 2, M3), which already 
pointed at the close linkage between education and norms. 

3.3 Robustness checks 

Given the admitted challenges in detecting norms through survey questions, we 
introduce an alternative survey question (liberation) capturing a respondent’s 
attitude toward the following statement “I think the women’s liberation 
movement is a good thing.” While the two indices liberation and our main 
previous index norms are highly correlated (0.85), liberation lacks the character 
of a prescriptive norm and incorporates to some extent a value judgment on the 
means of goal realization. Nonetheless, liberation shows a similar bivariate 
relation (see Figure C1 in Appendix C) with average executive recruitment 
patterns. Also, liberation shows a similar dynamic over time, with the strongest 
mutual correlation realized for a 15-year lag length as seen in Table B1. 

Table C1 in Appendix C summarizes the replication of our benchmark 
estimations. The direct effect of liberation is confirmed with a parameter 
estimate of a similar magnitude as estimated for norms. Here again, the average 
national measure is more important than the regional variations. Unlike norms, 
however, liberation seems not to operate through the education channel. A 
possible explanation is that the inclusion of a political value judgment presents a 
narrower (and politics-centered) definition operating through different causal 
channels than the general notion of a prescriptive gender norm. 
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4. Conclusion 

Our results provide insights about the distal causes for the glass ceiling that 
women encounter with regard to top-level executive positions, specifically in 
large-scale corporations. Using a balanced sample covering the average numbers 
of women in corporate top executive positions between 1992 and 2012, we 
show that gender norms exert a powerful impact on gender representation. By 
using different lag-lengths for gender norms, we are able to show, that 
prescriptive norms defining “the appropriate place in life” maintain a significant 
impact over extended periods. Norms internalized 15 to 20 years ago continue 
to influence the labor market through both the supply and demand sides. We 
also show that it matters whether prescriptive norms are held by women or men. 
While changing gender norms held by women do display a sizable direct effect 
on executive representation, this effect is less powerful for men. For men, more 
liberal views concerning women increase the representation of female executives 
in corporations only when the average educational attainment for women in the 
region also increases. Finally, we show that national gender norms are more 
powerful in explaining the glass-ceiling effect than regional norms. To further 
solidify our results, we hope to inspire future research to disentangle the pure 
norm effect from parallel changes in hours in domestic work and a general 
increase in female labor-force participation. 

Our findings have important practical implications and hold lessons for 
policymakers and society at large. While realization of equal opportunity goals 
has mainly relied on antidiscrimination laws and improved educational access 
for women, gender norms continue to obstruct women’s careers. This is in spite 
of the fact that equality is realized in most educational subject areas. Current 
antidiscrimination laws are clearly effective in protecting and guaranteeing access 
to opportunities, but whenever career decisions hinge on personal assessments, 
social beliefs and norms continue to play a powerful role. That these beliefs have 
been shaped and internalized in the past makes this challenge particularly 
vexing. 

Whether quota systems, as exercised for instance in Norway’s supervisory 
boards, are an appropriate response to break with old beliefs, or whether 
voluntary programs are preferable, is beyond the scope of this study. But our 
results do encourage the search for novel solutions to—as a minimum—help 
align current labor-market outcomes with current beliefs rather than with the 
dated beliefs of the past. 
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Appendix A Variable descriptions 

Table A1. variable description  

Variable Definition Source 

Women The average number of women top executive officers 
(as reported in ExecuComp) per firm in each U.S. 
Census division each year 

Standard & Poor’s 
(2013) 

Norms Within-census division average response on a 1 
(Definitely agree)-6 (Definitely disagree) Likert scale on 
how much the respondent in the DDB Life Style 
Study agreed to the statement "[a] woman's place is in 
the home". The variable has been recoded from the 
original survey to make high values correspond to more 
liberal values. In the original survey, 1 indicates 
Definitely disagree and 6 Definitely agree.  

DDB Worldwide 
Chicago (n.d) 

Liberation Within-census division average response on a 1 
(Definitely disagree)-6 (Definitely agree) Likert scale on 
how much the respondent in the DDB Life Style 
Study agreed to the statement "I think the women’s 
liberation movement is a good thing".  

DDB Worldwide 
Chicago (n.d) 

Education Share of the female population 25 years or older in the 
region with a bachelor degree or higher. Missing years 
are interpolated.  

US Census Bureau 
(n.d.a, b) 

Contraception Index based on the sum of four subindices aggregated 
from the state to the Census division level by their 
population weighted means. The final index ranges 
from 0-4 where high values indicate liberal laws. 1) 
Early adopters of access to minors, coded 1 for those 
states that introduced access to minors (unmarried, 
childless women under the age of 21) before 1970. 2) 
Method by which access to minors was introduced, 
coded 1 for those states that increased access to minors 
through their own legislative system instead of through 
a Supreme Court decision. 3) State laws on insurance, 
coded 1 if a law is in place requiring insurance 
companies that cover prescription drugs to also provide 
coverage for any FDA-approved contraceptive. 4) 
Exemption from state insurance law, coded 0 if 
exemptions from the insurance law above are allowed. 

1) and 2): Bailey 
(2006), 3) and 4): 
NCSL (n.d.) 
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Appendix B Panel cointegration tests 

Time series included in the analysis are integrated of the order I(1). To avoid 
spurious regression results, we therefore test if women and norms are cointegrated 
using two sets of panel cointegration tests (Pedroni, 1999; Westerlund, 2007). 
Cross-sectional dependence is controlled for in the cointegration test by fixed 
time effects (i.e., the data are time demeaned). 

Results of the cointegration tests are shown in Table B1. The table presents the 
p-values from the tests. The null hypothesis is that there is no cointegration 
whereby a p-value of less than 5% is interpreted as evidence for that the series 
are cointegrated and that there consequently is a significant long-run 
relationship between women and norms. The tests reject the hypothesis of no 
cointegration once norms have been lagged at least 15 years. 

Table B1. Panel cointegration tests, p-values 

 Pedroni Pedroni Westerlund Westerlund 

 Norms 

5 years .086 .811 .138 .308 

10 years .152 .802 .661 .574 

15 years .004 .002 .002 .001 

20 years .019 .020 .003 .003 

     

 Liberation 

5 years .123 .198 .286 .434 

10 years .175 .603 .322 .295 

15 years .010 .009 .005 .003 

20 years .034 .022 .002 .002 

The null hypothesis is no cointegration. P-values in bold implies that we reject the null 
hypothesis at the 5% significance level and thus that the test indicates that the series are 
cointegrated. 
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Appendix C Robustness check 

Table C1. Regression results using liberation 

  M8 M9 
National  
level 

Liberationt-15  1.17*** 
  (.26) 

 Educationt  4.86*** 
   (.56) 
 Contraceptiont  -.16** 
   (.08) 

Regional  
level 

Liberationt-15 .77*** .46* 
 (.25) (.24) 

 Educationt -.00 .45 
  (1.56) (.15) 
 Contraceptiont .04 .02 
  (.06) (.06) 
 Liberationt-15* 

Educationt 
4.10  

 (6.91)  
 Liberationt-15*  

Contraceptiont 
1.48*  

 (.88)  

Regional effects  Y Y 
Time effects  Y N 
R2  .258 .792 

Dependent variable: women. * indicates 10% significance, ** 5% and *** 1%. 
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Figure C1. Scatterplots between women and liberation (Standard & Poor’s, 2013, DDB 
Worldwide Chicago, n.d.). Panel A: liberation lagged 5 years; Panel B: liberation lagged 10 years; 
Panel C: liberation lagged 15 years; Panel D: liberation lagged 20 years. 
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Chapter 2 
Getting Used to Diversity? 
Immigration and Trust in Sweden 

1. Introduction 

The share of the population born abroad has increased markedly in Western 
countries since the 1960s (Özden, Parsons, Schiff & Walmsley, 2011; United 
Nations, 2015). This share is likely to increase even further in the future as labor 
migrants, foreign students and refugees continue to immigrate to Western 
societies, thereby contributing to rapidly growing diversity. The social 
implications of these population movements can be far-reaching. This is true 
not the least for the levels of generalized trust, the belief that people in general 
can be trusted, in the destination countries. Several empirical studies show a 
negative correlation between ethnic diversity and a population’s level of such 
trust (e.g., Knack & Keefer, 1997; Zak & Knack, 2001; Alesina & La Ferrara, 
2002; Putnam, 2007). This is a cause for concern because high levels of trust in 
a society also correlate with economic development (Knack & Keefer, 1997; 
Algan & Cahuc, 2010; Tabellini, 2010) and political efficiency (La Porta, 
Lopes-de-Silanez, Shleifer & Vishny, 1997). 

Lower social trust5 in more diverse societies corresponds well with experimental 
evidence confirming an in-group bias in a wide range of behavioral games. It is 
widely confirmed across different cultural contexts that people discriminate 
between groups they consider themselves members of (the in-group) and groups 
that they do not belong to (out-groups; e.g., Allport, 1954). Individuals are more 
willing to share, cooperate and trust other members of their own group than 
members of out-groups (see Balliet, Wu & De Dreu, 2014, for a meta-analysis) 

                                                      
5 Social trust and generalized trust are used interchangeably in this paper. 
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which explains the negative correlation between diversity and trust. Diversity 
also lowers social trust by making people feel less connected to society, making 
them hunker down: They withdraw from social life and trust everyone less, 
including members of their own in-group (Putnam, 2007). 

However, the delineations between in- and out-groups may change over time, as 
Putnam (2007) claims. Groups living side by side over extended periods of time 
intermingle, and the borders between them can slowly dissipate; once-salient 
dividers can become irrelevant, and others can take their place. Through 
intergenerational transfers of norms from parent to child and through 
assimilation from the general population, the experiences of past generations 
shape the norms and trust of the present generation (Bisin & Verdier, 2001; 
Bisin, Topa & Verdier, 2004; Guiso, Sapienza & Zingales, 2008; Tabellini, 
2010). Over the span of generations, changes to norms can accumulate and 
groups once considered isolated from each other can be brought closer until 
“our new ‘us’ incorporate[s] ‘them’” (Putnam, 2007, p. 162). This would 
suggest that past experience with immigrants, potentially reaching back over 
several generations, could moderate the negative effect of present-day 
immigration on trust. If this hypothesis is correct, the levels of trust in countries 
or regions with a history of immigration should be less affected by new 
immigration. However, group membership is not easily eroded (Akerlof & 
Kranton, 2000). If initial contacts between different groups lead to conflict 
(Blumer, 1958), cross-generational transfers could instead increase the saliency 
of different groups over time. If this is true, regions with high levels of 
immigration in the past should react more negatively to new immigration. 

Despite the wealth of studies on the relationship between diversity and 
generalized trust (e.g., Knack & Keefer, 1997; Zak & Knack, 2001; Costa & 
Kahn, 2003), the potentially moderating effects of historical diversity remains 
untested. This study aims to bring a long-term perspective into the diversity-
and-trust literature by studying how past immigration moderates the effect of 
present-day immigration on trust. The goal is to identify whether past 
experience can indeed influence modern-day effects. Are individuals that are 
embedded in localities that have historically been strongly exposed to diversity in 
fact better able to cope with the challenges of contemporary migration 
movements? 

To offer an initial test, the paper uses data from Sweden, a country with a varied 
experience of immigration across time and regions. The country has a high and 
increasing rate of diversity, having Europe’s fourth highest share of population 
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born abroad,6 an increase from the 12th position in 1990 (United Nations, 
2015). Sweden is still regarded as a high-trust society (Delhey & Newton, 2005; 
European Social Survey, 2010) and previous research is split on whether a 
negative relationship exists between present-day diversity and trust in the 
country (Gustavsson & Jordahl, 2008; Wallman Lundåsen & Wollebeak, 2013; 
Lundstedt & Nissling, 2016). However, no study has yet examined whether past 
differences in regional experiences of immigration could moderate or worsen the 
effect of present-day diversity in the country. The single-country design applied 
here offers the additional advantage of keeping many potentially confounding 
variables constant, such as political and legal institutions as well as historical 
development trajectories. It also deals with the issue of potentially poor cross-
country comparability of survey measures of trust caused by cultural differences 
in the interpretation of survey questions (Reeskens & Hooghe, 2008). 

Data for this study come from the annual Swedish Society, Opinions, and Mass 
Media (SOM) survey over the period 1998–2013 and the final sample covers in 
total 42,072 individual observations. Statistics Sweden provided the diversity 
data, which stretch back to the beginning of the 20th century. The paper uses 
panel specifications accounting for fixed municipality and year effects as well as a 
host of individual and regional controls. 

The results show that past experiences of diversity do affect the impact of new 
immigration on trust: The negative effect of new diversity on trust is greater in 
regions with a long history of immigration than in regions without such a 
history. This implies that earlier generations’ exposure to out-group members 
makes a person more likely to be negatively affected by new immigration. The 
observed effect is driven by non-Nordic immigration and the effect reaches from 
as far back as the beginning of the 1900s. This is possibly due to a reinforced in-
group mentality caused by early exposure, which is transferred across 
generations. 

The paper is organized as follows: The following section discusses the 
connection between diversity and social trust and highlights how the experiences 
of previous generations could affect this relationship. Section 3 gives an overview 
of the Swedish experience of immigration in the 20th century and presents the 
data and method. Section 4 presents the results after which Section 5 concludes 
with a discussion of the results and their implications, as well as suggestions for 
future research. 

                                                      
6 The three with a higher share are Austria, Switzerland, and Luxembourg, not counting micro 

nations and other small regions listed by the UN. 
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2. Diversity, history and trust 

The effect of increasing diversity on trust in the Western world has gathered 
considerable attention among social scientists. In general, a negative connection 
is expected: As diversity in one’s surrounding increases, people stop identifying 
with their neighborhood and withdraw from society. In Putnam’s (2007) words, 
they hunker down and lose trust in everyone, including members of their own 
group. Several studies found a negative relationship between diversity and trust 
using both aggregate country-level studies (Knack & Keefer, 1997; Zak & 
Knack, 2001; Delhey & Newton, 2005) and cross-country individual-level 
studies (Anderson & Paskeviciute, 2006; Gesthuizen, van der Meer & 
Scheepers, 2008; Stolle, Soroka & Johnston, 2008; Hooghe, Reeskens, Stolle & 
Trappers, 2009; Kesler & Bloemraad, 2010). Others have also found a similarly 
negative correlation in individual-level single-country studies in the United 
States (Alesina & La Ferrara, 2002; Costa & Kahn, 2003; Putnam, 2007), Great 
Britain (Duffy, 2004; Pennant, 2005; Letki, 2008), Canada (Soroka, Helliwell 
& Johnston, 2007), Australia (Leigh, 2006) and, more recently, also in the 
different Nordic countries (Gustavsson & Jordahl, 2008; Wallman Lundåsen & 
Wollebeak, 2013; Ivarsflaten & Strømsnes, 2013; Dinesen & Sønderskov, 
2015).7 However, while most studies on the topic find a negative correlation 
between diversity and generalized trust, a few studies do not. These include both 
cross-country (Paxton, 2002; Bjørnskov, 2006; You, 2012; Ariely, 2014) and 
single-country studies conducted in the Netherlands (Tolsma, van der Meer & 
Gesthuizen, 2009), Great Britain (Sturgis, Brunton-Smith, Read & Allum, 
2011) and Sweden (Lundstedt & Nissling, 2016).8 As such, the debate on 
diversity and trust is not settled. 

So far, the literature has focused only on the effect of contemporary diversity on 
trust. However, given the dynamic nature of the saliency of group membership, 
diversity in a society could also have long-lasting effects. The experiences of one 

                                                      
7 The studies listed here only include studies with generalized trust as an outcome. Other authors 

have found a negative relationship between diversity and related outcomes, e.g. participation 
(Alesina & La Ferrara, 2000), a broad social capital index (Hero, 2003), and expenditure on 
public goods (Goldin & Katz, 1999). Van der Meer and Tolsma (2014) give an overview of 
much of this wider empirical literature on ethnic diversity’s effect on social cohesion. 

8 Two studies, Marschall and Stolle (2004) and Kazemipur (2006) even find a significantly 
positive effect in Detroit, Michigan, and Canada, respectively. However, the former result 
appears to be driven by increases in trust among the minority population and the latter by the 
Quebec province, which has low levels of both trust and ethnic heterogeneity. 
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generation can have effects on the norms and preferences in a society lasting 
across decades, even centuries (Tabellini, 2010; Nunn & Wantchekon, 2011). 
Parents try to raise children with preferences and norms similar to their own and 
children also adapt to the general norms of the population through socialization 
(Bisin & Verdier, 2001; Bisin et al., 2004; Dohmen, Falk, Huffman & Sunde, 
2012; Ljunge, 2014). Societal norms, therefore, result from the experiences of 
not just the present population, but also of past generations (Guiso et al., 2008). 

Together with other norms and preferences, the saliency of group identifiers 
may also change over time. Even though initial interactions between groups 
could lead to conflict and hunkering, as shown by the empirical literature, over 
time the group delineations could become blurred as people intermingle across 
distinct groups (Putnam, 2007). The negative effect of diversity on trust could 
therefore dissipate over time. Putnam exemplifies this argument with the 
decreasing importance of religion as a group divider in the United States. 
Having grown up in the American Midwest in the 1950s, he still recalls the 
religious background of almost every member of his high school class; at that 
time and place, religion was one of the most salient group identifiers and the 
vast majority of marriages occurred within these groups. Just 30 years later, 
religion had lost its saliency as a group divider (at least between Catholics, 
mainline Protestants and Jews), and for romantic interests it had become “hardly 
more important than left- or right-handedness” (p. 160). In a single generation 
the population had intermingled enough across groups to make this once 
important identifier irrelevant. The change was not necessarily caused by 
religion losing importance in individuals’ lives over this period; rather the 
change reflected which dividers were deemed important for identifying out-
groups9 (Putnam, 2007). A logical inference is that other group identifiers can 
also become irrelevant over time as people interact across groups. If this 
hypothesis were correct, the saliency of group identifiers based on country of 
origin and ethnicity should decrease over time as natives and immigrants 
intermingle and thereby reduce between-group boundaries. As a result, one 
would expect trust levels of individuals located in regions with high levels of 
immigration in the past to be less affected by contemporary immigration, simply 
because individuals have become accustomed to intergroup exchange. This also 
suggests Hypothesis 1. 

                                                      
9 This theory resembles Allport’s (1954) contact hypothesis, that increased interaction across 

groups increases trusts between groups as interaction enables members to see beyond the 
stereotypes connected to the different groups. However, in Putnam’s (2007) theory, the crux of 
the argument is not that intergroup trust increases, but that the group borders themselves 
change. 



 

50 

H1: The negative effect of immigration on social trust is greater for people in 
regions that experienced low levels of immigration in the past. 

On the other hand, group identifiers do not automatically erode, even over time. 
Group membership is an important determinant of behavior and individuals 
largely shape their identity based on their group memberships (Akerlof & 
Kranton, 2000). Members of a group form positive views of the qualities of the 
other members of the same group, especially in relation to out-group members 
(Tajfel & Turner, 1979). Experiments have shown that, as a result of in-group 
bias, people are more willing to trust and cooperate within their groups than 
across group boundaries and also act more fairly toward in-group members 
(Balliet et al., 2014). Studies have found such biases across groups based on 
various dividers, including ethnicity (Whitt & Wilson, 2007), fraternity 
membership (Kollock, 1998) and randomly assigned groups of conscripts 
(Goette, Huffman & Meier, 2006). In experiments, participants are quick to 
identify themselves as members of groups, and even group allocations based on 
intentionally meaningless categorizations leads to in-group biases (Chen & Li, 
2009). 

Each person has several in-groups simultaneously and the relative importance of 
group memberships is affected by the context and the proximity of other groups 
(Putnam, 2007). According to conflict theory (Blumer, 1958), interaction 
between different groups leads to conflict and prejudice as the different groups 
seek control over limited assets like public resources, property and power. As 
conflict arises between groups, the distinction between them becomes more 
important. If interactions between groups led to increased saliency of in- and 
out-groups, as suggested by conflict theory, this saliency could also be 
transferred across generations through parent–child socialization (Bisin & 
Verdier, 2001; Bisin et al., 2004; Guiso et al., 2008). As such, the relative 
importance of different group dividers is the result of both personal experience 
and intergenerational transfers of norms. If this is the case, regions with a history 
of diversity should react to new diversity even more negatively than those 
regions where previous diversity has not increased the saliency of the native–
immigrant group identifier. This suggests Hypothesis 2. 

H2: Immigration’s negative effect on social trust is greater for people in regions 
that experienced high levels of immigration in the past. 

Not all diversity is expected to have the same effect on trust (Hooghe et al., 
2009). People are more likely to trust those that they are familiar with and 
whose behavior they can predict (Lewis & Weigert, 1985). The negative effect 
of diversity on trust is therefore thought to increase with cultural distance 
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(Uslaner, 2002): An immigrant from a geographically and culturally 
neighboring country is expected to have a smaller effect on trust than an 
immigrant from across the world. This should hold true in both of the cases 
described by the two previous hypotheses. This leads to the last hypothesis of 
this paper. 

H3: Immigration has a greater negative effect on trust as its originating distance 
increases. 

Most of the previous research on diversity and trust does not differentiate 
between different cultural backgrounds more than as different groups in a 
fractionalization index. However, there is some prior evidence that the effect of 
immigration on trust differs depending on the origin of the immigrants: 
Immigration from countries that are not former colonies have a more negative 
effect on trust in the old colonial powers than that from former colonies, and 
Muslim immigrants have a greater negative effect than total immigration in 
countries who are predominantly Christian (Hooghe et al., 2009). Previous 
research in Nordic countries has shown no major difference between the 
negative effects of Western immigration and total immigration (Dinesen & 
Sønderskov, 2015) or between Western immigration and a fractionalization 
index (Ivarsflaten & Strømsnes, 2013). Other possible divisions of immigration 
remain to be tested. 

3. Method and data 

3.1 Research setting: Sweden’s immigration experience in the 20th century 

Sweden has a long and varied history of immigration with evidence of Belgian, 
Dutch and German settlers dating back to the Middle Ages (Harrison, 2009). 
During the 1800s, immigration to Sweden was overshadowed by large-scale 
emigration to the United States, but immigration quickly picked up from the 
start of the 1900s (Swedish Migration Agency, n.d.). Figure 1 presents the share 
of the Swedish population that was born abroad at different points in time. By 
the beginning of the last century, about 1% of the population was born abroad. 
This was approximately the same level of diversity as in other Scandinavian 
countries at the same time; slightly higher than in Iceland (0.4%) and slightly 
below Norway (3%, two thirds of whom were Swedes). The Scandinavian rates 
at this time were well below those of traditional immigrant countries like 
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Canada and the United States (both at 13%; Minnesota Population Center, 
2016).10 Since then, the share of the Swedish population born abroad gradually 
increased to approximately 15% by 2010. 

Figure 1. Share of population born outside of Sweden (SCB, 2015a) 

Figure 2 shows an overview of how the composition of foreign-born residents in 
Sweden has changed during the 20th century. Figure 3 shows the relative 
distribution of foreign-born population across the 21 counties in 1900 and 
2012. In summary, immigration to Sweden has turned from labor migration 
from nearby countries moving to rural areas in the beginning and middle of the 
20th century, to a more diverse refugee population from culturally and 
geographically distant countries settling in urban areas today (Harrison, 2009). 

In the year 1900, the foreign-born population consisted to a large extent of 
people from the other Nordic countries and Western Europe (mainly Germany). 
The main group of immigrants from outside of Northern Europe was from the 
United States, presumably children of Swedish settlers returning to their 
ancestral home. Diversity steadily increased up to the 1930s with some 
variations, the biggest being an inflow of immigrants from the newly formed 
Soviet Union. Immigrants coming in the early 1900s were often headed toward 
the logging and mining industries, which were located in the middle and north 
of the country (Institute for Social Sciences, Stockholm University, 1941). After 

                                                      
10 The figures are based on national censuses from the following years: Norway 1900 (The Digital 

Archive, Norwegian Historical Data Center (University of Tromsø) & the Minnesota 
Population center, 2008), Iceland 1901 (Gardarsdóttir, n.d.), Canada 1901 (Canadian Families 
Project, 2002), and United States 1900 (Ruggles, Genadek, Goeken, Grover & Sobek, 2015). 
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the Second World War, immigration rapidly increased. Following the war, 
Sweden experienced an economic boom and large groups of labor migrants from 
the other Scandinavian countries, Greece, Yugoslavia and Italy settled in Sweden 
with their families (Swedish Migration Agency, n.d.). These coincided with war 
refugees from the Baltics and Finland. This emigration mainly concentrated in 
southern Sweden, including the counties surrounding Stockholm. 

Figure 2. Composition of foreign-born population across time (SCB, 2015a) 

In the 1960s, the number of refugees increased markedly. To a large degree, 
these refugees settled in cities, boosting the immigrant population in the 
counties home to Sweden’s three largest cities: Skåne, Västra Götaland and 
Stockholm. Several political crises, including the coups in Greece (1967) and 
Chile (1973), led to punctuated peaks of refugees fleeing to Sweden (Harrison, 
2009). From the 1980s and onwards, this trend intensified as large numbers of 
refugees from the Iranian Revolution came in the 1980s, followed by people 
fleeing the Yugoslavian Wars in the 1990s. These refugees were followed by 
refugees from the Iraq war in the 2000s (Swedish Migration Agency, n.d.). In 
total, people born in the Middle East and Yugoslavia or its resulting republics 
made up a third of all people born abroad in Sweden in 2010 (Statistics Sweden, 
2015a). The main exception to these general trends is Norrbotten, the 
northernmost county. Due to the long border it shares with Finland,  
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Figure 3. Concentration of foreign-born population in different counties 1900 and 2012 (SCB, 
n.d.a, b, c). Darker areas represent relatively higher shares of foreign-born population at the time. 

Norrbotten has a large Finnish-born minority which has been present for 
centuries. 

In summary, Sweden’s immigration history reaches back several centuries, with 
different immigrant groups coming to the country for different reasons. But the 
experiences have differed across the different counties. Some of the counties with 
large foreign-born shares today have a long history of such diversity, whereas 
others have seen this share increase only recently. Likewise, some of the counties 
that today have comparatively low levels of diversity once had among the highest 
levels in the country. 

3.2 Method 

To find if the effect of present-day immigration on social trust is affected by 
previous regional experiences of immigration, this paper uses regressions in split 

1900 2012
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samples, studying if the effect differs between regions with high and low levels of 
historical diversity. The OLS regressions take the form 

௧ݐݏݑݎܶ ൌ ߙ  ଵܺ௧ିଵߚ  ଵ௧ܫଶߚ  ଷܼ௧ିଵߚ  ݕݐ݈݅ܽ݅ܿ݅݊ݑܯ  βସܻܴܣܧ௧ݒ௧, (2) 

where Trustit is the trust level, measured on a scale from 0–10, of individual i at 
time t. Xmt-1 is the diversity in municipality m at time t-1. Diversity is lagged one 
year to lower the risk of endogeneity.11 I1it and Zmt-1 are vectors of individual- 
and municipal-level controls, respectively. The individual-level independent 
variables are not lagged as the data only include one observation per person. 
Municipalitym are municipality fixed effects controlling for any time-invariant 
differences between municipalities, such as proximity to neighboring countries 
and nearby international harbors. YEARt are year dummies controlling for 
shocks common to all municipalities like legal reforms, national public policy 
and national economic trends. The vit are individual errors clustered at the 
municipal level, and the β’s are parameters to be estimated. 

To capture historical differences in diversity across regions, the sample is split 
between those regions with above-average levels of diversity in the past and those 
with below-average levels.12 According to H1, β1 is expected to be negative and 
larger (in absolute value) in regions with little previous-immigration experience. 
According to H2, β1 is still expected to be negative, but to instead be larger (in 
absolute value) in regions with extensive previous-immigration experience. 
Finally, according to H3, β1 is expected to be more negative as the origin of the 
immigrant group studied is more distant. Alternative ways to split the sample are 
discussed in the robustness section, but the main results are robust to these 
splits. 

Using a limited dependent variable like the 11-point trust measure brings the 
use of an OLS estimator into question, instead suggesting an ordered-logit 
regression. However, following previous research using 11-point scales as the 
dependent variable (Gustavsson & Jordahl, 2008; Dinesen & Sønderskov, 
2015), this paper will use the more easily interpreted OLS regressions as the 

                                                      
11 Results are similar if diversity and the contextual controls are lagged further, even if the sample 

then decreases due to a lack of data for some of the controls. 
12 An alternative specification would be to include past levels of diversity in the regressions 

together with a multiplicative interaction term between past and present diversity. However, the 
interaction variables have very high correlations with the diversity variables and the regressions 
are likely to suffer from multicollinearity. The use of split samples also puts fewer restrictions on 
the relationship between trust and diversity and with the control variables, letting their effect 
differ across samples. 
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main specification. The robustness check presents results from ordered-logit 
regressions, which mirror the main results. 

3.3 Data 

Sample 
The individual data are gathered from the national SOM survey. The SOM 
survey is conducted annually with a sample of Swedish residents by the SOM 
institute at Gothenburg University, Sweden.13 Respondents are between the ages 
of 15 and 85. The sample used in this paper includes only respondents who 
were raised in Sweden and whose parents were both raised in Sweden.14 This 
group is the one most likely affected by present and historical levels of diversity 
in the region as the trust levels of both first- and second-generation immigrants 
are positively correlated to the trust levels of their country of origin (Ljunge, 
2014).15 The final sample is a repeated cross-section with 42,072 respondents 
from 1998 to 2013. A full list of variables from the SOM survey and other 
sources can be found in Table A1 in Appendix A. 

The sample used by SOM is nationally representative and is based on registry 
data of all Swedish residents. The responding sample represents the Swedish 
population well in terms of location within Sweden and education levels, even 
though women are slightly overrepresented in the later years, as are people aged 
50–75 compared to people aged 15–29 (Markstedt, 2014). People with foreign 
citizenship are also somewhat underrepresented (Vernersdotter, 2014). 
However, as the sample used here excludes those with a foreign background, this 
is of less importance. These small differences from the population distribution 
have only negligible effects on the share of high- and low-trust respondents 
(Markstedt, 2014). 

                                                      
13 More information is available at the SOM webpage, www.som.gu.se. 
14 The data do not identify country of birth. Therefore, respondents whose parents were raised in 

Sweden but born elsewhere cannot be separated from those with parents born and raised in 
Sweden. The former are therefore considered third-generation immigrants and are included in 
the sample. 

15 The data does not include information on the grandparents of the respondents and third-
generation immigrants cannot, therefore, be identified. However, the difference in trust between 
the native population and third-generation immigrants is likely to be small as the trust level of 
the region of destination has a strong effect on even the first generation of immigrants (Dinesen, 
2012; Dohmen et al., 2012). For second-generation immigrants, the effect of local trust is 
stronger than even that of the trust levels of the parents’ country of origin (Ljunge, 2014). 
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Trust 
The SOM survey includes a question eliciting responses on generalized trust: “In 
your opinion, to what extent is it generally possible to trust people?” Answers are 
given on a scale ranging from 0 (People cannot generally be trusted) to 10 (People 
can generally be trusted). The use of survey data to capture the levels of 
generalized trust in a population is standard in the trust literature (e.g., Knack & 
Keefer, 1997; Alesina & La Ferrara, 2000; Zak & Knack, 2001; Costa & Kahn, 
2003). While some surveys (such as, for instance, the World Value Survey) use a 
binary response, the scale used by the SOM survey provides more information of 
how trusting respondents are.16 

Glaeser, Laibson, Scheinkman and Soutter (2000) criticized the use of survey 
questions to assess trust levels: In an experiment on Harvard graduates, they 
found that such questions have a higher correlation with the respondent’s 
trustworthiness than with their trust in other people. However, in the general 
population, respondents seem to interpret and answer the question as intended: 
Uslaner (2002) points to the fact that the respondents in the American National 
Election Survey, when asked about their interpretation of the question, in 
general responded that they interpreted the question literally and motivated 
their answer with arguments specifically about trust in other people. 
Furthermore, using phone surveys including trust games with German 
households, Fehr, Fischbacher, von Rosenbladt, Schupp and Wagner (2002) 
find the opposite result from Glaeser et al. (2000). That is, trust questions 
predict trust, not trustworthiness. 

Present-day diversity 
Diversity is measured as the change in the share of the population born abroad 
(Statistics Sweden, n.d.a). Earlier studies for the most part use static measures, 
but there is prior evidence that dynamic ones have a greater effect (Hooghe et 
al., 2009). The share of population born abroad was also considered as a 
measure of diversity here, but proved to have less statistical significance in all 
instances. The paper therefore only presents results from the regressions using 
change in diversity as the variable of interest.17 The change is measured as the 
change in the share of the population born abroad over five years as a sudden 
increase of diversity could plausibly have an effect over more than just one 

                                                      
16 Other surveys that use similar 11-point scales are the ESS (used by Dinesen & Sønderskov, 

2015), and the Swedish Election Studies (used by Gustavsson & Jordahl, 2008). 
17 The results from using the share of population born abroad are available upon request. 
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year.18 Diversity is measured at the municipal level, the lowest level of 
government in Sweden. There are 290 municipalities in Sweden with an average 
population of 34,000 people and a median population of 17,000. Due to this 
small size, municipal-level measures are likely to be more precise when it comes 
to measuring an individual’s actual exposure to diversity than measures at, for 
instance, the state or country level.19 

To test the hypothesis that the effect of trust differs depending on geographical 
and cultural distance, the foreign-born population is split into subgroups. The 
groups are Nordic-born and non-Nordic-born immigrants. The Nordic 
countries (Sweden, Norway, Finland, Denmark and Iceland) share a long 
history and many cultural similarities. Immigration from these countries is, 
therefore, expected to have less of an effect on trust than more distant 
immigration. The robustness section also discusses a split between Nordic, non-
Nordic European and non-European immigrants.20 

Besides the share of immigrants in a society, one of the more popular measures 
of diversity is a fractionalization index (see, e.g., Delhey & Newton, 2005; 
Anderson & Paskeviciute, 2006; Putnam, 2007). These measures capture 
diversity by studying the relative sizes of all groups in a society. Although the 
share of immigrants has been shown to be the more relevant measure in Sweden 
(Gustavsson & Jordahl, 2008), the robustness section presents results from 
regressions using change in fractionalization21 to improve comparability with the 
previous literature. These results are in line with the main specification. 

Historical experience of diversity 
The split between those regions with high shares of immigration in the past and 
those with low shares is made at the county level to ensure comparability across 
time. While people often move across municipality borders, about 85% of all 
moves are made within the same county (Statistics Sweden, 2015b), making 
comparisons over time more reliable at the latter level. There are 21 counties in 
Sweden, the borders of which are more or less the same as in 1810, with the 

                                                      
18 Results are similar using the change over four or six years. 
19 Results using a county-level measure of diversity follow the same pattern as the main results, but 

are much less precisely estimated. 
20 Turkey is not included in Europe 
21 As with the share of foreign-born population, the level of fractionalization has less of an effect 

than the change. 
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exception of three mergers.22 Besides these mergers. some smaller border changes 
have occurred over time (Andersson, 1993). Twenty-six municipalities were 
affected by these changes and so are removed from the sample.23 Throughout, 
the modern borders (i.e., the post-merger borders) are used for historical data to 
create consistency. 

The sample is split in two based on the share of their population that was born 
abroad at different points in the past. The split is made between those with a 
higher share than average and those with a lower share than average. As 
historical diversity could theoretically have an effect over several generations, 
splits are made based on the situation at four different points in time. The four 
points are the years 1900, 1930, 1960 and 199024 (Statistics Sweden, n.d.b, c, 
1960). These time periods cover the pre-World War I, Interwar and post-World 
War II periods, as well as more recent experiences, covering the spectrum of the 
Swedish 20th century experience of immigration. 

To ensure that the specific choice of division is not driving the result, the 
robustness check presents results using two alternative ways to split the samples. 
The first is a split based on the median share of historical immigration. These 
results point in the same direction as the main specification, but with generally 
smaller differences between the samples, indicating that the counties with the 
highest share of past immigration are driving the results. The second split is 
based on historical levels of non-Nordic immigration instead of all immigration 
(Statistics Sweden, n.d.a, b, e, 1936, 1960). These results are very much in line 
with the main results except for the split based on data from 1990, where the 
difference between the samples is smaller than before. This difference is 
presumably due to the large influx of non-Nordic immigrants just after 1990. 

Controls 
The regressions include individual-level controls previously found to affect trust 
and commonly used in the diversity-and-trust literature. The respondent’s age is 
correlated to trust as older respondents in general trust more than young ones 
(Putnam, 2000; Rothstein & Stolle, 2003). However, this general trend hides 
                                                      
22 The resulting counties from the three mergers were Stockholm, Skåne, and Västra Götaland 

County. 
23 For the most part the changes only affected a small part of the municipality, but, as the data are 

available only at the municipal level, the entire municipality is still dropped in such a case. 
Including these municipalities in the sample does not change the result. 

24 Data are also available for 1910, 1920, and 1980. Results for 1910 and 1920 are in between 
those for 1900 and 1930 and the results for 1980 are very similar to those for 1990. 
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differences across different cohorts (Uslaner, 2002), which motivates the 
inclusion of decade-of-birth dummies. The regressions also include a dummy for 
the gender of the respondent. In general, women are expected to trust less than 
men, possibly due to women being more likely to have experienced 
discrimination (Alesina & La Ferrara, 2002). However, women have come out 
as more trusting in some studies (Putnam, 2007). A control for the residential 
area of the respondent is included as people living in cities are expected to trust 
less compared to people living in more rural communities, as the latter are more 
likely to be familiar with most people they see in their day-to-day life (Putnam, 
2000). However, people living in rural areas in Sweden have lower trust than 
people living in the large cities (Gustavsson & Jordahl, 2008). Income, 
schooling and employment situation have all been shown to correlate with trust 
with richer, more educated and employed people being more likely to trust than 
their counterparts (Rothstein & Stolle, 2003; Gustavsson & Jordahl, 2008). The 
regressions, therefore, include controls for a person’s income, whether he or she 
has had any university education, and a set of labor-market situation dummies. 

To control for local context, the regressions also include a set of municipal-level 
controls of economic and demographic factors that could covary with both a 
large share of foreign-born population and the level of trust in a county. 
Immigrants to Sweden are on average less likely to be employed than native 
Swedes (Statistics Sweden, 2013). Municipalities with a high share of foreigners 
could therefore be expected to have on average higher rates of unemployment 
and a more unequal spread of income, both of which decrease trust (Knack & 
Keefer, 1997; Alesina & La Ferrara, 2002; Li, Pickles & Savage, 2005; Putnam, 
2007; Gustavsson & Jordahl, 2008). Furthermore, perceived competition for 
jobs and other resources between natives and immigrants could increase the 
saliency of group dividers, if the lack of resources leads to conflict between 
groups (Blumer, 1958). This could further increase the effects of diversity on 
trust. Therefore, the controls include the unemployment level in the 
municipality,25 the county-level GDP per capita and the Gini coefficient. As 
immigrants, in Sweden and elsewhere, disproportionately locate in densely 
populated areas (Edin, Fredriksson & Åslund, 2003) and because living in close 
proximity to a large group of people is expected to lower trust (Putnam, 2000), 

                                                      
25 The unemployment figure is that of the Swedish-born population, to avoid multicollinearity 

issues with the diversity and individual-level employment variables which could otherwise be a 
problem (Gustavsson & Jordahl, 2008; Wallman Lundåsen & Wollebeak, 2013). The data only 
stretches back to 1997, which means that the trust data from 1996 and 1997 cannot be used. 
However, using county-level controls for unemployment and crime (for which the municipal-
level data only stretches back to 1996) that cover the entire period produces similar results. 
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the controls also include the population in each municipality. To control for the 
fact that historical immigration was centered toward regions that offered 
industrial jobs, and that industry structure predicts trust (Paxton, 2002), the 
regressions include controls for the share of the employed that work in goods-
producing sectors (including agriculture and the extraction of raw materials). 
The regressions also include a control based on the level of housing segregation 
in each county (Statistics Sweden, 2014) to control for the fact that regions with 
higher levels of immigration also could be more segregated, which would then 
confound the results. Finally, the control vector also includes the reported crime 
rate at the municipal level (Gustavsson & Jordahl, 2008), as crime is expected to 
be positively correlated with diversity and negatively correlated with trust 
(Putnam, 2007). 

4. Results 

4.1 Summary statistics 

Table 1 presents summary statistics of the variables, as well as their correlation 
with Trust. The correlations between control variables can be found in Table A2 
in Appendix A. Swedes on average have high levels of trust with an average 
response of 6.57 on the trust question. This is in line with results from the ESS 
in 2010, which used a similar trust question.26 In the ESS, the average trust level 
in Sweden was 6.7. For comparison, the other Nordic countries fall in the range 
6.5–7.0 in the same ESS survey, whereas most other European countries have 
much lower trust, such as France (4.4) and Greece (4.0). 

During the sample period, the share of the population born abroad on average 
increased one percentage point every five years. This increase is split quite evenly 
between immigrants from non-Nordic Europe and from outside of Europe. A 
five-year average decrease of 0.1 percentage point of immigrants from the 
Nordic countries outside of Sweden makes up the difference between the non-
Nordic and total immigration. The fastest increase took place in small 
municipalities in the 2010s. The steepest increase in the sample was recorded in 

                                                      
26 The exact wording of the ESS question is, “Generally speaking, would you say that most people 

can be trusted, or that you can’t be too careful in dealing with people?” Just like in the SOM 
survey respondents are asked to respond on an 11-point scale from 0 to 10. 
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Table 1. Descriptive statistics 

  
Mean Std.  

dev. 
Min. Max. Median Corr. With 

Trust 

Variables of interest       

Trust 6.57 2.20 0 10 7  

Change in foreign share .010 .010 -.029 .065 .009 -.05 

Change in Nordic share -.001 .004 -.018 .043 -.001 -.07 

Change in non-Nordic .010 .010 -.029 .072 .009 -.02 

Change in non-Nordic 
Europe share 

.004 .006 -.038 .051 .003 -.03 

Change in non-Europe 
share 

.006 .008 -.021 .057 .005 -.01 

Change in 
fractionalization index 

.016 .016 -.050 .109 .014 -.04 

Individual level variables       

Woman .51 .50 0 1 1 .04* 

Age 49.4 17.69 15 85 51 .06* 

Rural .40 .49 0 1 0 -.05* 

Retired .26 .44 0 1 0 -.02* 

Unemployed .05 .22 0 1 0 -.07* 

Students .08 .27 0 1 0 -.05* 

Low income .27 .44 0 1 0 -.13* 

Medium income .33 .47 0 1 0 -.01* 

University .33 .47 0 1 0 .16* 

Contextual controls        

Segregation .20 .08 .00 .47 .19 -.02 

Unemployment .08 .03 .02 .21 .07 -.01 

Crime 9.14 .32 7.15 10.05 9.16 .21* 

Population 9.86 .90 7.79 13.69 9.67 .38* 

Gini .26 .03 .19 .36 .26 .09 

Industry employment .29 .05 .14 .42 .29 -.24* 

GDP  5.50 .16 5.17 6.11 5.50 .07 

Each variable is summarized at the level of observation.* indicates a correlation significant at the 
5% level. 
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2011 for the municipality of Sorsele in the sparsely populated northeast of 
Sweden, with a population of just 2,729. Sorsele increased its foreign-born share 
by 6.5 percentage points during the period 2007–2011, mainly due to the 
opening of a new refugee reception center. Besides large increases of non-
Europeans following the wars in Iraq, Afghanistan and, later, Syria, the largest 
immigration flows consists of increases in non-Nordic Europeans following the 
Yugoslavian wars in the 1990s (Swedish Migration Agency, n.d.). The increase 
of the non-Nordic share is at times larger than the overall increase of 
immigration as it is negatively correlated to Nordic immigration: Nordic 
immigrants appear to leave municipalities as the share of non-Nordic 
immigrants increase. This was the case in the municipality of Södertälje outside 
of Stockholm which increased its non-Nordic share of the population by over 
seven percentage points in the five years leading up to 2011, while at the same 
time decreasing its share of Nordic-born immigrants by one percentage point. 
This loss was due to both an increase in the population and a decrease in the 
absolute number of Nordic immigrants in the municipality. All the diversity 
variables are negatively correlated with trust, but none of the correlations are 
significant at the 5% level. 

Looking at historical levels of diversity, the data show great differences in the 
number of immigrants living in different regions of Sweden also in the past. 
 

Table 2. Historical shares of foreign born population 

1900 1930 1960 1990 

Low .002 .005 .021 .054 
 (.001) (.001) (.005) (.012) 
High .010 .013 .048 .102 
 (.003) (.004) (.016) (.026) 

Cross sectional averages of historical shares of foreign born population, 
(SCB, n.d. b, c, 1960). Standard deviations in parentheses. 

Table 2 presents the historical average share of the population born abroad at 
different times. For each period, the table shows the cross-sectional average share 
in two samples: the group of counties with shares of foreign-born population 
below the average at the time and the group with shares above average. For each 
of the four splits, the shares are markedly different: Counties in the high group 
have more than twice as high a share of foreigners as those in the low group in 
three out of four periods. 
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All the individual-level controls are significantly correlated with Trust. As 
expected from the literature (Rothstein & Stolle, 2003; Putnam, 2007; 
Gustavsson & Jordahl, 2008) older, employed, more educated and more wealthy 
people have greater trust. Among the contextual controls, neither housing 
segregation, the unemployment rate, inequality, nor GDP is significantly 
correlated with social trust. However, both crime levels and population are 
significantly positively correlated with Trust. This could be explained by larger 
municipalities tending to have more educated, richer, employed and, therefore, 
trusting populations, but also high levels of crime (as seen in Table A2). 
Respondents in municipalities with high shares of employment in industry are, 
in general, less trusting than others. This could partly be explained by these 
municipalities being poorer, smaller and more rural than other municipalities as 
seen in Table A2. 

4.2 Main results 

Table 3 presents the results from regressions with the full sample and with the 
sample split according to the share of population born abroad at different times 
in the past. For the full sample, the effect of immigration is negative, but 
insignificant. However, this result hides a stark contrast between regions with 
high and low shares of historical diversity. Social trust is more negatively affected 
by new diversity in those regions with historically high shares of foreigners for all 
splits. In contrast, in the regions with low levels of historical immigration the 
effects are insignificant. Respondents in regions with a history of immigration 
react more strongly to new immigration, the opposite of what is suggested by 
H1. Instead, these results give support for H2, the hypothesis that past 
experience of diversity leads to present-day diversity having a stronger negative 
effect on trust. The size of the coefficients in the high samples is economically 
significant. The largest effect, found in the sample split by diversity in 1990, 
demonstrates a decrease in Trust of 0.55 points should the foreign share increase 
by 6.5%, the maximum observed in the sample. For comparison, the difference 
between the highest and lowest average social trust among the 27 countries in 
the ESS survey 2010 is only 3.1 points,27 making a change of 0.55 economically 
significant. 

                                                      
27 The country with the highest average trust was Denmark (average trust 7.0), and the country 

with the lowest (3.9) was Bulgaria. 
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To test the third hypothesis concerning the effect of immigration across 
different origins, Table 4 presents results from the same samples but with the 
diversity measure now split between Nordic and non-Nordic immigrants. The 
hypothesis gets support in the regression using the full sample where non-
Nordic immigration is significantly negatively correlated with trust while Nordic 
immigration is insignificantly positive. Nordic immigration is also positive in all 
the split samples and some of the coefficients are large, indicating that increasing 
levels of Nordic-born population increases trust. This could be due to Nordic 
immigrants being close enough culturally to Swedes that an increase in the share 
of Nordic population in effect is seen as a decrease of diversity. However, all the 
coefficients for Nordic immigration are insignificant, so this effect seems to be of 
less importance. The results for non-Nordic immigration, instead, show a 
consistent difference between the high and the low samples. In the low samples, 
the results follow the same pattern as in Table 3 with all results being 
insignificantly different from zero. In contrast, the effect of non-Nordic 
immigration is negatively significant in all the high samples. The most negative 
coefficient, -9.77, indicates a decrease of Trust of 0.7 points should the share of 
non-Nordic foreigners in a municipality increase by 7.2%, the maximum in the 
full sample. Cultural distance, thus, has an important role to play in the effects 
of diversity on trust and these results provide support for H3 as well as further 
support for H2. 

As a robustness check, the sample is further split between non-Nordic European 
immigrants and non-European immigrants. The results are presented in the 
robustness section. These results point in the same direction as those of the main 
specification, with both non-Nordic Europeans and non-Europeans lowering 
trust in the high groups while Nordic immigrants still have no significant effect 
on trust. 

To further test the three hypotheses, Table 5 presents the differences in 
coefficient size between samples and indicates whether these differences are 
significantly different from each other based on Wald tests. For the regressions 
using the change in total foreign share, the coefficients are significantly different 
at the 10% level for all splits except for the split based on immigration in 1960. 

For the results from the regressions splitting immigration into Nordic and non-
Nordic, the coefficients for Nordic immigration are never significantly different 
across the splits, even if the difference is often large. The coefficients for non-
Nordic immigration however, are significantly different at the 10% level for the 
splits based on diversity in 1900 and 1960 and at the 5% level for the splits 
based on diversity in 1930 and 1990. 
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Table 5. Wald tests of difference between coefficients 

Year split is based on: 1900 1930 1960 1990 

Foreign change 9.42* 9.86* 9.43 14.25* 

Nordic change 24.29 -1.07 14.48 12.77 

Non-Nordic change 10.86* 11.78** 10.94* 14.08** 

The table presents the difference between the coefficients in the low and high samples (coefficient 
in the low sample – the coefficient in the high sample) and whether this difference is significantly 
different from zero. Significance is based on a Wald test. * indicates 10% significance and ** 5%. 
 

Although there are clear differences between the high and the low groups for all 
splits, the splits based on data from 1930 and 1990 produce marginally stronger 
differences between the two samples than those based on data from 1900 and 
1960. The fact that the split based on the level of diversity in 1900 is of 
somewhat lesser importance can be explained in two not mutually exclusive 
ways. First, the results might indicate that the level of immigration in 1900 
might simply have been too low to have any great impact on people’s 
perceptions of immigrants. Especially the number of non-Nordic immigrants 
was very low at this point; in the country as a whole, only 0.3% of the 
population was born outside of the Nordic countries in 1900 (Statistics Sweden, 
2015a). Second, the results could show that the effect of past immigration, 
although consistent for decades, does eventually fade away. The comparably 
weak results for 1960 could instead be explained by the composition of 
immigration as many of the immigrants at that time were labor migrants. While 
it is not unlikely that labor immigration could lead to conflict if foreigners are 
seen to compete with natives for scarce jobs (Blumer, 1958), the economic 
boom and the relative abundance of jobs in Sweden following the War 
presumably lessened any such conflict. Instead, working alongside foreigners 
could have dampened the saliency of group dividers somewhat. However, since 
the effect is still clearly there for all splits, the effects of this contact seem to be 
minor. 

Based on these results, it seems that the group divider Swede/non-Swede (or 
rather, Nordic/non-Nordic) is more important in those counties that have more 
past experiences with immigration. Thus, counter to what is expected by H1, 
people do not get used to diversity over time. Group borders do not erode away 
with interaction; rather, diversity makes people increasingly turn toward their 
own group. This within-country heterogeneity could explain why studies on 
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diversity and trust in Sweden yield conflicting results (Gustavsson & Jordahl, 
2008; Wallman Lundåsen & Wollebeak, 2013; Lundstedt & Nissling, 2016); 
diversity does have a negative effect on trust in some regions of Sweden, but not 
all. 

One reason for why previous experiences with diversity do not decrease the 
negative effect of diversity on trust could be a lack of actual contact across 
groups. If diversity in a society only leads to segregation and few actual 
interactions across groups, then trust is likely to decrease as people will not 
overcome stereotypes about other groups (Uslaner, 2012). While “Chinatowns” 
or similar, where a single immigrant group dominates an area, are uncommon in 
Sweden, segregation between native Swedes and non-Nordic emigrant groups is 
widespread (Bråmå, 2003). But this segregation is a fairly recent phenomenon, 
with the levels of segregation being much lower in the 1960s and even in the 
1980s and early 1990s than during the sample period (Murdie & Borgegård, 
1998; Nordström Skans & Åslund, 2010). But even if housing were less 
segregated in the past and interactions did occur, not all types of interactions are 
equally conducive to improving intergroup relations (Pettigrew & Tropp, 
2006). Allport (1954) listed four optimal conditions required for contact to have 
the greatest positive effect: equal status between groups, common goals, 
intergroup cooperation and the support of laws and custom. While the chances 
of these conditions occurring are likely to decrease if segregation is high, there is 
no guarantee that they are met even in desegregated societies. 

Among the control variables, the results for the individual variables are 
consistent throughout all specifications. The results show that women trust 
more than men, as found by Putnam (2007), and that older people trust more 
than younger ones, also in line with the literature (Putnam, 2000; Rothstein & 
Stolle, 2003). Retired and unemployed people trust less than students and those 
who are employed, as found by Gustavsson and Jordahl (2008). People living in 
rural areas are less trusting than those living in cities, which is the opposite of 
what is found by Putnam (2000) but in line with previous research in Sweden 
(Gustavsson & Jordahl, 2008). As expected from earlier studies (Rothstein & 
Stolle, 2003; Gustavsson & Jordahl, 2008), richer and more educated people 
tend to trust more. Lastly, none of the different cohorts are consistently 
significantly different from the others. Neither of the contextual variables has a 
consistent effect on Trust. This could, in part, be explained by the simultaneous 
use of both municipal and year fixed effects: The former picks up all of the time-
invariant intermunicipal differences and the latter all common changes over 
time, leaving only the within-municipality change over time not explained by 
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national trends. This change over time is likely to be low for several of the 
variables—e.g., Gini. 

4.3 Robustness checks 

This section presents the results from five sets of regressions performed to study 
the robustness of the main results. Table B1 in Appendix B presents results 
using a further split of the region of origin, splitting immigrants into three 
groups: Nordic immigrants, non-Nordic European immigrants and non-
European immigrants. In summary, both non-Nordic European and non-
European immigrants lower trust among native Swedes in the samples with a 
high share of foreigners in the past, although the former group seems to have a 
greater effect. Nordic immigration never has a significant effect in either sample. 
As such, the important split is that between Nordic and non-Nordic immigrants 
and not between non-Nordic European and non-European immigrants. 

Table B2 presents the results from regressions where the splits between regions 
with a historically low and historically high share of immigrants are based on the 
median level instead of the mean. In these regressions the eleven counties with a 
historical share of immigrants below or equal to the median in the different four 
periods make up the low groups and the remaining 10 the high groups. The 
results for Nordic immigrants show some very large coefficients in the low 
samples. The effect is strongest in those regions with low levels of immigration 
in 1900 and 1930, where the coefficients are even significant, albeit only at the 
10% level. This could be due to Nordic immigrants historically being 
considered more exotic than they are today, leading to early exposure increasing 
the saliency of the group divider between native Swedes and Nordic immigrants. 
The results for non-Nordic immigration are in general consistent with those in 
the main specification, but weaker. This shows that the counties with the 
highest shares of historical immigration drive the negative effect in the main 
specification. 

Table B3 shows the result from regressions with splits based on the historical 
share of non-Nordic immigrants in the regions28 (Statistics Sweden, n.d.a, b, e, 

                                                      
28 The data concerning non-Nordic immigrants in the year 1900 is an approximation created by 

aggregating the annual flows of non-Nordic immigrants during the years 1875–1900. During 
these years immigrants coming from Russia were not separated from those coming from Finland 
on the county level and the latter are therefore counted as Nordic for this year (Statistics 
Sweden, n.d.e). 
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1936, 1960). Just as in the regressions in Table B2, Nordic immigration has a 
large effect in the low samples for 1900 and 1930, this time even being 
significant once at the 5%. For non-Nordic immigration, these results are in line 
with the main results except for the split based on the share of non-Nordic 
immigrants in 1990. While the coefficient in the high sample is still the most 
negative, it is only significant at the 10% level and the difference in coefficient 
size across the two samples is very small. However, this can, in part, be explained 
by the large influx of immigrants from the Balkan wars that arrived to Sweden a 
few years into the decade. Some 80,000 asylum seekers arrived in Sweden during 
a short period, likely overshadowing the effects of the levels of non-Nordic 
immigration in the year 1990. As such, the level of non-Nordic immigration in 
the year 1990 is not representative of the levels of the 1990s as a whole. Splitting 
the sample based on the level of non-Nordic immigrants in 1995 produces 
results that are more in line with previous results.29 

Table B4 presents the results from regression using the five-year change in a 
fractionalization index as the measure of diversity. The index is one minus a 
Herfindahl index of the three groups used in Table 4: natives, Nordic 
immigrants and non-Nordic immigrants.30 For these regressions the historical 
split is based on historical fractionalization instead of the share of nonnative 
born population (Statistics Sweden, n.d.a, b, e, 1936, 1960).31 These results are 
in line with the main specifications. 

Lastly, to make sure that using OLS regressions with a limited dependent 
variable does not distort the results, Table B5 presents results from ordered-logit 
regressions (Gustavsson & Jordahl, 2008). The scale used to measure trust in the 
SOM survey is arbitrary: one cannot for certain say that a response of 8 on the 
trust scale indicates “twice as much trust” as a response of 4, even if the former is 
clearly indicative of higher trust than the latter. Ordered-logit regressions 
address the issues of such ordinal, but noncardinal, scales by assuming an 
underlying latent variable with different cut-off points for each of the values of 
the dependent variable (McCullagh, 1980). Since the coefficients in ordered-
logit regressions should be interpreted as changes in log odds of being at a higher 
level of trust and not direct changes in trust, their size is not directly comparable 
to the previous results. However, as seen in Table B5, the direction and 
significance is very much in line with the main results. 
                                                      
29 Results available upon request. 
30 The index is explained further in Table A1. 
31 The results using splits based on the share of immigrants are very similar. 
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5. Discussion 

The positive effects of social trust on societies are numerous. Trust improves not 
only the level of economic well-being in a society (Knack & Keefer, 1997), but 
it is also positively correlated with low levels of corruption and crime (Uslaner, 
2012). Considering these positive effects, it is not surprising that the causes of 
trust and distrust are the focus of such a large literature, both theoretical and 
empirical. A negative correlation between contemporary diversity, especially in 
terms of immigration or ethnic diversity, and social trust has been found in both 
across and within-country studies (e.g., Knack & Keefer, 1997; Zak & Knack, 
2001; Putnam, 2007; Gustavsson & Jordahl, 2008). However, while present-
day diversity is well covered, the effects of historical diversity remain 
underresearched. Diversity could have effects reaching across decades as norms 
and preferences are transferred across generations (Bisin & Verdier, 2001; Bisin 
et al., 2004; Guiso et al., 2008), and studying the historical context could bring 
new insights to the literature on diversity and generalized trust. 

By studying the correlation between diversity and trust across Swedish regions 
with varying degrees of historical diversity, this study sheds light on how the 
effect of diversity today depends on the population’s earlier experiences. The 
results presented here reveal that history does have an effect: The population in 
regions with relatively higher levels of historical diversity reacts more negatively 
to new immigration. This result gives strong support to Hypothesis 2 and it 
seems that early exposure to diversity leads to group identifiers becoming more 
salient over time, giving support to conflict theory in the long run. This is the 
opposite of what is hypothesized by Putnam (2007), who instead suggested that 
group borders erode away after generations of interaction across groups. The 
result is driven by immigration coming from non-Nordic countries. This gives 
support for Hypothesis 3, that immigration from culturally distant countries has 
a more negative effect than immigration from countries sharing a similar culture 
as the destination country. However, the effect of cultural distance seems to be 
important only between the neighboring Nordic countries and other countries, 
further divisions having only small effects. 

These results have some lessons to offer policymakers, not the least concerning 
the relocation of refugees. First, as rapid changes in diversity are more 
detrimental to trust than high levels of diversity it is more important to create an 
even increase of diversity than an even level of diversity across regions. 
Furthermore, regions without a long history of diversity seem more capable of 
incorporating citizens from distant countries. At the present, these factors appear 
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not to be taken into consideration: Following the large influx of refugees to 
Sweden in 2015, more refugees per capita were allocated to counties with 
historically high levels of immigration32 (Swedish Migration Agency, 2016). 
According to the results presented here, this is the opposite of the optimal way 
of allocating immigrants to preserve generalized trust. 

The results of this paper also point to an interesting new avenue of research, 
further studying historical diversity’s effect on trust. Future research could gain 
further knowledge by studying more fine-grained data on immigrants’ origin in 
the past and present as well as their reasons for immigrating. These aspects differ 
across countries as different countries have different experiences of immigration 
from the past: Immigration could be common or uncommon, from nearby 
countries or from far-away ones, consist of refugees or laborers, and so on. It is 
therefore not clear that these results are applicable in regions with a different 
history of immigration from that in Sweden. Further research is needed and the 
effect of history needs to be tested in different countries and contexts to further 
tease out the relationship between past diversity and the relationship between 
modern diversity and social trust. 
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Appendix A Variable descriptions and correlations 

Table A1. Summary of variables 

Variable Definition Source 
Trust Answer to the question “In your opinion, to what 

extent is it generally possible to trust people?” Answers 
range from 0 (“People cannot generally be trusted”) to 
10 (“People can generally be trusted”).  

Gothenburg 
university (2015) 

Foreign change Change in the share of municipal population born 
abroad in the past five years, lagged one year. 

SCB (n.d.a, b) 

Nordic change Change in the share of municipal population born in 
the Nordic countries outside of Sweden the past five 
years, lagged one year. 

SCB (n.d.a, b) 

Non-Nordic 
change 

Change in the share of municipal population born 
outside of the Nordic countries in the past five years, 
lagged one year. 

SCB (n.d.a, b) 

Non-Nordic 
European 
change 

Change in the share of municipal population born in 
Europe outside of the Nordic countries the past five 
years, lagged one year. 

SCB (n.d.a, b) 

Non-European 
change 

Change in the share of municipal population born 
outside of Europe in the past five years, lagged one year.  

SCB (n.d.a, b) 

Fractional-
ization change 

Change in fractionalization index in the past five years. 
Calculated as 1 െ ∑ ݏ

ଶே
ୀଵ  ଶ is the share of theݏ .

population  who are natives, Nordic born immigrants 
and non-Nordic born immigrants, lagged one year.  

SCB (n.d.a, b) 

Continued on next page 
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Table A1. Summary of variables, continued 

Woman Dummy coded 1 if the respondent is a woman.  Gothenburg 
university (2015) 

Age Age of respondent Gothenburg 
university (2015) 

Rural Dummy coded 1 if the respondent lives in a rural area. Gothenburg 
university (2015) 

Employment 
dummies 

Employment situation of respondent. Consists of 
dummies for the categories Retired, Unemployed, 
Student, and Employed (reference). 

Gothenburg 
university (2015) 

Income 
dummies 

Self-assessed relative gross income of the respondent. 
Consists of dummies for the categories Low income, 
Medium income, and High income (reference). 

Gothenburg 
university (2015) 

University  Dummy coded 1 if the respondent has any post-
secondary education 

Gothenburg 
university (2015) 

Segregation Within-municipality segregation housing index 
between native and non-native born, lagged one year. 
The index is calculated as ݏ௫ ൌ

∑ห
భିห

ଶሺଵିభሻ	
, where ଵ is share 

of population category 1 in area ݅,	 the total share of 
the population in area ݅ and ଵ the municipal 

SCB (2014) 

Unemployment The unemployment level among the Swedish born 
citizens in the municipality, lagged one year.  

SCB (2014) 

Crime Logged number of reported crime per 100,000 
inhabitants in the municipality, lagged one year.  

Swedish National 
Council for Crime 
Prevention (n.d.) 

Population Logged population in the municipality, lagged one SCB (n.d.a, b) 
Gini Gini at the county level, lagged one year. Almqvist (2016) 
Industry  Share of the all employed people in each county 

working in the market production of goods, including 
raw materials and farming, lagged one year. 

SCB (n.d. c) 

GDP  Logged GDP per capita in the county measured in 
thousands of SEK in 2000 prices, lagged one year. 

SCB (n.d.d) 
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Table A2. Correlations 

  1 2 3 4 5 6 7 8 9 10 

1. Trust 1 

2. Foreign change -.05 1 

3. Nordic change -.07 .15 1 

4.Non-Nordic change -.02 .93 -.23 1 

5. Non-Nordic 
Europe change 

-.03 .68 -.07 .70 1 

6.Non-Europe change -.01 .75 -.27 .84 .21 1 

7. Fractionalization 
change 

-.04 .97 .19 .89 .68 .70 1 

8. Woman .04 -.04 -.07 -.01 -.01 -.01 -.03 1 

9. Age .06 .11 .04 .09 .03 .11 .11 -.03 1 

10. Rural -.05 -.03 .07 -.06 .01 -.10 .00 -.02 .03 1 

11. Retired -.02 .05 .05 .03 .04 .01 .05 .00 .69 .00 

12. Unemployed -.07 .02 -.02 .03 .00 .04 .02 .01 -.12 .02 

13. Student -.05 -.03 -.01 -.02 .01 -.04 -.03 .04 -.46 -.04 

14. Low income -.13 .06 .04 .05 .06 .02 .06 .08 .16 .01 

15. Medium income -.01 -.02 .04 -.04 -.03 -.03 -.02 -.02 .03 .05 

16. University .16 -.03 -.04 -.02 -.03 .00 -.03 .09 -.15 -.18 

17. Segregation -.02 .29 -.20 .37 .18 .37 .23 -.01 .01 -.26 

18. Unemployment -.01 -.22 .16 -.27 -.17 -.25 -.21 -.04 .04 .05 

19. Crime .01 .33 -.13 .37 .15 .40 .27 .07 -.01 -.22 

20. Population .01 .15 -.26 .25 .06 .29 .07 .01 -.03 -.43 

21. Gini .09 .29 -.12 .32 .15 .32 .27 .03 .29 -.27 

22. Industry -.24 -.04 -.07 -.06 .13 -.16 -.02 .03 -.08 .23 

23. GDP .07 .42 -.13 .45 .15 .49 .39 -.01 .30 -.39 

Correlations in bold are significant at 5%. Each correlation is made at the highest level of 
municipality-year level is correlated with municipality-year averages of the individual variables. 
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11 12 13 14 15 16 17 18 19 20 21 22 

1 

-.14 1 

-.18 -.07 1 

.31 .08 .10 1 

.04 .01 -.04 -.43 1 

-.19 -.06 .06 -.15 -.09 1 

.01 .01 .05 -.04 .00 -.09 1 

.06 .01 .03 .03 .03 -.06 -.03 1 

-.01 -.02 .00 -.05 -.04 .01 .43 -.07 1 

-.05 .03 .03 -.10 .00 .03 .64 -.12 .56 1 

.11 -.24 -.30 -.12 -.29 .47 -.01 -.53 .27 .22 1 

-.02 .11 .12 .20 .13 -.38 .19 .05 -.13 -.07 -.47 1 

.18 -.32 -.30 -.19 -.28 .57 -.01 .49 .12 .05 .63 -.53 

aggregation of the two variables (as in You, 2012). For instance, a variable that is fixed at the  
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Chapter 3 
The Effect of Business Incubators on 
Firm Size and Performance: The 
Case of ICT Firms in Southern 
Sweden. 

1. Introduction 

Business incubators (BIs) have become standard tools of national and regional 
industrial policy, aiming to help start-up firms develop and grow. Specifically, 
BIs are thought to help new firms alleviate what Stinchcombe (1965) called the 
“liability of newness” (Organization for Economic Co-operation and 
Development, 1997): the higher risk of failure during the initial years of 
business operation. Start-up entrepreneurs typically lack experience and reliable 
networks of suppliers, customers, investors and creditors. In addition, new firms 
often have little organizational legitimacy. BIs aim to help firms overcome these 
problems through a mix of services covering subsidized office space, shared 
amenities, business coaching, and access to a network of local firms and other 
important actors in the industry (Aernoudt, 2004; Bøllingtoft & Ulhøi, 2005; 
Tötterman & Sten, 2005; McAdam & McAdam, 2008; Patton, Warren & 
Bream, 2009; Westhead & Storey, 1994). The goal of a BI is to use these 
services to help incumbents not only survive, but also grow and develop faster 
than they would have outside the BI (International Business Innovation 
Association, 2015). 

BIs are today located all over the world (Hansen, Chesbrough, Nohria & Sull, 
2000). Their industry concentration can vary, but they frequently focus on 
technology-based start-ups: Some consider the services offered by BIs to be 
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especially helpful to firms in these industries as investors and creditors often lack 
the technical knowledge to assess the market value of technological products and 
services (Colombo & Delmastro, 2002; Ferguson & Olofsson, 2004). 
Therefore, technology firms have become the most common type of firms 
studied in the BI literature (cf. Macdonald, 1987; Westhead & Storey, 1994; 
Phan, Siegel & Wright, 2005; Tamásy, 2007). 

Although BIs differ in size and profit orientation (Amezcua, Grimes, Bradley & 
Wiklund, 2013), modern BIs offer essentially the same set of services across all 
nations (Hansen et al., 2000). Yet, entrepreneurs are also incentivized and 
constrained by local institutions (North, 1990), including formal institutions 
(Simón-Moya, Revuelto-Taboada & Fernández Guerrero, 2014; Stephen, 
Urbano & van Hemmen, 2005) and local culture (Davidsson, 1995; Steensma, 
Marino, Weaver & Dickson, 2000; Hayton, George & Zahra, 2002; Hofstede, 
Noorderhaven, Thurik, Uhlaner, Wennekers & Wildeman, 2004; M. 
Andersson, 2015). These institutions determine the allocation of entrepreneurial 
talent (Baumol, 1990) and the ensuing success of new business ventures. Thus, 
reasons exist to expect the success of modern incubators to be context 
dependent. Empirical research highlights that the effect of incubation indeed 
differs across countries, with results varying across time and space (Allen & 
Bazan, 1990; Westhead & Storey, 1994; Colombo & Delmastro, 2002; Chen, 
2009; Amezcua, 2010; Lasrado, Sivo, Ford, O’Neal & Garibay, 2015). Further 
research made in novel environments could therefore provide additional insights 
into the effects of incubation. This paper contributes to the BI literature by 
studying BIs in a new context: the Malmö–Lund region of southern Sweden. 

In Sweden, the share of the population running a start-up has gradually 
increased since the year 2000, not least in information and communications 
technology (ICT; Global Entrepreneurship Monitor, 2015, 2016). However, 
most firms remain small; the vast majority of ICT firms in Sweden do not grow 
beyond five salaried employees, even if active for several years (Statistics Sweden, 
2010). Sweden started to establish BIs to assist the country’s start-ups around 
the turn of the millennium. Today, the national organization of Swedish 
Incubators and Science Parks has more than two dozen member BIs. However, 
the effects of these BIs on their incumbent firms remain largely uninvestigated, 
thereby supporting a more careful account. 

In Malmö–Lund, each of the two cities has one major BI and together the 
region houses a promising cluster of ICT start-ups. In 2005, 600 limited ICT 
firms operated in the two municipalities. By 2013, this number had more than 
doubled, leading to a rate of about 2.9 limited ICT firms per 1,000 inhabitants. 
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This is more than triple the rate of New York City, which has 0.8 high-
technology firms per 1,000 inhabitants (DiNapoli & Bleiwas, 2014). However, 
in employment, these New York-based firms are, on average, twice the size of 
the firms in Malmö and Lund. As in the rest of Sweden, ICT firms in Malmö–
Lund have problems growing past their first few employees; of the 1,223 ICT 
firms that were active in the region in 2013, 875 had fewer than five employees 
and of these, 375 did not report any employees at all. Unsurprisingly, these 
firms are also small in terms of assets and sales. 

This paper studies how incubation affects four measures of firm size and 
performance to capture different dimensions of firm success. In addition to 
employment, these are assets, turnover, and returns. These measures cover 
several dimensions of scale as well as the stated developmental goals of 
policymakers and entrepreneurs. This research relies on two types of 
information. First, a series of interviews with entrepreneurs, politicians, and BI 
managers provides information on the local ICT industry and the public 
entrepreneur-support system available in the region, which has informed the 
design of the quantitative analysis. Appendix A lists these interviews. The 
interviews took place in the summer and fall of 2014. Second, firm data come 
from a dataset that covers the universe of limited ICT firms started in the two 
municipalities between 2005 and 2013. Furthermore, the dataset identifies all 
incubated firms and the time spent in a BI, making it possible to discern the 
effects of incubation both before and after graduation. In total, the final dataset 
covers a panel of 429 ICT firms, 5.8% of which have incubator experience. 

The results show that incubation has no positive impact on their incumbents in 
the period and region studied here. If anything, incubated firms underperform 
compared to their unincubated peers in sales and profits while located in the 
incubator. This outcome aligns with responses from interviews, in which several 
of the entrepreneurs expressed skepticism toward the local BIs and the entire 
public innovation-support system. 

The remainder of the paper continues as follows. The following section provides 
a brief overview of BIs and their assistance to start-ups. Section 3 gives a short 
synopsis of the local ICT industry and BIs in the Malmö–Lund region. Section 
4 introduces the data and discusses the method. Section 5 presents the results, 
after which section 6 concludes. 
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2. Business incubators 

BIs are real estate-based organizations focused on assisting start-ups to develop 
and grow.33 The first BI opened in Batavia, New York in 1959 (Lewis, 2002; 
Hansen et al., 2000). The first BIs were mainly large offices or co-working 
spaces where small firms could set up shop. Over time, they developed and 
started to provide more and more services. Modern BIs, started from around the 
year 2000, belong to the so-called “third-generation incubators” (Bruneel, 
Ratinho, Clarysse & Groen, 2012). These BIs attempt to help firms by 
providing four types of benefits to their incumbents: First, they offer affordable 
business facilities and shared office amenities (Patton et al., 2009; Soetanto & 
Jack, 2013). Sharing could free up resources in the firm, allowing incumbents to 
focus their resources on getting their products to the market (Chan & Lau, 
2005; McAdam & McAdam, 2008). Second, incubators offer advice and 
coaching on subjects concerning the management of start-ups (Aernoudt, 2004). 
Such topics could include legal matters, business planning, and hiring practices 
(Rice, 2002). Third, being located in a BI could lend legitimacy to a firm by 
associating it with a prestigious address, university, or research park (Westhead 
& Storey, 1994; Hannon & Chaplin, 2003; Aernoudt, 2004; Rothschild & 
Darr, 2005). Having a BI address could further help incumbents signal 
legitimacy simply by allowing firms to plan meetings in proper facilities 
(McAdam & McAdam, 2008). 

Last, BIs also offer incumbents access to their network of investors, local firms, 
and other key industry actors (Hansen et al., 2000; Bøllingtoft & Ulhøi, 2005; 
Sá & Lee, 2012). The importance of such networks for economic actors in 
general and firms in particular is well-established (Granovetter, 1973, 1985; 
Powell, 1990; Saxenian, 1991, 1996). New entrepreneurs, often without 
                                                      
33 The literature on BIs relates closely to that on Science Parks. Science Parks usually differ from 

BIs in the latter’s focus on start-ups and more active help of incumbents (Swedish Incubators 
and Science Parks, n.d.). However, this is not universally true, as some ventures that consider 
themselves Science Parks also actively help their incumbents (Ferguson & Olofsson, 2004). The 
literature often makes no clear distinction between Science Parks and BIs; the two concepts are 
sometimes even used interchangeably (Phan, Siegel & Wright, 2005). Much of the theory and 
empirical research on the effects of Science Parks is therefore relevant for BIs as well. In Sweden, 
research has focused on Swedish Science Parks (Lindelöf & Löfsten, 2002; Ferguson & 
Olofsson, 2004). These papers come to conflicting results with Lindelöf and Löfsten (2002) 
finding positive effects for employment and turnover while Ferguson and Olofsson (2004) did 
not find any such effects. In Malmö–Lund, the region studied here, the assistance offered, 
together with the focus on start-ups, will be sufficient to distinguish BIs, as defined here, from 
Science Parks. 
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substantive resources on their own, have to rely on their networks of investors, 
suppliers, and other firms to attain critical resources and advice (Aernoudt, 
2004; Lin, Li & Chen, 2006). For this reason, the expansion and management 
of networks has emerged as the most important service offered by BIs and the 
defining feature of third-generation BIs (Bruneel et al., 2012). 

A BI could expand an incumbent’s business network in two ways. First, 
incubation lowers the cost of interaction between incumbent entrepreneurs by 
clustering many firms close to each other, thereby increasing the chances of 
collaboration and mutual learning (Bøllingtoft & Ulhøi, 2005). Second, 
incubators can also increase a start-up’s network of important actors in the local 
economy by arranging networking events or by directly setting up meetings 
between incumbent entrepreneurs and venture capitalists (Rice, 2002; McAdam 
& McAdam, 2008), entrepreneurs from alumni firms (Aernoudt, 2004), 
important business leaders (Tötterman & Sten, 2005), and academics (Colombo 
& Delmastro, 2002). 

Although start-up firms from most industries could potentially benefit from 
incubation, BIs often gear themselves toward technology-based firms because 
policymakers often perceive such firms as especially capable of generating 
economies of agglomeration in their geographic regions (Mian, 1997; Colombo 
& Delmastro, 2002). Technology firms are furthermore likely to suffer from 
restrictive capital constraints, as technologically advanced products and services 
are especially hard to assess by investors lacking the necessary technological 
expertise (Colombo & Delmastro, 2002; Ferguson & Olofsson, 2004). These 
firms could therefore potentially benefit more from the assistance offered by BIs 
and as a result, the literature on BIs mainly focuses on technology-based firms 
(cf. Macdonald, 1987; Westhead & Storey, 1994; Mian, 1997; Westhead, 1997; 
Colombo & Delmastro, 2002; Phan et al., 2005; Tamásy, 2007). 

As there are various ways to define growth and success, empirical work has used 
various measures to gauge the results of incubation.34 Results from the UK and 
Italy indicate that incubation increases employment and turnover (Westhead & 
Storey, 1994; Colombo & Delmastro, 2002), whereas one early study did not 
find either of these effects in the United States (Allen & Bazan, 1990). Later 
work on U.S. BIs found that incubated firms do grow faster than unincubated 
ones during and after incubation (Amezcua, 2010; Lasrado et al., 2015). 

                                                      
34 The research reviewed here covers only studies that compared the outcomes of incubated firms 

to a control group of similar but unincubated firms. Without such a control group, it is hard to 
at all discern the effects of incubation (Bearse, 1998). 
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However, despite increased sales and employment, incubation does not 
necessarily increase a firm’s profitability (Westhead & Storey, 1994) or assets 
(Allen & Bazan, 1990). Results from Taiwan showed no effect of incubation on 
an aggregate measure of sales and profits (Chen, 2009). Given the importance of 
context when it comes to the study of small firms (Stinchcombe, 1965; Hofstede 
et al., 2004; Bowen & De Clercq, 2008), these results are not easily comparable, 
as they use data from different countries and times. 

3. Research site 

The research site consists of the two neighboring cities of Malmö and Lund (see 
locational information in Figure 1). The two cities are located in the very south 
of Sweden, about 10 minutes away from each other by train. Malmö is located 
just a 20-minute train ride across the Öresund Bridge from Copenhagen, 
Denmark. From Copenhagen Airport, Paris, Berlin, and London are all within a 
two-hour flight, linking the region to the European market. The joint 
population of Malmö and Lund is approximately 430,000, or 5% of Sweden’s 
total population (Statistics Sweden, 2015a). 

 

Figure 1. Malmö and Lund in Europe. 
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3.1 The ICT industry in Malmö-Lund 

Even in the ICT-intensive Swedish economy, where 13% of all new 
entrepreneurs establish themselves in the sector (Global Entrepreneurship 
Monitor, 2016),35 the Malmö–Lund region stands out. In 2011 alone, 147 
limited ICT firms started in the two cities. This concentration of firms, together 
with the BI literature’s focus on technology-based firms, makes the ICT industry 
the natural focus in a study of the effects of BIs in this region. In 2013, ICT 
firms employed more than one of every 20 employed persons in the region, a 
share 50% above the average in the rest of the country (Statistics Sweden, 
2015b). Although high in a national comparison, paired with the high rate of 
ICT start-ups, this employment share is indicative of the small size of the firms 
in the sector. 

In Lund, the ICT industry has played a vital part in the local economy for 
decades. In the 1960s, the national government started a technical college, 
which later merged as part of Lund University. The technical college worked 
together with the university, the local government, and Ericsson Mobile to start 
up the first Science Park in Sweden, Ideon, in 1983 (Karlsson, Wigren-
Kristoferson & Landström, 2015). Initially, Ericsson Mobile kept much of their 
research activities in the city and dominated the local industry,36 but over time, 
the relative importance of Ericsson diminished, and the importance of small 
technology-based start-ups increased. In the 2000s, the city witnessed a renewed 
ICT boom, with the number of active firms per 1,000 inhabitants increasing 
from 1.8 to 3.3 in the years 2005 to 2013. 

In contrast, Malmö has historically been a base for heavy industry. However, at 
the beginning of the 1990s, increased international competition led to 
widespread lay-offs in many of these industries (Billing, 2000). As a response, 
the local government rebranded Malmö as a city focused on knowledge-
intensive industries. This effort included lobbying the national government to 
create a local university in 1998. In 2003, the city started its first and still largest 
BI, Minc. The ICT sector became a key industry in this industrial restructuring 
and the sector has grown continuously since, with the total number of active 
limited firms increasing from 1.5 in to 2.6 per 1.000 inhabitants between 2005 
and 2013. 

                                                      
35 The highest rate among the countries covered by the GEM. 
36 Ericsson developed Bluetooth from research conducted partly in Lund. 
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It is common for ICT entrepreneurs to move between the two cities; half of the 
entrepreneurs interviewed had based their operations in both cities and several 
had moved their offices between the cities. It is therefore natural to study the 
two cities together. Although successful in the number of firms started, ICT 
firms in the region tend to remain small and rarely grow past their first four 
employees; of the 1,223 ICT firms active in the two municipalities in 2013, 
only 328 had more than five employees. Only 14 of the firms had more than 
100 employees, and most of these started before the 2000s, some already in the 
1980s. Turnover is likewise usually low, with less than 200 of the firms active in 
2012 having a net turnover over USD 1 million. 

3.2 The local BIs 

Each of the cities has one major incubator: the Minc Incubator in Malmö, and 
Ideon Innovation in Lund.37 The aim of the two BIs is “building value into [the 
incumbent] company so that it develops faster than it would outside the 
incubator” (Ideon Innovation, 2016), and to help their incumbents “scale faster 
and smarter” (Minc Incubator, 2016). To achieve their aims they offer services 
similar to those of most international BIs; Minc Incubator’s manager stated that 
Brooklyn-based BIs inspired the incubator. The BIs provide office space and 
shared amenities. They have in-house business coaches and business developers 
providing assistance concerning firm management. Furthermore, the BIs assist in 
increasing the firm’s network in the region. 

The two incubators are similar in age, size, location in their respective city, 
services offered, and target group, although they differ somewhat in ownership, 
with private actors owning a share of Ideon Innovation, whereas public bodies 
completely own Minc Incubator. Table 1 summarizes the characteristics of the 
two BIs. Minc Incubator started in 2003 and Ideon Innovation in 2000. Both 
incubators had an annual budget of 10.5 million SEK (about USD 1.3 million) 
in 2013, of which half a million (Ideon Innovation) and 4.5 million SEK (Minc 
Incubator, 2016) came from private sources, mostly local partner firms (Region 
Skåne, 2014). 

Minc Incubator is located just across the street from Malmö University while 
Ideon Innovation is located two minutes away from Lund’s Technical College  
                                                      
37 Other, smaller, incubators in the region were also contacted. However, none of the firms in the 

sample had been located there. Minc today also includes workspaces and events for local firms 
outside of the BI, but this study focuses only on the firms that have been in the incubator. 
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Table 1. The two incubators 

 Minc Incubator Ideon Innovation 

City Malmö Lund 

Start year 2003 2000 

Turnover (2013) 1.3 million USD 1.3 million USD 

Total incumbents up 
until 2013, all industries 

125 104  

Owners Municipal government Municipal government, Lund 
university, private real estate 
company 

Fee 180-300 USD/person and 
month 

210-300 USD/person and 
month 

Official term limit 2 years 2 years 

   

and right across the road from the School of Economics and Management. The 
location matches well with who enters the incubator: people who were, or had 
previously been, employed at the local universities started 16% of the incubated 
ICT firms between 2005 and 2013.38 This share was only 4% among 
unincubated firms started during the same period. Although both incubators 
take in firms from a large number of industries, they focus on knowledge-
intensive firms, ranging from robotics to software development. Until the end of 
2013, Minc Incubator had accepted, in total, 125 firms and Ideon Innovation 
had accepted 104. 

Malmö municipality is the sole owner of Minc Incubator whereas a private real 
estate company, Lund University, and the municipal government jointly own 
Ideon Innovation. Although private owners could have different goals than 
public ones, this is unlikely to have a major effect, considering that half of the 
nonrent share of Ideon Innovation’s budget comes from public sources39 
(Region Skåne, 2014). The BIs are located closely to, and well connected with, a 
number of other innovation-support organizations located in the region. The 
most prominent ones are the Swedish Agency for Innovation Systems 
(VINNOVA), Connect and Almi (Karlsson et al., 2015). These national 

                                                      
38 These numbers are based on employment data provided by the two local universities. The data 

are discussed further in the data and method section. 
39 Furthermore, the privately funded part of the budget is provided from several “supporting 

companies” and not just from the real estate company. 
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organizations work to provide finance to local firms, either directly or through 
their networks of investors. The county-based organization Teknopol40 provides 
business support and attempts to increase the size of the entrepreneurs’ local 
networks. Support from organizations such as these can be of considerable 
assistance to start-ups; one of the entrepreneurs interviewed received USD 10 
million in investment from state-owned organizations over the lifetime of his 
first firm. Although support from these organizations is not contingent on a BI 
affiliation, incubation programs often include contact with some or all of these 
organizations. As an example, one of the incubated entrepreneurs interviewed 
secured funding from VINNOVA, Almi and other public sources on at least six 
separate occasions. 

Incumbents of the incubators pay a monthly fee. The initial fees are 1,500 SEK 
(USD 180) per month and person at Minc and 1,750 SEK (USD 210) at Ideon. 
The fee then increases over time spent in the incubator up to 2,500 SEK (USD 
300) per person and month for both BIs. Neither incubator takes any stake in 
their firms. The incubators both have an official two-year limit of residence, but 
this is not a strict deadline and several firms have stayed for longer. The average 
time spent in the two incubators is 1.5 years. 

4. Data and method 

4.1 Sample 

The sample consists of annual observations of limited ICT firms started in the 
municipalities of Malmö and Lund between 2005 and 2013.41 Appendix B lists 
the industry codes (based on five-digit-level Swedish industry codes,42 SNI) 
defined as the ICT industry in this sample. Statistics Sweden provided a list 
identifying all firms in this category. The sample excludes subsidiaries. 

                                                      
40 Now part of Innovation Skåne. 
41 In the case of companies being started as shelf companies (which customarily do not register 

industry or proper location), data from the first observation as a nonshelf company was used to 
identify starting location and industry. 

42 The SNI codes are coordinated with European NACE industry codes. The firms use three 
different sets of SNI codes (SNI1992, SNI2002, and SNI2007), depending on when the firms 
started. 



 

109 

Company-performance data come from Retriever Business (n.d.) and cover the 
years 2005–2013. Business Retriever collects data from the firms’ official annual 
reports to the Tax Authority and other public authorities. The data are inflation 
adjusted to 2005 SEK using the Consumer Price Index (Statistics Sweden, 
2015c). The final sample covers an unbalanced panel of 2,030 observations from 
429 firms.43 

Both incubators provided a full list of previous and present occupants. This list 
identifies all firms in the sample that have experience from incubation, 5.8% of 
the firms in the final sample. Of the incubated firms, thirteen had experience 
from MINC Incubator, eleven from Ideon Innovation, and one firm had 
experience from both incubators. 

The sample consists of quite similar firms, as they all started in the same 
industry, time-span, and region. Further reductions of the sample could decrease 
the external validity of the results. However, to ensure comparability between 
the incubated and unincubated groups, the robustness section presents results 
using a matched sample, based on coarsened exact matching (CEM; Iacus, King 
& Porro, 2012). Regressions with this sample leads to results similar to the full 
sample. 

4.2 Variables 

Dependent variable: Firm size and performance 
Given the multidimensionality of the goals of BIs, it is important to use several 
different measures of firm size and performance to capture the effects of 
incubation on incumbents (Davidsson & Wiklund, 2006). This paper therefore 
uses four types of measures to study the effects of incubation: returns, 
employment, turnover, and assets. These measures cover the goals of 
policymakers and entrepreneurs and the possible trade-offs between the number 
of employees and the amount of assets in a firm44 (Bearse, 1998; Hackett & 
Dilts, 2004; Davidsson & Wiklund, 2006). 

                                                      
43 Three observations from one firm are excluded due to missing data on board composition. One 

additional observation is missing due to a misfiled financial report. 
44 These are all variables in levels (as in Allen & Bazan, 1990; Colombo & Delmastro, 2002) 

because the use of change variables reduces the sample by one observation per firm. Due to the 
dynamic method used (discussed further in section 4.3) the sample is already restricted to those 
firms with at least three observations and further reductions greatly lower the sample size. The 
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Table 2 lists the variables studied.45 Return on assets, ROA, captures the effects 
on the firms’ financial results (Yermack, 1996; Lindelöf & Löfsten, 2002). 
Turnover is one of the most common variables in the BI literature, as it captures 
an important aspect of firm size: to what extent firms manage to sell their goods 
and services (Colombo & Delmastro, 2002; Schwartz, 2011). It is measured net 
VAT and discounts. The variable Employees is a headcount of employees in a 
given year (Colombo & Delmastro, 2002; Lasrado et al., 2015). Last, to test the 
effect on firms’ assets, this paper uses the level of fixed assets46, Assets, in a firm 
(Allen & Bazan, 1990). 

Table 2. Firm size and performance measures. All data comes from Business Retriever.  

Variables Description  Unit 

ROA Return on assets Percent 

Turnover Net turnover Thousands of SEK (logs) 

Employees Number of employees Number of employees 

Assets Fixed assets Thousands of SEK (logs) 

Explanatory variables 
The main variables of interest are a pair of dummies that capture the effect of 
incubation (Amezcua, 2010). The first variable, DURING, measures the period 
a firm spent inside an incubator and the second, AFTER, captures the period 
after graduation. DURING is coded 1 for the year after a firm entered an 
incubator and the years up until and including the year it leaves, and 0 
otherwise. AFTER is coded 1 all years following the year the firm leaves the 
incubator and 0 otherwise. As the two incubators in this sample are similar, the 
variables do not differentiate between the two. 

Control variables 
To rule out confounding factors, a number of controls are included in the 
regressions. The number of employees control for the companies’ size (Colombo 
& Delmastro, 2002; Amezcua, 2010), as size affects future growth (Davidsson 

                                                                                                                              
robustness-check section presents results using change variables in this reduced sample. These 
results show no significant effects of incubation on any of the variables. 

45 To avoid loss of data when logging variables, zero replaces ln(0). This is controlled for using a 
dummy variable as one of the control and is further discussed in the control-variable section. 

46 The results using total assets are similar. 



 

111 

& Wiklund, 2006) and is likely to affect a firm’s need for incubation.47 Two 
dependent variables, Turnover and Assets, use logged values. To avoid losing 
observations, zero replaces log(0). To make sure this replacement does not skew 
the results, the regressions using logged dependent variables include a dummy 
variable to control for these observations (Pakes & Griliches, 1984; Payne & 
Siow, 2003).48 

Dummies for the location of the firm control for potential geographical and 
policy differences: Lund (the reference category), Malmö and Other. Other 
identifies those firms that leave the region during the sample period and those 
that register elsewhere while listed as shelf companies.49 The Other category 
covers less than 8% of the observations and more than half of these are located 
in nearby municipalities in the same county. To control for the differences in 
the number of academic connections among incubated and unincubated firms 
(Löfsten & Lindelöf, 2002), the regressions include a variable that lists the 
number of people on the current board and the CEO who has held a qualified 
position at either Malmö University or Lund University.50 The average age of 
board members correlates with performance, possibly due to an increase of 
experience or risk aversion with age (Bonn, Yoshikawa & Phan, 2004; Yermack, 
2004; Faleye, 2006). Furthermore, young entrepreneurs could benefit 
disproportionately from BI services such as business coaching and network 
building and the regressions include the average age of board members and 
CEO (Colombo & Delmastro, 2002). The regressions also include a control for 
the firm’s age (Colombo & Delmastro, 2002; Amezcua, 2010), as BIs 
specifically target young firms. 

  

                                                      
47 Having Employees as a dependent variable in some regressions and an independent in others 

introduces endogeneity into the regressions. The main specification, therefore, measures this 
variable using internal instruments, Regressions with Employees as the dependent variable do not 
include it as an independent variable. Removing the variable from the other regressions does not 
change the results. Results are available upon request. 

48 Removing this variable does not change the results. Results are available upon request. 
49 15 observations are of firms started as shelf companies. Removing these firms does not change 

the results. Results are available upon request. 
50 This matching used given and family names, birth year, and birth month. Uncertain cases were 

double-checked by hand. The respective university directly provided the employment data. For 
Lund University, the data go back to 2000 and for Malmö University to its start in 1998. 
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4.3 Method 

To capture the effects of incubation on their incumbents’ size and performance, 
this paper uses the following econometric model: 

௧ݕ ൌ ߙ  ௧ିଵݕଵߚ  ௧ܩܰܫܴܷܦଶߚ  ୧୲ܴܧܶܨܣଷߚ  ௧ݔସߚ  ௧ܴܣܧܻ  ߤ   ௧ (3)ݒ

Here i and t denote firm and year, respectively, yit is one of the size or 
performance measures, α is a constant, and xit is a vector of control variables. 
YEARt and μi are the year and firm-fixed effects, respectively. The firm-fixed 
effects capture any time invariant heterogeneity among firms and the year fixed 
effects control for common shocks to the firms in the region. Last, vit indicates 
individual errors clustered at the firm level, and the β’s are parameters to be 
estimated. The specification is dynamic, as a firm’s performance and size are 
likely to show persistence over time. The regressions are estimated using the 
system GMM estimator51 (Blundell & Bond, 1998) to avoid dynamic panel 
bias, which is otherwise present in dynamic models with fixed effects (Nickell, 
1981). The sample excludes all firms with less than three observations because 
the estimator requires a second lag of the dependent variable to instrument the 
lagged dependent variable.52 The regressions exclude the first observation for 
each firm as the specification includes a lagged dependent variable, but all 
available observations are included as instruments. 

One concern is that the results could suffer from selection bias, as the choice to 
join an incubator is not random. To join an incubator, a firm must first apply to 
do so, and the BI must accept the application in turn. Such selection could 
create an upward bias of the results if entrepreneurs who are more motivated are 
more likely to apply to a BI (Storey, 1999). From the administrative side, BIs 
usually pick firms they believe have high chances of succeeding (Bergek & 
Norrman, 2008) and administrative selection is therefore likely to put further 
upward pressure on the results. Ideon Innovation specifically aims to enroll 
                                                      
51 The regression models the BI variables and Employees as endogenous, and the lagged dependent 

variable as predetermined following Roodman’s (2009) specification of the respective type of 
variable. All instruments are internal. To avoid instrument proliferation, the regressions collapse 
all GMM-style instruments into one. The results are robust to instead restrict the lag lengths to 
3, 4, or 5. The system GMM estimator outperforms the alternative first-differences GMM 
estimator, especially when the coefficient for the lagged dependent variable is close to one 
(Blundell & Bond, 1998) 

52 The results do not change when firms with only two observations are included, bringing the 
number of incubated firms up to 35. Using an additional lag of the BI variables (thereby 
reducing the sample to those firms with at least four observations to properly instrument them) 
yields no significant results. 
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firms with international ambitions (Ideon Innovation, 2016) and Minc 
Incubator targets “businesses with high growth potential” (Minc Incubator, 
2016). In contrast, if entrepreneurs seek the organizational support of an 
incubator because they are more risk averse, this could bias the results 
downwards (Colombo & Delmastro, 2002). Which way, if any, the results are 
biased is an empirical question, but previous work on non-BI entrepreneurial 
support policy in Sweden has demonstrated a significant positive bias due to 
selection (Norrman & Bager-Sjögren, 2010). Any effect found in this setting is 
therefore likely to be, if anything, biased upwards and a null result would be a 
strong indicator that BIs do not provide any benefit to their incumbents. 

To see whether the two groups of firms do indeed differ from each other before 
incubation takes place, one can compare the incubated and unincubated firms in 
their first year of business operation. Such a difference would indicate that some 
selection could be at work. Table 3 shows t tests between the comparison and 
incubated group using only observations from the firms’ first year, excluding 
firms with extreme values. For two of the measures (Turnover and Employees) the 
difference is significant at the 5% level. Incubated firms have a smaller turnover, 
but more employees in their first year of operation. Although this test does not 
include any controls, it does indicate that some selection is at work, which could 
affect the results. However, in absolute numbers, the differences are rather small: 
the average number of employees in the first year in the incubated firms is 1.9, 
whereas for unincubated firms, the number is 1.2. In unlogged numbers, BI 
firms, on average, start with 897,000 SEK (USD 108,000) in sales, whereas the 
unincubated ones start with 319,000 SEK (USD 38,000). Thus, even if some 
differences emerge between the two groups, they both consist of small firms. 

Table 3. T-tests for first year, two-sided tests 

Variables Difference 
(non-incubated - incubated) 

Observations 

ROA 25.5 397 

Turnover 1.65** 422 

Employees -0.7* 422 

Assets -0.84 421 

* Significant at 5% **significant at 1%.  
 

 

The system GMM estimator could suffer from weak instruments, which could 
bias the results (Bun & Windmeijer, 2010). The robustness section therefore 
presents results using a standard OLS. To avoid dynamic panel bias, these 
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regressions do not include a lagged dependent variable. The overall results are 
robust to this specification. 

5. Empirical results 

5.1 Summary of variables and correlations 

Table 4 shows summary statistics for the variables used in the regression. The 
log-average of fixed assets is only 19,000 SEK (approximately USD 2,200) and 
of annual turnover just 200,000 SEK (USD 24,000). Such a small turnover, if 
kept over several years, suggests that entrepreneurs in the sample are part-time 
entrepreneurs, as they are likely to require other sources of income. On average, 
the firms have fewer than two employees. Returns are negative, on average, but 
with a high standard deviation. Although a high variation in returns among 
start-up firms is natural due to their low levels of assets, the size of the standard 
deviations suggests the presence of extreme values. The regressions therefore 
exclude firms with extreme values to avoid these values skewing the results. The 
regressions using ROA exclude firms with annual returns at the top- and  
 

Table 4. Summary of variables and correlations with BI 

Variables Mean Std. dev. Median Correlations: 

 DURING AFTER 

ROA -15.76 417.35 5.85 -0.19* 0.03 

Turnover 5.30 2.96 6.43 -0.03 0.02 

Employees 1.90 3.52 1.00 0.04 0.14* 

Assets 2.92 2.70 3.02 0.04 0.22* 

Company age 3.17 1.84 3.00 -0.03 0.15* 

University employee 0.13 8.70 41.00 0.17* 0.22* 

Board age 41.91 7.66 35.00 -0.05* 0.05* 

DURING 0.02 0.14 0.00 1.00 -0.02 

AFTER 0.02 0.14 0.00  1.00 

Observations: 2,030, * indicates a correlation significant at 5%. 
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bottommost percentiles to exclude positive and negative outliers.53 The other 
three regressions exclude only the top percentile, as these variables cannot take 
on values below zero. As the extreme values of the dependent variable in each 
regression determine the sample, the sample size differs between regressions. The 
robustness check presents results with the full sample for all regressions and 
these are in line with the main specification, except for ROA, which seems to 
suffer from outliers. 

Table 4 also shows the correlations between the dependent variables and the two 
incubator variables. The correlations between the control variables are located in 
Appendix C. In general, AFTER correlates positively with all four dependent 
variables, even though the correlation is only significant for Employees and Assets. 
The correlations with the DURING variable is less consistent, with some 
correlations being positive and others negative. The only dependent variable that 
is significantly correlated with DURING is ROA, which is negatively correlated 
with the BI variable. At this stage of the analysis, incubation thus seems to have 
a positive effect on firms only for some measures, and only after the firms have 
left the incubator. During the time spent in the BI, incumbents instead appear 
to underperform compared to non-incubated firms. 

5.2 Regression results 

Table 5 shows the results for the main specification.54 These results show that, in 
general, incubation does not improve performance or help firms to scale. 
Turnover is even significantly negative for the period a firm spends in the 
incubator. The result is economically significant: firms located in incubators sell 
less than half as much as comparable firms outside of the incubator. 
Furthermore, incubated firms do not sell more after graduating, although this 
 

                                                      
53 Alternative cut-off points of 0.5% and 1.5% yield similar results; results are available upon 

request. 
54 The Hansen’s J-test statistic is insignificant throughout, indicating that the instruments are valid 

for all regressions. The tables also present the Arellano–Bond test for autocorrelation. As the 
Arellano–Bond test uses the residuals in first differences, first-order autocorrelation is to be 
expected and the significant results for this test are not a cause for concern (Roodman, 2009). 
However, it could be worrisome that some of the regressions also show second-order 
autocorrelation, as this could invalidate the second lag of the dependent variable as an 
instrument. However, the main results are robust to running the regressions using only the third 
lag and above of the dependent variable as an instrument (and thus only firms with at least four 
observations). Results are available upon request. 
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Table 5. Results, system GMM 

 ROA Employeesa Assets Turnover 
DURING -56.67* 0.733 0.635 -1.878** 
 (22.06) (0.949) (0.459) (0.601) 
AFTER -12.18 0.372 -0.273 -0.523 
 (9.550) (0.611) (0.476) (0.274) 
Lagged dependent 
variable 

0.211* 0.998*** 0.465*** 0.219*** 
(0.086) (0.062) (0.065) (0.042) 

Employees 0.423  0.037*** 0.253*** 
 (0.217)  (0.010) (0.031) 
Company age 0.786 -0.053* -0.104*** -0.002 
 (0.962) (0.023) (0.030) (0.027) 
University  
employee 

-3.809 0.062 0.143 0.033 
(4.805) (0.094) (0.137) (0.127) 

Board age -0.218 0.001 0.008 0.003 
 (0.201) (0.004) (0.005) (0.005) 
Malmö -8.586* -0.093 0.094 -0.095 
 (3.562) (0.077) (0.093) (0.098) 
Other -4.898 -0.044 -0.058 -0.092 
 (4.739) (0.106) (0.126) (0.130) 
Constant 13.85 0.271 2.581*** 4.449*** 
 (9.629) (0.185) (0.429) (0.354) 
     

Year FEs Y Y Y Y 
Firm FEs Y Y Y Y 
Log dummy   Y Y 
Observations 1,497 1,559 1,563 1,568 
Firms 397 422 421 422 
Hansen’s J-test  0.491 0.756 0.303 0.318 
AR1  0.001 0.001 0.000 0.000 
AR2  0.640 0.888 0.033 0.085 
Wald test 0.000 0.000 0.000 0.000 

Robust standard errors in parentheses. The log dummy is a dummy coded 1 for those observations 
where the underlying dependent variable is zero, and 0 otherwise.  The tables present p-values for 
the overall Hansen’s J-test, Arellano-Bond tests for autocorrelation, and Wald test.  
aThe parameter close to one for the lagged Employees variable indicates that the variable is non-
stationary. * indicates 5% significance, ** 1% and *** 0.1%. 
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difference is insignificant. Likewise, a firm makes smaller returns than 
comparable firms do while incubated. Once again, this negative effect is not 
significant after the firm has left the BI, but the coefficient for AFTER is still 
negative, showing no indication that graduated firms overtake unincubated 
firms once they leave. For the regressions using Employees as the dependent 
variable, neither DURING nor AFTER is statistically significant. Similarly, the 
BI coefficients are positive but insignificant for the assets regressions. The 
insignificant result for employees is thus not the result of incubated firms 
investing their money in assets instead of employees, which could otherwise have 
explained the insignificant results for employment (Davidsson & Wiklund, 
2006). 

The negative results found here for returns and sales are in line with the results 
from a local report on Swedish incubators in Västra Götaland County (2011) 
1997–2008 in the west of Sweden. The report also found that incubated firms 
in this county sold less and made smaller returns than comparable unincubated 
firms. However, the report found a significant negative result both during and 
after incubation. Furthermore, the report also found that the incumbent’s assets 
increased after incubation, as did their number of employees in some 
specifications. As further argued in the discussion and implication section, the 
differences between the results from the two regions could be due to differences 
in entrepreneurial culture between the regions. It is also possible that the 
differences were caused by the longer time span available in the Västra Götaland 
study. If the latter is correct, BIs do have a positive effect on the level of assets 
and perhaps employment, but only after several years after graduation. 

Concerning the controls, the lagged dependent variables are highly significant 
and positive in all regressions. The coefficient is largest in the employment 
regression, close to one,55 and the smallest for the return variable. This shows the 
persistence of employment levels across time and emphasizes the slow rate of 
employment growth among firms. In the regressions with Assets and Turnover as 
the dependent variable, the number of employees is positive and significant, 
showing that firms increase their assets, sales, and staff at the same time. Returns 
are unrelated to firm size, as the number of employees has no significant impact 
on ROA. The rest of the control variables are largely insignificant. The two 
regional dummies are significant only once, a negative result for the Malmö 
dummy in the regression with ROA as the dependent variable. This result 
                                                      
55 This indicates nonstationarity, which could create problems with spurious results. However, as 

neither of the BI variables are significant, this is not a big concern. Furthermore, as seen in the 
robustness-check section, incubation has no effect on Employees in first differences. 
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indicates that, holding all other variables constant, the location of the firms 
largely has no effect on the performance of the firm. Given how close Malmö 
and Lund are to each other, and the prevalence of nearby municipalities in the 
Other category, this result was expected. The age of the company has a 
significant effect on assets and employees, but the coefficients are very small. 

5.3 Robustness checks 

Appendix D presents results from four robustness checks. First, Table D1 
presents the results from fixed-effects regressions. Although these regressions do 
not use a lagged dependent variable to avoid dynamic panel bias, they do not 
have any problems with weak instruments from which the main specification 
could potentially suffer.56 Second, Table D2 presents the results from regressions 
including extreme values to see whether these potential outliers have any effect 
on the results. Table D3 presents results from a matched sample and Table D4 
presents results from regressions with the annual change of the variables in the 
main regressions as the dependent variables. 

The results without the use of lags and instruments in Table D1 are, with few 
exceptions, in line with those from the main specification. The differences that 
do occur do not change the overall conclusion; incubation neither improves a 
firm’s performance nor helps it grow. The results for Employees and Assets are 
still insignificant. The effect of incubation on ROA is still negative and 
significant for the period spent in the BI, but insignificant once the firm leaves, 
even though the coefficients are slightly smaller than before. However, the p-
value of the F-test for the ROA regression is no longer significant, which 
indicates a poor fit for this regression and casts some doubts on the significant 
result. The regression using Turnover as the dependent variable now shows no 
significant relationship between incubation and Turnover: the effect, while 
located in the BI, is now one tenth its size in the main specification and the 
effect after leaving is even positive, although insignificant. 

The results using the sample including extreme values in Table D2 show no 
qualitative changes from the main specification for the three nonreturns 
regressions. However, the results for ROA changes from the main specifications. 
First, all coefficients and the Wald test are now insignificant, indicating a much 
worse fit than in the original regression. The DURING coefficient in the ROA 

                                                      
56 For comparability, the sample is the same as in the main specification. 
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regression is two orders of magnitude larger than before, but insignificant. 
Meanwhile, the AFTER coefficient switches signs to become positive, but is still 
insignificant. These differences, compared to the main specification, 
demonstrate that outliers indeed seem to skew the results for the returns 
variable, but not for the remaining variables. Considering the small average size 
of the firms, the presence of outliers in this variable is not surprising: even a 
modest profit in absolute value could be large in relation to a start-up’s assets, 
inflating the results. 

Table D3 presents the results from a matched sample. The matching is based on 
CEM which reduces bias further than the otherwise popular propensity score 
matching in Monte Carlo simulations (Iacus et al., 2011). CEM matches 
unincubated firms to incubated firms by creating coarsened versions of the 
matching variables (i.e., groups similar values) and then performs an exact match 
on these new versions. The match uses the start year, the initial municipality, 
the two-digit industry of the firm, and the number of its founders who had a 
university connection. After matching, the number of firms decreased to 290 
but the number of incubated firms remained the same as all incubated firms find 
matches.57 The results using this sample are similar to the main results, but with 
slightly smaller coefficients for BI variables in some regressions. The only 
coefficient to switch sign compared to the main regressions is the coefficient for 
AFTER in the ROA regressions. However, this coefficient is insignificant in both 
cases. Overall, this indicates that the original sample indeed does contain firms 
that are very similar to each other. 

Last, Table D4 shows the result using the annual change of the outcome 
variables as the dependent variable.58 As in the main regressions, at least three 
observations are required to instrument the lagged dependent variable properly. 
As two observations are required to measure change, this limits the sample to 
those firms with at least four observations. This leads to a significant reduction 
in sample size. In these regressions, none of the BI variables has a significant 
impact on either of these variables. Thus, BIs does not appear to benefit 
incumbents through quicker growth. 

  

                                                      
57 Extreme values were removed before matching using the same method as before. Regressions use 

weights to balance the number of matched controls to each incubated firm. 
58 The change is measured as the difference from the previous year. 
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6. Discussion and implications 

BIs are an important part of the innovation support system in Sweden and in 
Malmö–Lund. As firms struggle to scale, BIs try to provide their incumbent 
firms with the assistance required to help the firms develop more quickly than 
they could have done outside of the incubator. However, the results presented 
here show that the two incubators in southern Sweden studied here do not have 
this effect, at least not in the industry and period studied. The incubators in 
Malmö–Lund do not significantly increase returns, employment, assets, or sales. 
In fact, incubated firms even seem to sell less than unincubated ones, at least for 
the period spent inside the incubator. Likewise, incubated firms seem to make, if 
anything, smaller returns, at least while still located in the BI. These results are 
even more worrisome, considering that incubators selected their incumbents 
partly due to their perceived ability to scale. This means that the real effect of 
incubation could be even more negative than what the results show here. 

These results are in line with what local entrepreneurs with experience from 
incubation expressed during the interviews. One entrepreneur expressed that the 
services provided did not generate any value to the firm and stated: “The choice 
[to enter the BI] was only due to us needing somewhere to sit, we needed an 
office.” Another entrepreneur, although appreciative of the “buzz around the 
office” (i.e., being among several other start-ups instead of sitting isolated), also 
said that the BI had nothing decisive to offer them. 

Modern BIs like Ideon Innovation and Minc Incubator are part of the “third 
generation” of incubators, focusing on increasing incumbent firms’ networks by 
clustering start-ups close to each other and by connecting them with experienced 
actors and financiers in the region (Bruneel et al., 2012). However, clustering 
firms in a BI does not automatically lead to firms forming a network (Bøllingtoft 
& Ulhøi, 2005). Incumbent firms themselves often downplay the importance of 
clustering and networking in BIs, as the firms are too different to get any benefit 
from each other’s presence (Chan & Lau, 2005). An additional problem of 
incubation is that the assistance offered to incumbents could act as “life-
support,” simply postponing the death of a firm that will never survive on its 
own (Phan et al., 2005). 

The local context could also partly explain the lack of positive results found in 
the Malmö–Lund region compared to results in Italy, the UK, and the United 
States. For economic policy to be successful, it must take local informal 
institutions into consideration (Eggertsson, 1997). Not the least cross-country 
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cultural differences could be important. Culture affects the propensity to 
become entrepreneurs and how entrepreneurs act (Steensma et al., 2000; 
Hayton, George & Zahra, 2002; Hofstede et al., 2004; Stephan & Uhlaner, 
2010; Hopp & Stephan, 2012), and thus, plausibly, which assistance they 
require. For instance, on the Hofstede cultural scale, Sweden stands out as an 
extremely feminine culture focused on quality of life, work–life balance, and 
caring for the weak (Hofstede, 2001). This has a clear effect on how Swedish 
entrepreneurs act; one of the interviewed entrepreneurs complained about the 
companies at Ideon Science Park (where Ideon Innovation is located): “There is 
no interaction between the firms; everyone goes home at five pm.” In such a 
culture, it could be hard for incubators to forge new contacts between 
entrepreneurs; this and other culturally driven differences in entrepreneur 
behavior could be one explanation for the differences in results. Cultural 
differences exist also in countries (García-Cabrera & García-Soto, 2009), even in 
a small country like Sweden (Davidsson, 1995; M. Andersson, 2015). Regional 
cultural differences could be part of the explanation for the more positive results 
for assets and employment in Västra Götaland (Västra Götaland County, 2011) 
compared with results from Malmö–Lund. 

An additional reason for the inefficiency of the incubators in Malmö–Lund 
could be the other public innovation-support organizations present in the 
region. The regional innovation-support system offers several other venues 
outside of the BI through which a start-up could contact investors and other 
more experienced firms (Karlsson et al., 2015), potentially making the BI’s 
assistance superfluous. The lack of support among local entrepreneurs is also 
likely to have a negative impact on the effect of incubation. The improved 
legitimacy potentially offered to BI incumbents and access to the network of 
local actors are clearly contingent on the attitudes of local entrepreneurs toward 
BIs and the innovation-support system as a whole. If local entrepreneurs 
consider entrepreneurship support to be an integrated part of the entrepreneurial 
community, they are presumably more likely to co-operate with the BI and their 
incumbents than if they do not. The interviewed entrepreneurs in Malmö–Lund 
were generally unsupportive of the government-sponsored support system: “I 
find it horrible that it exists,” said one Malmö-based entrepreneur about the 
entire innovation support system, “that it’s allowed to function the way it does.” 
Another entrepreneur was as skeptical of the entire innovation-support system 
stating, “They have no […] idea whatsoever.” With such attitudes among local 
entrepreneurs, it will be hard for BIs and their firms to create beneficial 
networks. The relationship between BIs and surrounding firms requires further 
research; policymakers need to understand the attitudes of local entrepreneurs to 
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be able to create a closer match between the services offered to entrepreneurs 
and the services actually demanded. 

Some limitations apply to these results. As discussed in this section, the regional 
context of start-ups and innovation-support systems are important and the 
results presented here are not necessarily representative of other regions, inside 
or outside of Sweden. Thus, further research should study the effects of BIs in 
more regions and more countries, to tease out how the regional context and 
culture affects the success of BIs. Furthermore, the long-term effects of 
incubation and the dynamics of the same require more research. The dataset 
here covers, on average, five observations per firm, and such a study would 
require an annual dataset covering a longer period. It would also be interesting 
to investigate the combined effect of the total public innovation-support system, 
including BIs, investor organizations, and the other business support offered. 

Although returns, sales, assets, and employment are all important indicators of 
firm size and performance, an incubator could benefit local businesses in other 
ways. The lessons learned and contacts made while in an incubator could benefit 
entrepreneurs in future ventures, even if the current one is not successful. A BI 
could also act as a signal from the local and central government that 
entrepreneurs are welcome and appreciated, which could increase the number of 
people who decide to take the risk of starting a firm. Such long-run and 
dynamic effects require more research, as they could create benefits for the local 
economy without benefiting the incubated firms themselves. 
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Appendix A Interviews  

Table A1. Interviews. 

Interview 
number Date Location Description at the time of interview 

1 3 March 2014 Lund Manager of Ideon Innovation. 

2 27 March 2014 Malmö Manager of Minc Incubator. 

3 13 June 2014 Malmö CEO, founder 

4 16 June 2014 Malmö CEO, founder, angel investor 

5 16 June 2014 Malmö CEO, co-founder 

6 17 June 2014 Malmö CEO, founder 

7 8 September 2014 Malmö 
Former chairman of the municipal 
board 

8 7 October 2014 Lund Lead scientist, co-founder 

9 7 October 2014 Lund Founder 

10 14 October 2014 Malmö CEO, co-founder 

11 14 October 2014 Malmö Vice president for sales, co-founder 
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Appendix B ICT industries.  

Table B1. SNI industry codes included in the ICT industry. 

SNI Code Description 

1992 72201 Computer consultancy activities 
  72202 Computer programming activities 
2002 52617 Non-specialized retail sale via internet 
  52618 Retail sale of books, media goods and computer equipment via internet 
  52619 Other retail sale via internet  
  64201 Network operation 
  72210 Publishing software 
  72220 Other software consultancy and supply 
  72300 Data processing 
  72400 Data base activities 
  72600 Other computer related activities 
2007 47911 Non-specialized retail sale via mail order houses or via Internet 
  47912 Retail sale of clothing via mail order houses or via Internet 
  47913 Retail sale of books and other media goods via mail order houses or via 

Internet 
  47914 Retail sale of computers and other electronic equipment via mail order  

houses or via Internet 
  47915 Retail sale of sports and leisure goods via mail order houses or via 

Internet 
  47916 Retail sale of household goods via mail order houses or via Internet 
  47917 Internet retail auctions 
  47919 Other retail sale via mail order houses or via Internet 
  58210 Publishing of computer games 
  58290 Other software publishing 
  61900 Other telecommunications activities 
  62010 Computer programming activities 
  62020 Computer consultancy activities 
  62030 Computer facilities management activities 
  62090 Other information technology and computer service activities 
  63110 Data processing, hosting and related activities 
  63120 Web portals 
  63990 Other information service activities n.e.c. 
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Appendix C Further correlations 

Table C1. Correlations between the dependent variable and controls.  

1 2 3 4 5 6 7 

1. ROA 1       

2. Turnover 0.03 1      

3. Employees 0.02 0.57* 1     

4. Assets 0.00 0.06* 0.14* 1    

5. Company age 0.02 0.08* 0.14* 0.08* 1   

6. University 
employee -0.08* -0.03 0.01 0.05* 0.01 1  

7. Board age -0.04 -0.03 -0.01 0.06* 0.18* 0.05* 1 

* indicates significance at 5% 
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Appendix D Robustness checks 

Table D1. Fixed effects regressions 

 ROA Employees Assets Turnover 

DURING -24.79* -0.276 0.703 -0.180 

 (11.76) (0.437) (0.387) (0.470) 

AFTER -7.660 1.089 0.680 0.616 

 (16.55) (0.800) (0.428) (0.548) 

Employees 0.196  0.031** 0.195*** 

 (0.405)  (0.012) (0.037) 

Company age -1.325 0.136 -0.010 -0.022 

 (1.895) (0.114) (0.043) (0.038) 

University  
employee 

-12.09 0.156 0.204 -0.033 

(15.675) (0.292) (0.214) (0.413) 

Board age 0.755 0.019 -0.004 -0.007 

 (0.644) (0.025) (0.021) (0.015) 

Malmö -16.55* 0.564 -0.068 -0.227 

 (6.606) (0.296) (0.233) (0.211) 

Other -10.09 -0.019 -0.247 -0.318 

 (6.587) (0.263) (0.207) (0.215) 

Constant -12.94 -0.217 4.641*** 6.347*** 

 (27.70) (1.143) (0.872) (0.642) 

     

Year FEs Y Y Y Y 

Firm FEs Y Y Y Y 

Log dummy   Y Y 

Observations 1,497 1,559 1,563 1,568 

Firms 397 422 421 422 

F 0.289 0.000 0.000 0.000 

Standard errors clustered at firm level in parentheses. The log dummy is a dummy coded 1 for 
those observations where the underlying dependent variable is zero, and 0 otherwise. The tables 
present p-values for the overall F-test. * indicates 5% significance, ** 1% and *** 0.1%.  

  



 

133 

Table D2. Including extreme values  

 ROA Employees Assets Turnover 

DURING -1,319.8 1.095 0.651 -1.738** 

 (1,061.3) (0.963) (0.447) (0.562) 

AFTER -163.7 0.954 0.165 -0.312 

 (257.2) (0.656) (0.515) (0.275) 

Lagged dependent 
variable 

-0.095 0.765*** 0.463*** 0.249*** 

(0.088) (0.116) (0.066) (0.045) 

Employees 4.146  0.040*** 0.163*** 

 (4.583)  (0.010) (0.039) 

Company age 10.26 0.042 -0.092** 0.020 

 (7.445) (0.045) (0.032) (0.029) 

University  
employee 

-42.89 -0.012 0.128 0.040 

(65.73) (0.124) (0.130) (0.127) 

Board age -6.374 0.001 0.008 0.001 

 (7.108) (0.006) (0.005) (0.005) 

Malmö -81.68 -0.044 0.121 -0.066 

 (62.98) (0.131) (0.098) (0.101) 

Other -48.83 -0.208 -0.009 -0.127 

 (50.06) (0.153) (0.138) (0.136) 

Constant 306.6 0.230 2.645*** 4.403*** 

 (336.0) (0.283) (0.422) (0.367) 

     

Year FEs Y Y Y Y 

Firm FEs Y Y Y Y 

Log dummies   Y Y 

Hansen’s J-test  0.971 0.580 0.220 0.607 

AR1  0.066 0.119 0.000 0.000 

AR2  0.091 0.315 0.027 0.045 

Wald 0.602 0.000 0.000 0.000 

Firms: 429, observations 1,600. Robust standard errors in parentheses. The log dummy is a 
dummy coded 1 for those observations where the underlying dependent variable is zero, and 0 
otherwise. The tables present p-values for the overall Hansen’s J-test, Arellano-Bond tests for 
autocorrelation, and Wald tests. * indicates 5% significance, ** 1% and *** 0.1%. 
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Table D3. Matched sample  

 

  

 ROA Employees Assets Turnover 

DURING -34.17 0.152 0.753 -1.375** 
 (30.52) (0.619) (0.498) (0.502) 
AFTER 1.135 0.401 -0.014 -0.482 
 (12.10) (0.717) (0.687) (0.303) 
Lagged dependent 
variable 

0.133 0.938*** 0.288** 0.156** 
(0.124) (0.087) (0.094) (0.048) 

Employees 1.380  0.086* 0.298*** 
 (1.242)  (0.038) (0.039) 
Company age -1.270 -0.009 -0.083 0.020 
 (1.796) (0.035) (0.045) (0.034) 
University  
employee 

-4.812 0.134 0.323 0.001 
(8.708) (0.106) (0.189) (0.131) 

Board age -0.029 0.004 -0.010 0.007 
 (0.513) (0.007) (0.008) (0.008) 
Malmö -9.323 -0.267** 0.197 -0.239* 
 (8.901) (0.091) (0.136) (0.122) 
Other -9.071 0.034 0.058 -0.192 
 (9.863) (0.153) (0.176) (0.208) 
Constant 12.542 0.011 3.690*** 4.980*** 
 (25.747) (0.335) (0.462) (0.364) 
     

Year FEs Y Y Y Y 
Firm FEs Y Y Y Y 
Log dummies   Y Y 
Observations 946 804 966 967 
Firms 274 241 284 284 
Hansen’s J-test 0.747 0.815 0.363 0.225 
AR1 0.108 0.001 0.003 0.004 
AR2 0.156 0.504 0.331 0.121 
Wald 0.000 0.000 0.000 0.000 

Robust standard errors in parentheses. The log dummy is a dummy coded 1 for those 
observations where the underlying dependent variable is zero, and 0 otherwise. The tables 
present p-values for the overall Hansen’s J-test, Arellano-Bond tests for autocorrelation, and 
Wald tests. * indicates 5% significance, ** 1% and *** 0.1%. 



 

135 

Table D4. Change in variables  

 

 ROA Employees Assets Turnover 

DURING -1.157 -0.105 0.360 0.391 
 (26.69) (0.561) (0.594) (0.475) 
AFTER 6.374 0.341 0.081 -0.259 
 (11.12) (0.597) (0.155) (0.542) 
Lagged dependent 
variable 

-0.216** 0.157* 0.039 -0.011 
(0.067) (0.066) (0.045) (0.046) 

Employees 0.031  0.044*** 0.097*** 
 (0.226)  (0.007) (0.018) 
Company age 1.308 0.003 -0.043 -0.103* 
 (0.982) (0.024) (0.036) (0.049) 
University  
employee 

-0.244 0.041 0.180 0.151 
(3.290) (0.084) (0.125) (0.124) 

Board age 0.495* 0.002 -0.008 -0.006 
 (0.220) (0.003) (0.006) (0.009) 
Malmö 0.804 -0.146 0.058 -0.118 
 (3.276) (0.096) (0.111) (0.161) 
Other 5.459 -0.076 -0.166 0.227 
 (5.303) (0.120) (0.199) (0.275) 
Constant -36.149* -0.010 -0.036 -0.224 
 (15.650) (0.200) (0.351) (0.772) 
     

Year FEs Y Y Y Y 
Firm FEs Y Y Y Y 
Log dummies   Y Y 
Observations 976 986 974 989 
Firms 272 275 271 275 
Hansen’s J-test 0.666 0.782 0.759 0.992 
AR1 0.000 0.000 0.000 0.000 
AR2 0.905 0.472 0.0180 0.890 
Wald 0.190 0.005 0.000 0.000 

Robust standard errors in parentheses. The log dummy is a dummy coded 1 for those 
observations where the underlying dependent variable is zero, and 0 otherwise.  The tables 
present p-values for the overall Hansen’s J-test, Arellano-Bond tests for autocorrelation, and 
Wald tests. *Significant at 5% ** significant at 1% *** significant at 0.1%. 
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