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Abstract
Sepsis is one of the leading causes of mortality and morbidity in the world, and is an overreaction by the immune system due to pathogen invasion of the bloodstream. The interactions, particularly the protein interactions, between the host and pathogen are fundamental for the outcome of the disease. However, some of the protein interactions are unknown and those that are known have been studied as single entities. This thesis focuses on expanding the knowledge of these interactions. In addition, the thesis emphasises the analysis of every interaction at the same time. The identification and quantification of the whole network of interactions is central to determine the impact of single proteins, since the interactions can be co-dependent. The proteins of the human immune system are of particular interest since the pathogens have to avoid the immune system in order to survive in the host. Using state of the art techniques, the human plasma interaction proteome for several pathogens were determined and several novel interactions were discovered. For the gram-positive bacterium *Streptococcus pyogenes*, the interaction proteome was determined with higher accuracy than ever before. In conclusion, when focusing on the whole interaction pattern the specific details can be explained. The wider understanding of the field of host-pathogen interactions that is established with this thesis aids in future development of diagnostics and therapeutics in pathogen related diseases.
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Aim

*Expand the knowledge of host-pathogen interactions to improve the understanding of the development of sepsis, which will be accomplished via state of the art techniques. This wider understanding for the field of host-pathogen interactions will in turn support the development of hypotheses for diagnostics and therapeutics in pathogen related diseases.*

In the following chapters, I will provide the background information required to understand the aim of this thesis, and in detail explain how and why I have performed my research. The chapters are designed to provide a basic understanding of the **Original papers** and to add them into context.
Chapter 1 – Introduction to proteomics

Most actions in the cells of all life are carried out by protein molecules. The number of different protein molecules in a cell can differ from a few hundred in prokaryotes [1] to a few ten thousands in eukaryotes [2]. In body fluids, protein concentration can vary up to ten billion times [3]. In addition, protein modifications after translation (post-translational modification, PTM) diversify the functional proteins to an even larger number [4, 5]. The PTM can change the function of a protein, for example turn an enzyme active or inactive. All proteins within a limited subset (see examples below) are termed a proteome [6], and have a high analytical complexity, due to the variation in concentration and the number of different proteins. Examples of subsets are the proteins within a species, a strain or as the case for this thesis, the proteins that interacts with the surface of a specific species. The term proteomics was first established by Peter James in 1997 [7], which refers to the study of proteomes and the term comes from genomics (the study of genomes, DNA) and transcriptomics (the study of transcriptomes, RNA).

There are many methods to measure a proteome, and the technical development since the introduction of proteomics has been tremendous [6, 8-10]. Some of the techniques available are two-dimensional gel electrophoresis (2-DE), antibody based capture of proteins and mass spectrometry (MS) [11-13]. 2-DE is based on separating proteins depending on two different inherent properties, most commonly molecular weight and isoelectric point. This method was mainly used in the beginning of the proteomics field and other techniques have passed in popularity due to the low resolution [13, 14]. Antibody based capture relies on
antibodies (immunoglobulins) that binds proteins of interest, and there are several approaches to obtain a readout if the antigen is bound or not [11], for example via detection with florescent light. The specific nature of the capture and the immunoglobulin variability allows multiplexing in a proteomics fashion [11]. However, for each targeted antigen, a unique immunoglobulin has to be identified and there are concerns that some of the commercially available immunoglobulins may be unspecific [15-17]. MS is the main focus of this thesis and there are several different techniques used within MS, which are covered in Chapter 2. In Paper IV, a combination of immunoglobulin based capture and MS techniques were used.

**Bottom-up vs. top-down**

The two major fields within MS based proteomics are top-down and bottom-up, where intact proteins or digested proteins (peptides) are measured, respectively [18, 19]. When analysing proteins it may seem straightforward to measure intact proteins. However, mass analysers are generally better at measuring molecules that are smaller than intact proteins. Hence, bottom-up proteomics covers most of the MS based proteomics [19, 20]. The most common approach to cleave proteins are to use the enzyme trypsin [21], which is a very specific enzyme that generates peptides of a suitable length and easily ionized peptides. However, there are several issues related to bottom-up proteomics, the main two are; mapping the peptides back to the protein, they may match multiple proteins; and the loss of information of PTMs in the proteins [22, 23]. There is an in-between field referred to as middle-down proteomics [23], which attempts to capture the benefits of both top-down and bottom-up. Middle-down utilise limited digestion that generates longer peptides than that of a bottom-up digestion, but not of sufficient length to cause problems in the mass analysers.
In the **Original papers** of this thesis bottom-up proteomics and trypsin cleaved proteins has been used exclusively.

**Mass spectrometry**

A mass spectrometer is an instrument that can separate ions based on their mass to charge ratio (m/z). The mass spectrometer consists of three major parts, an ionisation source, a mass analyser and a detector [12].

**Ionisation source**

The most basic components of a mass analyser are electromagnets; hence, the requirement of producing ions since a magnetic field only can manipulate particles that are charged. In addition, the mass analysers can only analyse molecules that are in gas phase. When ionising proteins and peptides there is a demand for “soft ionisation techniques” to avoid breaking the macromolecules apart. Development of the soft ionisation techniques matrix-assisted laser desorption/ionisation (MALDI) and electrospray ionisation (ESI) was awarded the Nobel Prize in Chemistry in 2002. In MALDI, the sample is adsorbed to a matrix, then pulsed by a laser that causes the molecules of the sample to acquire protons from the matrix, which makes them charged [24, 25]. MALDI mainly produces singly (positively) charged ions, but by changing the matrix or the power of the laser, the charge of the molecules can be adapted to suit the scientific question [26]. In addition, the heat produced when the laser hits the matrix generates molecules in gas phase [24]. In ESI, the sample is first ionised by applying high voltage to a liquid [27, 28] and mall droplets are obtained with a sharp tip at an emission point of the liquid. These small droplets contain many molecules and by the use of vacuum and temperature, the droplet evaporates until a certain point (the Rayleigh limit) [29]. When the Rayleigh limit is reached, the droplet breaks apart into separate units due to the repulsion forces of the charged
particles [27, 29]. ESI has the benefit of being used with a continuous flow, which is an essential part of bottom-up proteomics and is the only ionisation method used in any of the Original papers.

Mass analysers

There are many different methods to achieve m/z separation and each with its own advantages and disadvantages, but all relies on magnetic fields to manipulate the flight path of the ions. In Figure 1, a schematic overview of the main type of mass analysers is seen. Quadrupoles (Q, Figure 1A) consist of four metal rods (the poles) and an electromagnetic wave is applied between the opposing poles. This triggers the quadrupole to function as an m/z filter, where only the selected m/z ranges can pass through [12]. The frequency of the electromagnetic wave can be changed to alter the range of analysed ions [30]. Quadrupoles was used in all the Original papers. Linear ion traps (LIT, Figure 1B) are similar to the quadrupoles with additional capabilities of longitudinal trapping of ions and possibility of gradual ejection through lateral slits to the detector [31]. Time-of-flight (TOF, Figure 1C) mass analyser depends on ions being accelerated in an electron field where the velocity depends on the m/z of the ion [32, 33]. Fourier transform ion cyclotron resonance (FTICR, Figure 1D) is the most advanced type of mass analyser [34]. In FTICR, the ions enter a

Figure 1. The five most common mass analysers. The red, green and blue arrow represent three different ions (different m/z) and their behaviour in the different mass analysers. The grey area represents the electromagnets that alters the flight path of the ions in the mass analyser. The mass analysers visualised in the figure: A) Quadrupole (Q), B) Linear ion trap (LIT), C) Time of flight (TOF), D) Fourier transform ion cyclotron resonance (FTICR) and E) Orbitrap.
magnetic field and based on the ions movement in the magnetic field the m/z are determined [35]. FTICR is similar to a particle accelerator and requires a superconducting magnet, which is cooled by liquid helium [34] and is the most expensive of the mass analysers [34]. In an orbital trap (Orbitrap, Figure 1E), a voltage ramp is applied to a barrel like structure, which causes the ions to rotate around and to oscillate back and forth the barrel. The speed of the oscillations depends on the m/z of the ion [36, 37]. An Orbitrap was used in Paper I and III.

Detector
The detector is the MS part that detects and counts the ions. There are two different types of detectors. The first is an electron multiplier that counts number of the ions hitting the detectors, which initiate an electron cascade to generate a detectable current. Hence, an electron multiplier depends on the mass analysers to separate the ions prior to collision with the detector [33]. The second type of detectors is used in FTICR and Orbitrap mass analysers. In this case, the ions pass near a detection plate, which records the oscillations. Hence, the ions are not hitting the detector and multiple ions can be detected simultaneously. The oscillations that are recorded are translated to m/z via inverted Fourier transform [38].

Mass spectrometry based proteomics
The selection of mass analysers depends on the objective of the analysis and come with inherent strengths and weaknesses. The main properties are speed and precision (resolution). If the resolution is sufficient, the m/z accuracy is sufficient to differentiate the natural isotopes of the elements present in all molecules. These isotopes always have \([m + 1], [m + 2], \ldots, [m + n]\), and
the charge determination is possible if the isotopes are differentiated. Hence, mass
determination of the peptide is possible.

**Tandem MS**

The selection of a mass analyser becomes even more complicated when the analysers are combined in tandem MS. Information of the mass of a peptide is insufficient to distinguish the peptides in most proteome sample. This demands a gathering of more information, which is solved by the addition of a fragmentation cell and another (sometimes more than one) mass analyser [12, 39]. Examples of combinations are, triple quadrupoles (Q-q-Q, **Figure 2A**), Q-Orbitrap (**Figure 2B**), Q-TOF, Q-LIT-Orbitrap. The peptides are in general first measured as peptides without fragmentation. In the next step, the peptides are selected one by one then fragmented and measured. There are some variations of the setups and a few of them is described in detail in **Chapter 2**.

---

**Figure 2.** Two versions of tandem MS where multiple mass analysers are combined to measure the peptide fragments. **A)** A triple quadrupole (Q-q-Q) mass spectrometer, two quadrupoles act as mass filters. The first (Q1), filters for peptide (precursor) and the second (Q3) filters for the fragment. The third quadrupole (the second one sequentially, q2) functions as the fragmentation cell, in where the ions are fragmented using a collision gas. **B)** A Q-Orbitrap, first measures the mass of all the ions entering (MS1) then a single precursor is selected in the Q and all the fragments are measured (MS2). The peptides are fragmented by a higher-energy collisional dissociation (HCD) cell.
Peptide Fragmentation

Introduction of a step where the peptides are fragmented provides for instance the possibility to differentiate between peptides with the same precursor m/z but with different amino acid sequences. Peptides are more likely to fragment in places with a high degree of rotational freedom, which is along the backbone of the peptide (Figure 3) [39-43]. A peptide can break in three positions (Figure 3A) per amino acid along the backbone. The N-terminal pieces are termed a-, b- and c-ion and are denoted by the number of amino acids in that sequence (Figure 3B) [43]. The C-terminal pieces are in the same manner termed z-, y- and x-ion (Figure 3A) [43]. There are two major methods to achieve peptide fragmentation, by addition of electrons or colliding with a gas. In electron-capture dissociation (ECD) and electron-transfer dissociation (ETD), electrons are transferred by bombarding the peptide with electrons or with negatively charged radicals, respectively [44, 45]. This method has a tendency to generate mostly c- and z-ions (Figure 3A) [46, 47]. ETD and ECD fragmentation is typically more suited for longer peptides than the peptides normally provided by trypsin and is henceforth mostly used in top-down, middle-down and PTM analysis applications [45, 48]. In collision-induced dissociation (CID) and higher-energy collisional dissociation (HCD), the peptides collide with an inert gas to produce fragmentation, which generates mostly b- and y-ions (Figure 3B) [46]. In principle, the type of inert gas

![Figure 3](image.png)

**Figure 3.** Peptide fragmentation in tandem MS. A) The peptide is fragmented along the backbone of the peptide. The names of the N-terminal fragments are a-, b-, c-ions and the corresponding C-terminal fragments are named z-, y-, x-ions. The fragments are denoted of the length of the fragment in number of amino acid side chains (R). B) Shows an example of a peptide with all potential fragments if only b/y-ions occurs. Figure is adapted from Marcotte, 2007.
(size of the gas molecules), the pressure (number of gas molecules) or the energy (speed of the gas molecules) can be altered to change the number of collisions, which will change the amount and the size of fragments [49, 50]. The optimal settings for fragmentation are different for every peptide and can be estimated relatively well [51, 52]. However, if a set of peptides is measured often, optimising the fragmentation can be worthwhile. If multiple peptides are fragmented at the same time, a setting that fits most peptides is used. There is normally no demand for optimal fragmentation, only sufficient fragmentation for detection [53-55]. Exceptionally, during the application of de novo peptide sequencing other rules applies (see under, data analysis, Chapter 2). CID and HCD was the fragmentation methods used in the Original papers.

Separation
Tandem MS and peptide fragmentation is very good at detecting peptides but the technique is not fast nor sensitive for adequate detection of all peptides in a proteome sample derived from cells, tissues or body fluids. Therefore, the sample is simplified (separated) with different methods before being injected into the mass spectrometer [40]. Either the sample is separated prior to MS analysis (off-line separation) or a separation method is coupled directly to the mass spectrometer (on-line separation). There are many methods to separate peptides based on other properties than mass. Some examples are, molecular weight of the protein using SDS-PAGE (off-line) [9, 56] and isoelectric focusing of peptides (off-line) [57]. Generally, reverse phase (RP) liquid chromatography (LC) is used with bottom-up proteomics [40]. In RP-LC, the peptides are loaded to a hydrophobic matrix (column) and a gradient of hydrophobic solvent (for example isopropanol or acetonitrile) is gradually added to the column, eluting peptides depending on their hydrophobicity [58]. The gradient time can be varied depending on the separation required for the scientific
question, for example in Paper II the gradient was 30 minutes and increased from 5% acetonitrile to 30% acetonitrile. RP-LC is still not sufficient to cover every single peptide of a proteome [59-61], but it is the most time and cost effective method. For example, in one hour gradient 90% of the yeast proteome (approximately 4500 expressed proteins) can be detected [10]. If extreme coverage is required, additional methods of separation (preferably orthogonal to hydrophobicity) are added to the sample preparation procedure. For example, the proteome of a human cell line (12000 expressed proteins) was determined to 90% using mass spectrometry, but required additional off-line separation and required in total 288 hours to analyse with MS [62]. However, only on-line coupled RP-LC was used in the Original papers. In Paper I, one additional (off-line) separation method was used to increase the coverage.

**Conclusion**

In this chapter, I have introduced the technique used in the Original papers, which is the base of this thesis. In the next chapter, I will expand further around the concepts of MS based proteomics and its application to biology.
This thesis is focused on the selected subset of host-pathogen interactions, with the overall goal to map out the interactions between human blood plasma and pathogen surfaces (see Chapter 3). However, only identifying the interacting proteins are not sufficient. In addition, the frequency of the interaction is required.

**Quantification**

The knowledge whether a protein is present in a sample is relevant, however, the amount of that protein is more relevant. There are numerous approaches to perform quantification in bottom-up MS and several parameters should be considered [63]. Some of the important parameters are the number of samples in the study, the numbers of peptides that are monitored, the accuracy of the quantification and the cost, which all depends on the scientific question. In addition, the MS instrumentation available and the possible settings of those instruments are of great importance [9, 63-65], and are covered later in this chapter. The optimal MS approach depends on the scientific question and the most important is to select a method that answers the scientific question, with as little exertion as possible.

Proteins in a sample that are quantified in relation to the same protein in other samples is known as relative quantification [66, 67], and quantification of a protein independent of other samples is known as absolute quantification [66, 67]. Quantification of peptides without addition of internal standards is termed label-free quantification (Figure 4A) [68]. This method has several advantages.
For example, no additional processing steps are introduced in the sample preparation procedure and it is possible to do label-free quantification for any samples [67-70]. However, label-free quantification is less accurate compared to labelled quantification [70] and label-free quantification is associated with higher sample-to-sample variations in the mass spectrometer partially explained by a phenomena termed ion suppression [71]. Ion suppression occurs in ESI where the formation or evaporation of the small droplets are not ideal, possibly explained by the peptides eluting at the specific time point are less volatile [71]. Hence, the amount of peptides that are in gas phase and can enter the instrument is lower than the total amount of peptides [71]. The quality of the label free quantification is dependent on the mass spectrometry setup and the software used for data analysis (see under data analysis, later in the chapter) [63].

**Labelling**

To help quantification accuracy and the issues mentioned above, it is possible to use labelled peptides. In principle, a mass shift (label) is introduced to differentiate between peptide analogues from different samples (Figure 4B) [70]. The analysed samples are pooled prior to injection to the mass spectrometer [70], reducing the technical variation between samples. There are two different approaches to labelling peptides, externally (Figure 4C) or internally (Figure 4D). In external labels, the peptides react with a reagent that adds a tag on the peptide. Two examples of external labels are isobaric tags for relative and absolute quantitation (iTRAQ) [72] and tandem mass tag (TMT) [73]. Multiple tags are available and there is a possibility to pool many samples. Internal labelling utilises uncommon isotopes of carbon (or nitrogen) in the amino acids [74, 75]. Most commonly in lysine and arginine, which are always present in peptides from tryptic digests [74, 75]. In Stable Isotope Labelling by Amino acids in Cell culture
(SILAC) the sample is grown in a medium containing heavy labelled arginine and lysine [74]. This means that the samples are prepared the same and the relative quantification is high [74]. However, there are some limitations to this method, like the demand of growing the sample in a culture, which is not always possible. In addition, SILAC and external labels modifies all peptides and therefore creating a more complex sample due to the sample pooling. External labels and SILAC are not used in any of the Original papers.

Another internally labelled method is spike-in labelled peptides. In this method, the peptides are added to the sample just prior to analysis by MS [69, 75]. Hence, spike-in peptides only quantify what is injected into the mass spectrometer and the method does not cover the deviation in sample preparation procedure [70]. The purity and the concentration accuracy of the labelled spike-in peptides are adapted depending on the analytical accuracy required to answer the scientific question. However, the cost is greater the higher the demanded concentration.
accuracy of the peptides is and the number of peptides in the study might have to be reduced depending on the demanded accuracy. In Paper II, around 70 peptides were absolutely quantified with high analytical accuracy. The quantification methods used in the Original papers were in Paper III label-free exclusively, in Paper II spike-in exclusively, and in Paper I and IV label-free and spike-in. The quantification method should be selected to answer the specific scientific question and there is not always a demand for the highest analytical accuracy, which result in label-free quantification producing sufficiently accurate results in most cases [76]. The accuracy of the quantification is also dependent of the choice of mass spectrometer, and the settings of the instrument.

**Mass spectrometer setup**

There are two main MS techniques available for performing an analysis of peptides, which relies on different instrumentation. The two techniques are targeted and non-targeted [63]. In the targeted method, the ions that are monitored are selected prior to analysis [63, 77]. In non-targeted methods, the instrument is set to monitor as many ions entering the instrument as possible for identification of the ions [37, 63]. Hence, a targeted approach often prerequisite a non-targeted approach. I will go through in detail the three methods (Figure 5) used in the Original papers.

**Data dependent acquisition**

The first MS method, data dependent acquisition (DDA, Figure 5A) is a non-targeted MS method, and one of the most commonly used techniques to identify the peptides present in the sample [63, 78]. The method predominantly utilises Q-Orbitrap and Q-TOF mass analysers [76], due to their high mass accuracy and scan speed. The data dependency originates from the automatic picking of peptides from survey scans based on pre-set selection criteria [68]. The
peptide ions are sequentially isolated by a quadrupole, fragmented in a collision cell and then a fragment spectrum is acquired, which is repeated for the whole period of the method. To avoid measuring the same ion repeatedly, its m/z is added to a list and ignored (dynamic exclusion) for a set time [68], which results in constant measurement of different ions. In general, the method first measures the peptides then automatically picks the most abundant peptides for fragmentation [79], in Paper III the 15 most abundant ions were picked in each cycle. Hence, the instrument might pick different peptides in each sample [68], which is a major issue for quantification. This method is mainly used for identification of the detectable peptides in the sample. Due to the dynamic exclusion, quantification in DDA is attained at peptide level (MS1), which is not as accurate as some other MS methods (see, data analysis) that quantify at fragment level (MS2) [65, 70]. In DDA, it is possible to identify up to 4000 proteins in a single run [10]. DDA was used for identifying host-pathogen interactions in Paper I and III.

**Selected reaction monitoring**

The second MS method, selected reaction monitoring (SRM, Figure 5B) is a targeted MS method used to quantify peptides in a sample. SRM is normally performed using a triple quadrupole, since, the dual filtering step of the instrument [63, 76, 77]. In SRM, a list of peptides and fragments (the combination is termed a transition) are selected before the measurement [77, 80, 81]. The peptides (precursors) are sequentially selected in the Q1, fragmented in q2 and then the fragment is selected in Q3. Normally four to five fragments are selected per peptide [81-83], and then the instrument selects the next peptide to measure. The fragments that are selected in SRM are mainly y-ions and some b-ions, due to the CID fragmentation in a triple quadrupole [46]. This method is sensitive, reproducible and accurate (MS2 quantification) [75, 77, 84]. In addition, absolute
quantification is possible when using SRM and the dynamic range is roughly two orders of magnitude larger than other MS methods [61, 66, 85]. However, there are some drawbacks, prior knowledge of the peptides and fragments is required before measurement and the number of peptides measured simultaneously is limited. In SRM, roughly 100 proteins can be monitored in a single run. SRM was used Paper I, II and IV for quantification and absolute quantification. The version of SRM that is run on a quadrupole-Orbitrap is termed parallel reaction monitoring (PRM), and measures all the generated fragments of the selected precursor. In PRM, only the precursor is selected, but with some trade-off in accuracy and dynamic range.

**Data independent acquisition**

The third MS method, data independent acquisition (DIA, Figure 5C) utilises aspects of both DDA and SRM. This method is a rather recent addition to the MS toolbox, and most commonly relies on a Q-Orbitrap or a Q-q-TOF [65, 86]. DIA is based on the fragmenting of multiple peptides simultaneously [65, 87-89], instead of one at a time as in DDA. In DIA, an m/z window size is
selected (normally 25 m/z) and all peptides within that mass window are fragmented [65, 86]. Then the instrument selects the next mass window, which is repeated (normally 32 windows) until the whole m/z range (normally 400 – 1200 m/z) is covered [65, 86]. DIA has the possibility to identify as many proteins as in DDA and the quantification accuracy is high due to MS2 quantification [65]. However, DIA requires a lot more computational power to deconvolute the spectra compared to other MS methods [89-92]. In addition, the deconvolution of spectra prerequisite knowledge of the peptide fragmentation and the retention time (assay), which information is normally obtained from DDA. This means that DIA requires a library of assays for data analysis [90-92]. One of the benefits with DIA in comparison to DDA is that all the detectible peptides are measured with the method, which results in a digitalised sample. [65, 86]. However, only peptides with an existing assay can be analysed, but it is possible to acquire new assays afterwards and reanalyse the data without repeating the sample measurement. DIA was used **Paper III** for proteome wide quantification. The data analysis is different depending on the MS method used and most advanced in DIA.

**Data analysis**

The data acquired in a mass spectrometer is mass spectra and several thousands are normally generated in a single experiment using one-hour gradient [9]. Hence, the annotation from mass spectra to peptide is performed computationally and there are numerous software available depending on the type of analysis.

**SRM**

In SRM, a set of transitions and intensities are measured over time [81]. The data from SRM is typically smaller than that of DDA and DIA and easier to analyse. Since the peptides are selected before SRM analysis, the only objective is
peptide quantification. The peptide quantification is accomplished by calculating the area under the curve for all the transitions matching to a single peptide [80]. There are several programs available to perform analysis of SRM data, such as Skyline [80], Anubis [82] and mProphet [93]. All SRM data in the Original papers were analysed by Skyline, due to the easy to use interface, and the manual correction and validation capabilities.

**DDA**

In DDA, the annotation of spectra to peptide is primarily performed by spectral matching to *in silico* generated (theoretical) spectra [39, 40, 53-55]. A theoretical spectra contains all potential fragments generated by the peptide fragmentation rules (Figure 3) [94]. It is possible to generate the theoretical spectra for any peptide, but since an entirely random approach generates too many spectra for searching ($20^n$, where $n$ is the length of the peptide), so the search space is reduced. Hence, the genome of the species analysed is used as a template [94] and since the development of genome sequencing has drastically been improved, the time and cost of sequencing [95] has been reduced drastically. This cost reduction results in the requirement of a genome no longer being especially problematic and spectral matching functions well. There are several software tools that performs this matching, such as Mascot [53], MaxQuant [96] and the Trans-Proteomic Pipeline (TPP) [97]. These software tools can also map the peptides to proteins (see, peptide to protein). The software used to process DDA data in the Original papers was TPP. The pipeline is composed of several tools, first spectral matching by X!Tandem [98] (and/or several other tools [97]), then PeptideProphet [99] for validation of the search engine results (see below, false discovery rate) and lastly the ProteinProphet [100] to map peptides to proteins. DDA is the best method for identification since the only input required is a digested sample and the theoretical proteome of the sample. The
quantification can be accomplished by counting the number of spectra that match
to each protein (spectral counting) [101], which is easy but crude. Another
possibility is to calculate the area under the curve for the MS1 peak (MS1
quantification) [102], which is the best option for DDA, but still less accurate than
DIA [65].

*De novo* sequencing, the identification of peptides without prior
genomic knowledge has big issues with peptide fragments not completely
covering the peptide sequence [41, 103-105], and is not common within
proteomics. *De novo* sequencing is performed with DDA, and by annotating the
fragmentation in spectra to amino acids [104-106]. This is difficult without the
complete fragmentation pattern (*Figure 3B*), which is rarely obtained [46]. In
addition, the *de novo* identification software are underdeveloped since the spectral
matching performs well in most occasions. However, it is an interesting future
possibility, an example, to account for mutations not accounted for in the original proteome.

**DIA**

In DIA, a mass spectrum contains multiple peptides in the same
spectrum. The method is the newest of the method presented in this thesis, due
to recent instrumental and software development [65]. One of the main
difficulties is to deconvolute the spectra so the peptides can be quantified. Some
of the software that solves this problem are DIANA [91], OpenSWATH [90],
DIA-Umpire [92] and Skyline [80, 89]. DIA software uses assays to deconvolute
and match spectra to peptide [90, 91]. Assays contain information of peptide,
modifications, charge, fragments, relative fragment intensity and retention time
[90, 91]. The assays are generated from DDA data. Hence, DIA initially requires
multiple MS runs, until a suitable assay library is built. The assays from DDA data
are stored in the set of assays (assay library) with the possibility of
complementation with new assays afterwards [65]. Over time, the demand for adding assays to a library will decrease and more instrument time can be spent on DIA [65]. DIA quantifies peptides by calculating the area under the assay fragments, in a similar manner as in SRM [91]. DIA obtains some of the missing values between samples that are a big issue in DDA but there are still some missing values. However, there has recently been some development to manage this matter by Röst et al [107].

**False discovery rate**

To validate whether a spectrum in fact is a true match to a peptide the software tool is required to determine the false discovery rate (FDR) [108]. In DDA, this means that the data is searched with a standard database (the theoretical proteome of the analysed organism) and a decoy database (usually the reverse of the standard) and all spectra are scored based on the best matching peptide [108]. This means that a spectrum can match a standard or a decoy peptide, but should in theory only match the decoy peptide by random. The FDR is calculated as the number of decoy peptides divided by the number of standard peptides at a specific score [108]. The decoy peptides score in general considerably worse (hopefully) compared to the standard peptides and a cut-off in the score is placed at the FDR of 1% (normally) [108]. This means that 1% false peptide identifications are accepted. A similar approach is performed in DIA but with decoy assays [90, 91]. When inferring from peptide to protein the 1% FDR is at protein level [109]. More stringent criteria can be set for avoiding false positives, in Paper III, the minimal of 2 peptides per proteins (in addition to 1% protein FDR), resulting in removing roughly 15% of the data.

**Peptide to protein**

Peptide to protein are trivial if the peptide only match one protein (proteotypic) but this is not always the case [110]. Instead, some peptides match
multiple proteins, which is then a protein group. An example is IgG where there are four subclasses (for more detail, see Chapter 3), this means that the potential protein groups are 15 instead of the four subclasses. Hence, the subclasses all have peptides that match the other subclasses, but not always to all the subclasses. In most cases all non-proteotypic peptides are removed [110]. However, sometimes there might be an interest in working with for example all subclasses of IgG rather than the single entities. The only method to perform this is manually, which is unpractical for large datasets.

**Issues with bottom-up proteomics**

Bottom-up MS is today the best method to identify the components in a proteomes. However, the technique is not without flaws. For example, protein that are naturally cleaved by enzymes before the sample processing might be detected by bottom-up [19], but the information of the cleavage will be lost since the peptides still match the same proteins [19]. Biological context of PTMs is frequently lost, especially in the case when proteins have multiple modifications [111]. Proteins with few cleavage sites and peptides with low solubility are often lost due the different properties than the general peptide and protein [112]. A group of proteins that are underrepresented due to these reasons are membrane proteins [112]. In addition, the quadrupole is supposed to pick one peptide at a time but the quadrupole cannot always differentiate the peptides sufficiently, resulting in multiple peptides per spectrum [113]. Some software accounts for multiple peptide spectra, like DeMix [114], but they are not included in the major search engines. The scientists developing algorithms for analysing MS data are often far away from the biological problem that is supposed to be solved by their algorithms. I think the field would benefit from closing this gap, so that the solutions are aimed for the end goal rather than an intermediate goal.
Conclusion

In this chapter, I have provided information on how to apply MS in biology and the methods I have performed this with, from sample to protein. I have worked with selecting the optimal parameters and setup for answering my specific scientific questions in each of the Original papers. Adapting the question for what instrumentation was available and optimising the settings for answering that question. In the next chapter, I will provide the reasoning behind working with host-pathogen interactions.
Chapter 3 – Host

A biological system can be defined as a network of biological entities with shared interactions. In infectious medicine, this system is exemplified in the complex network of interactions between host and pathogen, which has shaped human evolution and resulted in several distinct mechanisms, like the development of the human immune system. The focus of this thesis is to unravel the key mechanics of this biological system in the hopes of finding potential therapeutic opportunities. This chapter is dedicated to the host of this biological system, with the pathogens covered in Chapter 4. There are several reasons for selecting humans as the host for my scientific questions. These reasons include, the knowledge of human defence mechanisms is extensive, the value for the scientific community of any findings is high and the setup of the experiments is performed *ex vivo*, hence, no host has to suffer for my results.

There are many locations that an infection can originate from (entry point), where the most common are the airways, the skin, the abdomen and the urinary tract [115-117]. The entry point is of importance for the entire development of disease and for the patient. However, to limit the area of this thesis, the focus is when the pathogen infiltrates deeper in the body and enters the bloodstream, which may result in sepsis.

**Sepsis**

Sepsis is defined as a, “life-threatening organ dysfunction caused by a dysregulated host response to infection” [118]. The clinical parameters for sepsis or the derivatives of sepsis are shown in Figure 6. The first stage of the disease
progression is known as systemic inflammatory response syndrome (SIRS), where the patient presents with two out of the four clinical parameters. The first, having a temperature below 36°C or above 38°C. The second, the respiratory rate (RR) is above 20 per minute, or the arterial carbon dioxide tension (PaCO₂) is lower than 4kPa. The third, having a heart rate above 90bpm. The forth, having a white blood cell count outside the range 4,000 – 12,000 cells per µL or over 10% immature neutrophils (bands) [117, 119]. Sepsis is the next stage of the disease progression and clinically defined as SIRS plus presumed or confirmed infection. In the western world, sepsis have a mortality rate of 10-20% [116]. However, the stage of sepsis becomes more critical if the patient also develops organ dysfunction (severe sepsis), in which the mortality rate increases to 20-50% [116]. This state can worsen if the patient also develops hypotension despite intravenous fluids (septic shock), resulting in a further increased mortality rate of 40-80% [116]. In addition to the high mortality rates, sequelae are common, which increases the morbidity of sepsis [120-122].

Figure 6. The clinical parameters for sepsis and the derivatives of sepsis are listed in the top. The sequence is SIRS → Sepsis → Severe sepsis → Septic shock, and for diagnosis of a later stage all the previous stages are required. The graph shows the mortality rate of the different steps, adapted of data from Martin, 2012.
Blood

Blood have several distinct roles in human physiology including delivering nutrients and oxygen to distant cells, removing waste products from tissues and maintaining system homeostasis. The bloodstream is the circulatory system where blood flows, and is normally a sterile environment without any microbial presence. However, when a pathogen breach into this sterile environment there are several defence systems in place to remove and incapacitate the intruders. Blood is composed of erythrocytes, leucocytes, thrombocytes and plasma. Of these components, leucocytes (white blood cells) and plasma play a role in the defence against pathogens, referred to as the immune system [123]. The blood plasma is the liquid component of the blood, comprising roughly 50% of the total blood volume and contains a high concentration of proteins (70 mg/ml) [124]. There are roughly two thousand different proteins detected in human plasma [125], five times lower than the average proteome of a human cell [126]. Even though there are relatively few proteins in plasma compared to a human cell, these proteins display a large dynamic range [3], which can complicate protein analysis [127]. The high abundance of proteins involved in the immune response, highlights the importance for the host to keep this environment clear from invading pathogens. There are two separate parts of the immune system, the innate and the adaptive.

Innate immune system

This part of the immune system is generic and acts like a first line of defence against invading pathogens [128]. The cells and proteins in this system have developed mechanisms that can identify pathogens based on general pathogenic traits, such as the saccharides on the cell wall [129].
**Cells**

There are several leucocytes involved in the innate immune system, such as neutrophils and monocytes [128, 130]. Neutrophils are the most common of the leucocytes and have the ability opsonise or phagocyte the pathogen, in addition to activating the coagulation and complement systems [128]. Monocytes can differentiate into macrophages when leaving the bloodstream and entering tissues [130]. As neutrophils, the macrophages can perform multiple actions but phagocytosis of pathogens is their main action [128]. Monocytes can also differentiate to dendritic cells [130], which migrates to tissues in contact with the outer environment (for example, skin or nose), where they mature [131]. Dendritic cells can phagocyte pathogens and digest their proteins into peptides [130]. These peptides are subsequently presented as antigens for the adaptive immune system, bridging the innate and the adaptive immune system [130, 132].

**Coagulation system**

The coagulation system (3 mg/ml plasma [133]) can trap pathogens to stop their movement in combination with stopping a bleeding [134]. The system is composed of several plasma proteins including, fibrinogen, thrombin and coagulation factors, where fibrinogen constitutes for around 95% of the coagulation protein concentration [133, 135]. In the clot formation, the coagulation factors activates a cascade of effects that ends with prothrombin (inactive) being cleaved into thrombin (active), which in turn cleaves fibrinogen into fibrin [133]. Fibrin then cross-links with coagulation factor XIII, which can link multiple fibrin together and forms a network (the clot) [133]. Fibrinogen is a central protein in all the **Original papers**.

**Complement system**

The complement system (3 mg/ml plasma [136]) can directly kill pathogens and identify pathogens for phagocytosis [137]. There are nine
complement components (C1-C9) and several complement factors in the system. The central protein in the complement mechanisms (C3) [138] is also the most abundant with 40% [136] of the total concentration of all the complement proteins, and the second most abundant is the regulator protein complement factor H with 20% [136]. The system can recruit and mediate immune cells for phagocytosis [139]. In addition, the system can directly kill pathogens by assembling a membrane attack complex (MAC) with C5-C9 [140]. The MAC creates a pore in the surface of the pathogen, which lyses the pathogen by osmotic pressure [140]. Many proteins within the complement system are analysed in Paper I, II and III.

Adaptive immune system

This part of the immune system is specific against a particular pathogen [141] and is more effective to neutralise that particular pathogen [141]. However, the host must have encountered the pathogen before the system is adapted to defend against the specific pathogen, which requires a few days to develop [141].

Cells

The adaptive immune system consists of two kinds of lymphocytes, T-cells and B-cells [132]. These cells develop specific responses against a pathogen depending on the antigens presented to them (for example by dendritic cells) during their maturation process [132]. The specific responses are the development of an antigen specific receptor for T-cells [141] or an antibody (immunoglobulin) for B-cells [141]. Since, the T-cell receptor and immunoglobulins should have the possibility to bind all potential antigens there is a demand for extreme variability [142]. For example, the immunoglobulins can have more than $10^{16}$ different sequences [142], due to the variable region (Figure 7). Cytotoxic T-cells detects virus infected and tumour cells by antigen recognition and destroys them [143]
and Helper T-cells aids in the immune response by regulating and directing the response for best effect [144]. B-cells can produce immunoglobulins against their antigen and secrete them into the plasma [145-147]. There are also memory-cells of B-cells and T-cells that stores the adaptive response over time [141].

**Immunoglobulins**

Immunoglobulins identify pathogens for the recruitment of other parts of the immune system [148, 149]. The concentration of immunoglobulins in plasma is around 15 mg/ml (20% of total plasma concentration) [150]. An immunoglobulin is a tetramer, composed of two identical heavy chains and two identical light chains (Figure 7). All the chains have a constant and a variable region. There are several isotypes of immunoglobulins and the most abundant in plasma is IgG followed by IgA and IgM with a concentration of 11.2, 2.6 and 1.5 mg/ml, respectively [150]. The isotypes have different constant regions of the heavy chain, thus they have different fragment crystallisable (Fc) regions (Figure 7). The variable region binds the antigen, which triggers a conformational change in the Fc region [151] and allows the Fc region to bind to Fc-receptors on leucocytes [152], such as macrophages or neutrophils. This binding activates the cells for an immune response [152] and the response is dependent on the immunoglobulin isotype and subtype [153]. In addition to the sequence differences of the immunoglobulins, they have different glycosylation (a type of PTM) patterns [154], which ensures optimal binding to the Fc-receptor [155, 156] and maintain conformation [157]. IgG is the most important immunoglobulin and is subdivided into four subtypes (IgG1, IgG2, IgG3 and IgG4) with a relative abundance in plasma of 60%, 32%, 4% and 4%, respectively [158]. Immunoglobulins are a key part in all the **Original papers**.

The antigen binding property of immunoglobulins [159] can also be used for capturing targets of interest in a sample purification process [160, 161].
In Paper IV, several single-chain variable fragments (scFv) were produced to capture specific proteins. A scFv is the variable region of a light chain and a heavy chain (Figure 7) combined into a single protein. The scFv have the antigen binding property of an immunoglobulin but can be recombinant expressed. This means that manufacturing the scFv in a simpler organism that is easier to grow is possible [162-164], while recombinant expression of large proteins like immunoglobulins is hard due to incorrect folding of the protein [163, 164], but possible for a scFv.

Figure 7. The immunoglobulin is composed of four chains, two heavy chains and two light chains. The chains contain two regions, the constant (in red), and the variable (in blue). The fragment crystallisable (Fc) region (in green) is of importance for cell binding and activation. It is possible to recombinantly express the two variable regions as a single protein, which is termed a single-chain variable fragment (scFv).

Conclusion

In this chapter, I have provided the first part of the biological system that my thesis revolve around. In the next chapter, I will provide information of the second part of the system, the pathogen. In combination with the pathogen, I will discuss the interactions that can occur when the pathogen invades a host.
Chapter 4 – Pathogen and interactions

Pathogens are foreign agents that can enter a host and cause disease (an infection). Examples of agents are bacteria, fungi, parasites, virus and prions. In this thesis, I have focused on bacterial and fungal infections, which are the pathogens that are included in term pathogens from here on. Some strains of a pathogen are capable of causing disease, whereas others are less effective. This is termed virulence or pathogenicity and is a very diffuse term and difficult to measure. For example, many pathogens are opportunistic and only cause disease in immunosuppressed hosts [165-168]. How virulent are the strains and species causing disease in these hosts? Virulence should be seen more as a scale that is continuous rather than discrete and there is yet no objective measurement of virulence.

A pathogen can interact with the host in two major approaches [169]. The first is by secreting proteins, which can interact with the host at another location than the pathogen, and these secreted proteins are not covered within this thesis. The second mechanism is by direct interaction with the host via the surface of the pathogen, which is the theme of the Original Papers.

Pathogen surface

In addition to the plasma membrane, most pathogens have extra physical barriers to protect from the environment. Yeasts (a type of fungi) are eukaryotic cells with a cell surface consisting of the obligatory plasma membrane and a fungal cell wall (Figure 8A). The fungal cell wall is constructed of chitin and polysaccharides [170]. Bacterial cells are divided in two groups depending on
the structure of their surface. The first group, gram-negative bacteria (Figure 8B) have a thin peptidoglycan layer followed by a second (outer) membrane. The second group, gram-positive bacteria (Figure 8C) have a thick peptidoglycan layer, three to ten times thicker than that of a gram-negative bacterium [171]. A peptidoglycan layer consists of polysaccharides fused with peptides that forms a rigid structure [171, 172]. These presented surface structures are the main groups, but the exact surface structure varies slightly depending on the species and the strain. Some pathogens have an extra shield to the environment, in the form of a capsule [173, 174]. However, the capsule also limits the pathogens surface proteins ability to interact with the environment [173, 174].

**Surface proteins**

In combination with the membrane and cell wall structures, all cells have proteins on the surface that carry out several important mechanisms for the cell. After synthesis of a surface protein, the protein is transported from the cytosol to the cell envelope [175]. In gram-positive bacteria, this is achieved by a LPXTG motif using a group of proteins termed sortases [176], which covalently attaches the proteins to the cell wall. Examples of functions for surface proteins

---

**Figure 8.** The different pathogen surfaces and the structure of their cell envelope, all cells are enclosed with a plasma membrane to separate inside from outside of the cell. A) Fungi surface, are in combination with the membrane protected by a fungal cell wall. B) Gram-negative bacteria are enclosed with two membranes a plasma and an outer membrane, with a thin bacterial cell wall between these membranes. C) Gram-positive bacteria are in combination with the plasma membrane also enclosed in a thick bacterial cell wall.
are nutrient transportation across cell wall and membrane, and communication [177, 178]. Pathogens have also developed several mechanisms for interactions with the host. The surface proteins are of considerable importance when interacting with the environment, especially the interaction with the host as shown in Paper III.

**Surface interactions**

Host-pathogen interactions occur in all infections and differ between most diseases and how the pathogen interacts with the host is crucial for the outcome of the disease. A pathogen can interact with the host in a multitude of approaches in addition to the aforementioned reasons of the immune system, and the reason for these interactions is wide. One example of the interactions is adherence, which enables the ability to disseminate within the host [179]. A second example is the ability to avoid the host’s defences; this can be performed, for example by binding extensive amounts of host proteins, in order to hide in plain sight, making the pathogen not to look like a pathogen (Paper II), or by changing the appearance of the surface [180]. A third example of possible interaction is to hijack energy resources from the host to promote survival [8, 181]. For example, several pathogens have generated mechanisms to bind the immunoglobulin Fc region, hence, avoiding proper activation of the immune system [182-184]. Many interaction mechanisms are specific for every pathogen, and I will introduce some of the interactions with *Streptococcus pyogenes*, which is the central pathogen of this thesis.

**Streptococcus pyogenes**

All the Original papers use the gram-positive (Figure 8C) bacterium *S. pyogenes*, which is exclusively used as pathogen in Papers I, II and IV. The reasons for selection of *S. pyogenes* are many. *S. pyogenes* is a human exclusive
pathogen and can cause a wide spectrum of diseases, from mild infections like impetigo and pharyngitis, to severe infections like necrotizing fasciitis and sepsis [185]. M-protein is one of the most abundant *S. pyogenes* proteins. In addition, M-protein has a hypervariable region, which is used to differentiate strains from each other [186-188] and strains of the M1 serotype are the most common *S. pyogenes* strains in invasive disease [185].

**Virulence factors**

*S. pyogenes* has developed a multitude of virulence factors that aid in their invasion and survival in the host. The most abundant virulence factor on the surface of *S. pyogenes* is the M-protein [189]. M-protein, a coiled-coil dimer, is a 453 (for M1) amino acid long protein, which is anchored in the bacterial cell wall [190] and can bind several host proteins for immune evasion. For example, M-protein is able to bind fibrinogen and immunoglobulins (Figure 9) [182, 190]. The M-protein and fibrinogen binding has been studied in detail and the exact binding site of fibrinogen is in the middle of the protruding structure of M-protein [190]. One of the effects for the fibrinogen binding is complement activation interference [191], resulting in avoidance of phagocytosis. M-protein can also bind to the Fc region (Figure 7) of IgG, hindering the IgG to activate the immune
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**Figure 9.** A three-dimensional model of the surface of *S. pyogenes*, without (A) and with plasma (B) adsorbed to the surface. The figure is constructed on MS data with absolute quantification of each of the present proteins in the legend, figure from Paper II. The density is determined by counting the number of bacteria using bottom-up MS.
system [182]. However, this seems to only manifest when the IgG concentration is low (e.g. in saliva) and not in plasma [192]. As several other *S. pyogenes* proteins, the M-protein also aids in the adherence and the colonisation of the host [185].

In **Paper II**, a model of *S. pyogenes* surface was created with the assumption that the M-protein was the only protein on the surface (**Figure 9**). There are several secreted *S. pyogenes* virulence factors. An example is EndoS, a glycosidase that specifically cleaves the glycosylation of IgG [193], interfering with the binding between the Fc-receptor and IgG. Another secreted protein is IdeS, a protease that can specifically cleave IgG, which divides it into two pieces [194] and leaves it capable to bind the target, but not having any Fc region to activate the immune system with [194]. The list of host-pathogen interaction is long, which is why I observe all of them at the same time.

**Host-pathogen interaction proteomics**

By detecting what interacts with the surface, the function for those interactions can be devised. I believe it is only when the whole picture of the interactors is determined that the reason for the individual interaction can be resolved. The choice of mass spectrometer and the method of that instrument should be selected for answering the scientific question. Hence, it is important to know what is expected in the study. DIA provides more accurate information than DDA, but require considerably more instrument and analysis time. Consequently, if DDA would answer the question to an adequate level there is no requirement for DIA. The number of human plasma interactions for a pathogen ranges from 50 proteins to 150 (**Paper III**), which means that in most cases SRM is the method of choice for quantification. However, DDA and DIA are used in research questions where both interacting host proteins and the pathogen proteome are of interest. For example, in **Paper I**, DDA was used to identify the
proteins interacting with the host and the proteins that were enriched on the surface were selected for further analysis by SRM. In Paper II and IV, the proteins that were studied were selected based on Paper I and were absolutely quantified using SRM. In Paper III, the pathogen and the interacting proteins were both identified and quantified in a proteome wide fashion using DDA and DIA, respectively, covering around 1000 to 3000 proteins per pathogen.

**Extend the knowledge**

Some components of the host’s immune system act at the surface of the pathogen and have well-established functions and mechanisms. However, these functions and mechanisms have mainly been studied as single entities. I believe that it is of the utmost importance that these interactions are studied simultaneously to find covariance, and this information is currently lacking. This additional information will help in drawing the correct conclusions about the single interactions, by seeing the whole picture. These conclusions will in turn help the hypothesis development for diagnostics and therapeutics of pathogen related diseases. In addition, the focus of the Original papers is how the human blood plasma interacts with the pathogen, rather than the other way around. Hence, future development of therapeutics that manipulate the interactions between the specific plasma proteins and the pathogen, which might alter the outcome of the disease beneficially might not be possible without knowledge of these interactions.

In Paper III, the difference in surface binding of plasma between 12 different pathogens was analysed. These pathogens cover a wide range of pathogens that cause sepsis, including yeast, gram-positive and gram-negative bacteria. This study demonstrates the interactions dependence on specific strains, species or pathogen group, which was accomplished by the holistic approach of
proteomics (for examples, see Chapter 5). In addition, a multitude of mechanisms that pathogens can be virulent to the host was shown.

**Conclusion**

In this chapter, I have established the second part of the biological system in this thesis. In addition, I have provided the reasoning for working with proteomics, in combination with how and why I used the different MS methods in the Original Papers. In the next and last chapter, I will present how I work with big data and some of my thoughts on the proteomics field.
Chapter 5 – A holistic approach

The postulated question in the Original papers was analysed using proteomics, the measurement of all proteins present in a sample. Proteomics is a holistic approach to protein analysis. One of the main differences of a holistic approach in comparison to classical approaches is the hypothesis. Instead of having a hypothesis for a specific case and executing experiments to find whether the hypothesis is true or not, the hypothesis is more open in proteomics. Hence, the hypothesis is formed based on resulting information in the experiment and further developed based on the gained information. I prefer this approach of creating and developing hypotheses, since it is biology guided. However, this might guide us astray from the original objective of the research. Clearly, the scientific community benefits from and requires both holistic and classical approaches. A holistic approach to biology is known as systems biology [195], for example by observing everything in a system, the single parts and their relation with each other. The Original Papers focuses on detecting all the protein interactions between human blood plasma and pathogens, with the aim to determine the few that affects the disease.

Systems biology research strategies commonly generates large amount of data and the data must be reduced for presentation. The question arises of why so much is measured, if not all data is used. The answer is because biology is complex and it is not always possible to simplify biology. System biology is a holistic approach to biology but it still reduces the biology to a system. This system is used as a model to study a larger system. In the case of this thesis, the major aim was to investigate the molecular mechanisms of blood plasma
interacting with pathogen, as a model for sepsis after pathogen invasion of the bloodstream. The system of the thesis is a much larger system than looking at a particular protein-protein interaction. However, sepsis is considerably more complicated than the model presented here, but it is a part of sepsis. The exact molecular mechanisms of sepsis as a whole are far too many and too complicated for the techniques currently available. The reason for the particular focus of blood plasma interactions was based on the assumption that this particular model system falls within the realm of the technical capabilities. I believe it is important to expand the system as soon as the technology allows it. However, I have progressed as far as the technology available allows it.

**Data reduction and visualisation**

The standard MS analysis pipeline attempts to deduce proteins from spectra. However, the data analysis is far from finalised at that time point. There is still a demand of analysing and presenting the proteins with a relation to biology. The systems biology data is complicated and the reduction of data is essential, since the presentation of data should be practical and visually attractive. The reduction of data can (and should) be helped by statistical analysis of replicates and sample comparison. There are several software available to help with reduction and visualisation of systems biology data [196]. One example that was developed for MS data is Protter [197], a software that integrates the biological annotation and visualises the data. However, the majority of the data reduction in the Original papers was performed using statistical tests to focus on the significant biological differences.

Reducing the data without losing any information is impossible. Nevertheless, choosing the data relevant for presentation is the object of the writer. The writer is however, subjective to the study and has to show that the
presented data is true. The readers of a paper should still be supplied with the possibility to view the original data.

Future

There are some interesting aspects to tackle for the field of proteomics in the future. The techniques that are available enables the possibility to measure a large number of proteins, this number can however be increased by developments in technology and informatics. In addition, the peptide coverage of proteins can also be increased by further development of ionisation and usage of more ions. The dynamic range of samples, in particular samples deriving from plasma, remains an issue. There are constant developments in instrumentation and bioinformatics, which will continue, so that the scientist can postulate proper hypotheses. I believe that the field of top-down proteomics will emerge as a competitive proteomics field, as the field does not have issues with mapping peptide to protein. In addition, the problem with multiple PTM is not possible to solve in any other MS approach. However, the top-down of today is quite far from being proteome wide.

The greater goal for most research is to be implemented in life. In my research, the ultimate goal is to develop diagnostics and therapeutics for pathogen related diseases. My presented research is not close of being implemented in diagnostics and therapeutics, which was never the aim. The aim was to support the development of hypotheses, and I hope that in the future my research will help scientist to develop diagnostics and therapeutics. However, there are several novelties and interesting findings in the Original papers.
The Original papers

This thesis is based on four Original papers, which summarises my research. The relations between the four papers are displayed in Figure 10. All of the Original papers have their own story, but they also connected each other and the scientific question has progressed from the previous findings.

Figure 10. Overview of relations between the Original papers that are included in my thesis. Paper I is the start of the thesis, which resulted in assays that were further used and analysed in Paper II and IV. In Paper II, the assays were refined and proteins were absolutely quantified to create a stoichiometric density model. In Paper IV, the assays were used in a different system to evaluate the binding properties of several scFv. These papers focused on S. pyogenes as model organism for the pathogen, which was expanded in Paper III to 12 pathogens.

Paper I

The aim of this study was to determine all the interactions between S. pyogenes and human blood plasma. DDA was used to identify the proteins and label-free quantification (MS1 quantification) of was performed for relative quantification to decide the importance of the interactions. To obtain a
comprehensive list of interactions, the samples were separated off-line before MS measurement, which resulted in defining 181 interactions between plasma and *S. pyogenes*. From this list of interactions, surface enriched interactions were further characterised. The enrichment was calculated depending on the intensity at the surface and the intensity in plasma. The proteins with high enrichment and/or high concentration at the bacterial surface were subsequently measured using SRM, to quantify the enrichment at the surface more accurately than with DDA. In combination with quantifying most of the previously known interactions between plasma and *S. pyogenes*, 87 unknown interactions were validated.

In follow-up experiments, the differences in plasma protein binding to a *S. pyogenes* wild-type strain and an isogenic mutant lacking several important virulence factors were analysed. In addition, a unique pair of invasive and non-invasive *S. pyogenes* isolates from the same patient were analysed. When comparing the plasma protein-binding properties of the wild type with the mutant and the invasive with non-invasive considerable differences were revealed. The result underlines the significance of these protein interactions and the demand of studying them simultaneously.

**Paper II**

In **Paper II**, a method was developed for visualising the interaction between *S. pyogenes* and human blood plasma at a molecular level. The aim of **Paper II** was to replicate a visualisation strategy (molecular anatomy) described by Takamori et al in 2006 [198], with host-pathogen interaction data. A molecular anatomy is an accurate three-dimensional model of the surface. The molecular anatomy includes stoichiometric relations between the host proteins and the surface proteins of the pathogen, and includes the density of the surface proteins. The accuracy in the measurements for creating a model demanded absolute quantification, which was accomplished with SRM. In addition, a novel MS-based
technique for counting the number of bacteria using SRM was developed, which enabled determination of protein density at the surface. The main plasma interactions (16 proteins) at the surface of *S. pyogenes* in combination with the M-protein were absolutely quantified. Hence, the stoichiometric ratios between the pathogen and the surface were determined.

This resulted in the first molecular model of the surface of a pathogen interacting with a host in a global scale (Figure 9), which I named a “stoichiometric surface density model”. This is one method of presenting proteomics data for visualising of surface interactions. I believe that the development of novel approaches to better present data is of major importance for conveying the message of large-scale proteomics. Furthermore, visualisation is an important step to enhance the understanding of host-pathogen interactions.

**Paper III**

The result in Paper II was obtained using MS techniques to determine host-pathogen interactions in a proteomics setup for one pathogen with extreme detail. However, there has never been a multi-pathogen approach to host-pathogen interaction using proteomics. In the Paper III manuscript, twelve different sepsis-causing pathogens were selected to account for the majority of sepsis causing pathogens. The pathogens biological differences were wide including yeasts, gram-positive and gram-negative bacteria. In addition, four strains of each pathogen were selected, two invasive and two non-invasive. The selection of pathogens was based on the aim of finding pathogen and strain specific interactions. The aim was especially related to immune system interactions and the mechanisms different pathogens have developed to avoid the effects of the immune system.
The interactions of plasma proteins to the surface of *S. pyogenes* was known from Paper I. However, the interactions for the other pathogens are not known. In addition, the sample preparation protocol developed in Paper II resulted in a sample containing both the pathogens proteins and the interacting plasma proteins. The protocol was specifically developed for bottom-up proteomics with host-pathogen interactions, and resulted in a sample where both the pathogen’s proteome and the interacting plasma proteins could be quantified. DDA was used to define the proteomes of the pathogens and the plasma proteins interacting with the pathogen’s surfaces. Assay libraries were created in several steps, the samples was measured using DDA, the spectra were scored using X!Tandem, assay libraries were created and filtered using multilevel FDR. Assay libraries were created for each of the pathogens and the interacting plasma proteins. Quantification of the whole proteomes were performed using DIA. This resulted in quantification of 17’128 pathogen protein and 148 human proteins that interacted with the pathogens. The 148 human proteins were manually curated from over 700 protein groups to avoid issues with peptides matching multiple proteins.

This study is currently the first and the largest host-pathogen interaction study performed on multiple species. In this large dataset, several important discoveries were attained that would be impossible to find if the dataset was smaller. One example is the binding of fibrinogen to the surface of *S. pyogenes*, which has been documented previously (Paper I, II, and others). This particular binding is a known defence mechanism of *S. pyogenes* and fibrinogen binds extensively to the M-protein. However, this has not been defined in the context of other pathogens. We could clearly verify interactions with fibrinogen as a *S. pyogenes* specific defence mechanism. This is only one of the results in the paper
that shows the power of working with holistic approaches in both experimental setup and in proteomics.

**Paper IV**

The aim of the study in **Paper IV** was to present an antibody format suited for detection and analysis of IgG-binding virulence factors. As proof of concept, scFv’s were produced that specifically target the IgG-binding surface proteins of *S. pyogenes* (M1-protein and protein H). The scFv are particularly well suited for IgG-binding proteins since the scFv do not have issues with Fc binding. In total, four scFv (two against each protein) were selected for MS analysis. Assays generated in **Paper I** was used for validating the binding properties of the scFv, which were subsequently measured in the absence and presence of plasma. In addition, the epitope of the scFv against M1-protein were determined.

The binding ability of the scFv was demonstrated with both recombinant protein and at the surface of *S. pyogenes*. The scFv was also able to enrich M1-protein in the presence of plasma. A potential clinical application for the scFv is to enrich virulence factors or whole bacteria from environments that are too complex for direct analysis. An application example is direct identification of bacteria in blood without the demand of growing the bacteria on an agar plate.

**Conclusions and relevance**

The presented work in this thesis highlights the demand of proteomics in host-pathogen interactions. The research accomplished in the **Original papers** has defined many new interactions between pathogen and plasma. In addition, both novel interactions and previously known interactions have been quantified. The take-home message from the **Original papers** is that they demonstrate that the large-scale approach can define specific interactions that would be impossible
to define without large-scale analysis. In addition, there are several conclusions of the separate Original papers that can be drawn when combining the Original papers. I will provide one example below.

In Paper II, IgG3 was defined as a specific binder of M1-protein, and enriched with a higher extent at the surface of S. pyogenes than other immunoglobulins. In Paper III, the IgG3 binding phenomenon was observed for several other M-protein strains of S. pyogenes, determining this as a general M-protein binding mechanism. The extreme IgG3 binding was also determined as S. pyogenes specific, since none of the other eleven pathogens showed this ability. This phenomenon would not be possible without the specificity and accuracy of MS, or without the holistic approach that is possible within bottom-up MS, or the holistic approach to the scientific question that I have in my Original papers.

The work within the Original Papers provides the next step towards a holistic view of host-pathogen interactions, which are far from being complete. In Paper I, only S. pyogenes represented the pathogen, this was later expanded in Paper III, but there are still several pathogens left to investigate. In addition, the interactions between the pathogen and host cells are lacking a proteomics perspective, possibly due to the lack of tools available for this analysis. The demand for experimental and technical development is constant and the more tools that are available the more scientific questions have the possibility of being answered. However, scientists should not refrain from using and developing new tools to analyse data. Biology is complex and the quest of seeking an answer to how biology works might not always be easy, but the complexity should not hinder us from trying. I hope that the tools and approaches I have developed in the Original Papers will benefit the scientific community within host-pathogen interactions, so that my research will indirectly benefit society as a whole.
Populärvetenskaplig sammanfattning


Eftersom jag mäter flera tusen proteiner är att det är svårt att visa all information. Avhandlingen har ett stort fokus på hur information kan visualiseras för att underlätta hur den förmedlas på bästa sätt. Jag har bland annat visualiserat inbindningsmönstret genom att skapa den första datormodellen av ytan av en patogen när den interagerar med blodproteiner.

Genom att studera olika patoger så kan inbindningsmönstret av blodproteiner för varje patogen analyseras för skillnader. Det kan vara mellan en patogen som orsakar en mild sjukdom såsom faryngit (halsfluss) och en annan som orsakar sepsis. Inbindningsmönstret av värd-patogen interaktioner har i denna avhandling studerats i mer detalj än tidigare. Hypotesen för min forskning är att titta på inbindningsmönstret så kan man se individuella skillnader, mellan specifika proteiner, vilket kan vara av stor vikt för att definiera sjukdomsförloppet. Det viktiga här är att hela systemet måste mätas för att det är endast när alla delar studeras som man kan se hur varje del varierar i relation till varandra.
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