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‡State Key Laboratory of Theoretical and Computational Chemistry, Institute of Theoretical Chemistry, Jilin University, Changchun 

130023, People’s Republic of China 

ABSTRACT: There are three families of mononuclear molybdenum enzymes that catalyze oxygen-atom transfer (OAT) reac-
tions, named after a typical example from each family, viz. dimethylsulfoxide reductase (DMSOR), sulfite oxidase (SO), and xan-
thine oxidase (XO). These families differ in the construction of their active sites, with two molybdopterin groups in the DMSOR 
family, two oxy groups in the SO family, and a sulfido group in the XO family. We have employed density-functional theory calcu-
lations on cluster models of the active sites to understand the selection of molybdenum ligands in the three enzyme families. Our 
calculations show that the DMSOR active site has a much stronger oxidative power than the other two sites, owing to the extra 
molybdopterin ligand. However, the active sites do not seem to have been constructed to make the OAT reaction as exergonic as 
possible, but instead to keep it close to zero (to avoid excessive loss of energy), thereby making the re-oxidation (SO and XO) or re-
reduction of the active sites (DMSOR) after the OAT reaction facile. We also show that active-site models of the three enzyme 
families can all catalyze the reduction of DMSO and that the DMSOR model does not give the lowest activation barrier. Likewise, 
all three models can catalyze the oxidation of sulfite, provided that the Coulombic repulsion between the substrate and the enzyme 
model can be overcome, but for this harder reaction, the SO model gives the lowest activation barrier, although the differences are 
not large. However, only the XO model can catalyze the oxidation of xanthine, owing to its sulfido ligand.  

1. INTRODUCTION 
Molybdenum (Mo) is the most common transition metal in sea 

water, with a concentration that is 100 times higher than that of 
e.g. iron, owing to the solubility of its high-valent oxides.1  There-
fore, it is not surprising that it is involved in the metabolism of 
biological systems (it is the only essential 4d transition metal) and 
that enzymes containing this element are ubiquitous in nature. 
Two groups of Mo enzymes are known. One is the nitrogenases, 
which contain a complicated MoFe7S9C cluster in the active site. 
The other is a diverse group of enzymes that catalyze oxygen-
atom transfer (OAT) between the mononuclear Mo active site and 
various substrates, coupled with the transfer of two electrons. 
Many of these enzymes are involved in the biological carbon, 
nitrogen, and sulfur cycles. They all contain a specific dithiolene 
ligand, molybdopterin (MPT), which binds bidentately to Mo. In 
recent years, significant progress has been made in the under-
standing of their structures and mechanisms by experiments and 
theoretical calculations.2, 3  

The mononuclear Mo enzymes are classified into three families, 
based on the structure of the active site, viz. the dimethyl sulfoxide 
reductase (DMSOR), sulfite oxidase (SO), and xanthine oxidase 
(XO) families.4-6  The active site of the DMSOR family contains 
two MPT cofactors bound to the Mo ion in a nearly planar fash-
ion, one deprotonated side-chain O, S, or Se atom of serine, cyste-
ine, or selenocysteine at the apical position, and, in the oxidized 
state, one oxo group4  (Scheme 1). The active site of the SO fami-
ly3  has one MPT cofactor, one terminal oxo ligand in the apical 
position, a thiolate group of a cysteine residue ligand, and, in the 
oxidized state, another terminal oxo ligand located at the equato-
rial position of a square-pyramidal geometry (Scheme 1).7  In con-
trast, the equatorial cysteine ligand is replaced by a terminal sul-
fido ion and the equatorial oxy group is protonated to a hydroxyl 
group in the active site of XO3, 8  (Scheme 1). Mechanistic studies 
have demonstrated that most of the members of the XO family 
catalyze the hydroxylation of a diverse range of substrates by the 
insertion of an oxygen atom into a C–H bond. In contrast, the 
members of the DMSOR and SO families catalyze simple OAT 
reactions to or from various substrates. 

The DMSOR family is the largest and most diverse of these 
three families of Mo enzymes. DMSOR catalyzes the OAT from 
dimethyl sulfoxide (DMSO) to the MoIV active site, yielding dime-
thyl sulfide (DMS) and MoVI=O. The reaction mechanism has 

been extensively studied.2-4, 7, 9-20  There are also several experi-
mental and computational studies of functional inorganic model 
complexes that perform a similar chemistry.10  The studies have 
demonstrated that the reactivity is highly substrate dependent21  
and that the rate-determining step involves Mo–O bond for-
mation and a two-electron transfer from the MoIV center to the 
substrate as the S–O bond breaks.20   

The first theoretical study of DMSOR was performed by Web-
ster and Hall.12  Their B3LYP calculations on cluster models 
showed that the reaction proceeds via an associative transition 
state for the OAT with an energy barrier of 37 kJ/mol. A subse-
quent computational study by Mohr and coworkers gave a similar 
barrier height.22  Thapper et al. studied also the binding of 
DMSO to the enzyme model and proposed a two-step mechanism 
based on a slightly different model system but a similar transition-
state geometry.13  These findings were confirmed also for the orig-
inal model system by McNamara, Hernandez-Marin and Ziegler, 
as well as Solomon et al., which obtained activation barriers of 80, 
69, and 68 kJ/mol, respectively.14, 15, 18-20, 23, 24  According to the 
generally accepted mechanism, the reaction starts by DMSO 
entering the active site via a first transition state, leading to an 
intermediate with DMSO weakly bound to MoIV center. In the 
second step, the S–O bond is cleaved in an OAT reaction17, 19  
coupled with a two-electron transfer. All previous investigations 
have found that the second transition state is rate-limiting with a 
barrier of 38–80 kJ/mol.12-15, 17-19, 23, 24  We have shown that the 
calculated barriers strongly depend on details of the theoretical 
method and that a proper account of dispersion and solvation 
effects is needed, together with large basis sets and accurate densi-
ty-functional theory (DFT) methods.20  

SO is a vital enzyme, responsible for the oxidation of sulfite to 
sulfate. Three distinct mechanisms have been proposed for SO 
and its functional inorganic models.8, 9, 25  In one mechanism, the 
lone-pair electrons of the substrate sulfur atom attack the equato-
rial oxo ligand of Mo, leading to the formation of a S–O bond 
(S→OMo mechanism). Alternatively, it has been suggested that 
the sulfide substrate coordinates first to the Mo ion, either through 
the sulfur atom (S→Mo mechanism) or by one of the oxygen at-
oms (O→Mo mechanism).26  Thapper and coworkers have com-
pared the S→OMo and S→Mo mechanisms and concluded that 
the former was more likely.9  Hernandez-Martin and Ziegler also 
argued for this mechanism.27  On the other hand, Sarkar and 
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coworkers compared the S→OMo and O→Mo mechanisms, and 
argued that the latter is preferable,28  based on molecular orbitals, 
atomic charges, and the fact that only this mechanism can give 
rise to saturation kinetics that has been observed both for the en-
zyme reaction and functional inorganic models.8, 29  We have re-
cently studied all three mechanisms with the same methods, using 
both HSO3– and SO32– as the substrate. The results show that the 
S→OMo mechanism has a lower activation barrier than the other 
mechanisms.  

XO catalyzes the oxidation of hypoxanthine to xanthine and al-
so the oxidation of xanthine to uric acid. It plays an important 
role in the catabolism of purines.16, 30  Extensive experimental and 
theoretical investigations have been performed on XO and related 
enzymes.3, 7, 31-37,65  The results indicate that the XO reaction pro-
ceeds via a proton transfer from the MoVI–OH group to a con-
served Glu residue, followed by nucleophilic attack of the resulting 
MoVI=O group on the substrate and a hydride transfer from the 
substrate to the Mo=S ligand. Page et al. proposed a radical 
mechanism, in which two sequential one-electron transfers give 
rise to a small overall activation barrier.38  However, Hille and 
coworkers demonstrated that XO most likely operates via a two-
electron mechanism with formation of a MoIV intermediate, fol-
lowed by hydride transfer to the Mo center.39  In a recent com-
bined QM and molecular mechanics (QM/MM) study of XO,36  
Thiel et al. demonstrated that the latter mechanism is favorable 
and that the hydride transfer is slowest among the modeled chem-
ical steps (the product release is rate limiting for the net 
reaction).40  This has also been confirmed by a subsequent study 
considering the effects of variations in the cofactor, the substrate, 
and an active-site Glu residue on the reaction mechanism.37  

In this paper, we want to understand why the Mo coordination 
sphere of the three Mo oxo-transfer enzyme families is different 
(i.e. why the three families employ the different sets of Mo ligands 
shown in Scheme 1) and whether these differences play a func-
tional role. Such questions are hard to answer with experimental 
methods, because the primary sequence of the various enzymes is 
very different. However, with quantum mechanical (QM) meth-
ods this is feasible, because we can study models with the Mo ion 
and its first-sphere ligands. They show the intrinsic reactivity of 
the metal ion with a certain set of ligands. This is supported by 
previous computational studies that have shown that the native 
reactions of DMOSR, SO, and XO can be satisfactorily studied 
by cluster models of the active site.8–38 By changing the ligands in 
these models, we can compare the intrinsic reactivity of the vari-
ous ligands set. Thereby, we can study both thermodynamic (reac-
tion energies, redox potentials, etc.) and kinetic factors (activation 
barriers). The results contribute to our understanding of the de-
sign of the Mo OAT enzyme families. 

 
2. METHODS  
2.1 Model systems setup 

The starting coordinates for the various computational models 
were derived by truncation of available crystal structures of rele-
vant enzymes,41-43  in accordance with previous computational 
work.19, 27, 36  To reduce the computational load, the MPT ligand 
was modeled by 1,2-dimethyldithiolene ([(MeCS)2]2–; DMDT), 
which also has been used in many of the previous studies.12, 17, 19, 

20, 23, 24, 26, 28, 33  The protein-derived cysteine and serine ligands 
were modeled by MeS– and MeO–, respectively, whereas other 
groups were not truncated. Consequently, the oxidized active sites 
of DMSOR and SO were represented by 
[MoO(MeO)(DMDT)2]– and [MoO2(MeS)(DMDT)]–, whereas 
the XO active site was modeled either by the protonated 
[MoOS(DMDT)(OH)]– model or by the deprotonated 
[MoO2S(DMDT)]2– model, i.e. before or after the initial proton 
transfer to the active-site Glu residue (the two models will be 

called XOH and XO in the following). All these models are 
shown in Scheme 2.  

To study the thermodynamics properties of the models, we used 
ten models of the type MoO(DMDT)XY, where X = DMDT2–, 
O2–, or S2–, and Y = OMe–, SMe–, OH–, or O2–. Thus, X = 
DMDT2–, Y = OMe– gives our standard DMSOR model, X = 
O2–, Y = SMe– is our SO model, and X = S2–; Y = OH– or O2– are 
our XO models before and after the initial proton-transfer step, 
whereas the other systems are intermediate mixed models  

For the xanthine substrate, the protonation state is crucial. The 
most stable neutral tautomer of xanthine is protonated on the N1, 
N3, and N7 atoms (shown in Scheme 2). However, according to 
the QM/MM studies,30, 36  this state is deprotonated on the N3 
atom by an active-site Glu residue (and because the Glu residue is 
not included in our calculations, we start our reaction from this 
deprotonated state) and then accepts a proton from Mo-bound 
OH– group, giving a neutral xanthine, protonated on the N1, N7, 
and N9 atoms.  

 
2.2 QM Calculations 

All QM calculations were performed with the ORCA 
software,44  using the hybrid B3LYP density functional.45, 46  
B3LYP is the most widely used density functional and it has a well 
documented accuracy: For molecules containing first- and second-
row atoms, the errors are seldom higher than 13 kJ/mol and for 
transition-metal biochemistry, the accuracy is normally within 21 
kJ/mol.47  In previous studies of the DMSOR reaction, B3LYP 
gave the best activation barrier compared to LCCSD(T) calcula-
tions20 and it was deemed to be the most accurate functional 
among a set of 17 DFT methods by comparison to CCSD 
benchmark values.24  It has also been employed in most of the 
previous studies.3, 12, 14, 15, 17, 19, 23  However, to get a feeling of the 
stability of the results, all energies were also calculated by single-
point energy calculations with the pure TPSS functional.48 The 
results of these calculations are presented in Tables S1–S6 in the 
supplementary material (keeping the basis sets and all the correc-
tions to the same as for the B3LYP calculations). They often show 
significant changes in the absolute energies, especially for reac-
tions involving a change in the oxidation state of Mo (up to 60 
kJ/mol). However, the energy differences are more stable (i.e. 
trends) and none of the general conclusions of the paper changes 
with this variation of the DFT functional. 

The def2-TZVPP basis set49  was employed for all elements 
throughout the study. The density-fitting and chain-of-sphere 
technique, also called resolution-of-the-identity approximation 
RIJCOSX,50  was employed with the auxiliary basis set def2-
TZVP/J to accelerate the calculations at insignificant loss in accu-
racy. Test calculations for the DMSOR reaction were also per-
formed with the larger def2-QZVPP basis set, showing that the 
energies were converged to within 9 kJ/mol. 

Relativistic corrections were found to be non-negligible for ge-
ometries and energies. Therefore, all calculations were performed 
using the zeroth-order regular approximation (ZORA)51  to in-
clude scalar relativistic effects. These calculations used the ZORA-
adapted segmented all-electron relativistically contracted (SARC) 
version of the def2-TZVPP basis sets for all atoms. 

The DFT-D2 dispersion correction was applied to all B3LYP 
calculations (also the geometry optimizations).52  To take into 
account the role of polar solvent effect, the conductor-like screen-
ing model (COSMO)53  with a dielectric constant of 4 and opti-
mized radii for H, C, N, O, S54  (1.30, 2.00, 1.83, 1.72 and 2.16 Å; 
2.22 Å for Mo) was used for all calculations to mimic the protein 
surroundings. In addition, nonpolar continuum-solvation cavita-
tion, dispersion, and repulsion energies were estimated for all 
complexes with the polarized continuum method (PCM)55-57  as 
implemented in Gaussian 03.58  These calculations used the 
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UAKS radii (united atom topological model for Kohn−Sham 
theory),56  and they are needed to obtain valid solvation energies 
for all reactants, as well as a balance in the dispersion energy 
terms for reactions in which a ligand from solution binds to or 
dissociates from a metal complex.59  

The geometries were fully optimized without symmetry con-
straints using an unrestricted open-shell formalism. In all calcula-
tions, the convergence criteria was set to tight SCF convergence 
and finer-than-default integration grids (Grid4 in ORCA conven-
tion) in order to get fully converged stationary points with accu-
rate energies on the minimum-energy pathways. Harmonic vibra-
tional frequencies were computed to verify the nature of the sta-
tionary points. The minimum structures reported in this paper 
possess only positive eigenvalues of the Hessian matrix, whereas 
the transition states have a single negative eigenvalue. Zero-point 
energies (ZPE), entropy, and thermal corrections to the enthalpy 
for the optimized geometries were obtained from the frequency 
calculations using an ideal-gas rigid-rotor harmonic-oscillator 
approximation at 300 K and 1 atm pressure.  

In summary, geometries were optimized at the B3LYP-
D2/def2-TZVPP+ZORA+COSMO level and energies were 
corrected by PCM non-polar solvation energies, ZPE, and ther-
mal corrections. 

The studied Mo complexes have several potentially accessible 
spin states. Most previous studies have concentrated on the low-
spin closed-shell singlet states, but it has been discussed whether 
the triplet state may also be accessible.17  Therefore, we have also 
explored the triplet state for the native reactions. However, the 
results indicate that the triplet state is energetically unfavorable for 
all states in all reactions. Furthermore, broken-symmetry calcula-
tions were also performed for the open-shell singlet state of the 
transition states, but no wave functions with significant spin polar-
ization were found. We therefore discuss only the singlet-state 
surfaces in the following. 

 
2.3 Reduction potentials and acidity constants 

Absolute reduction potentials were calculated from the free en-
ergy difference between the oxidized and reduced states, corrected 
to the scale of the normal hydrogen electrode by adding 4.28 V.60  
The translational free energy of a free electron (0.03 kJ/mol) was 
ignored.  

E0 = Eox – Ered – 4.28 (1) 
Likewise, absolute pKa values were calculated from the free en-

ergy difference between the deprotonated and protonated state, 
corrected by a factor of –1131.0 kJ/mol, which represents the sum 
of the estimated hydration free energy of a proton, the transla-
tional Gibbs free energy of a proton at 300 K and 1 atm, and the 
change in reference state from 1 atm to 1 M at 300 K.60, 61  

 
3. RESULTS AND DISCUSSION  
In paper, we compare the intrinsic reactivities of active-site cluster 
models of the three families Mo OAT enzymes with DFT meth-
ods. We will in separate sections compare thermodynamic (reac-
tion free energies, redox potentials, acidity constants, and water-
binding energies) and kinetic (enzyme mechanism and activation 
barriers) of these models. 
As shown in Schemes 1 and 2, the active-sites of the three families 
of mononuclear Mo enzymes (DMOSR, SO, and XO) can in 
their oxidized state be modeled by [MoO(MeO)(DMDT)2]–, 
[MoO2(MeS)(DMDT)]–, and [MoOS(OH)(DMDT)]–. Thus, all 
three enzymes have four ligands, including one DMDT group and 
one oxo atom (which is transferred to the substrate). It is the other 
two ligands that differ, and we will call these ligands X and Y in 
the following, so that the DMSOR family has X = DMDT2– and 
Y = MeO–, the SO family has X = O2– and Y = MeS–, and the 

XO family has X = S2– and Y = OH–. Note that the X ligand al-
ways has a double negative charge and the Y ligand a single nega-
tive charge. However, as mentioned in the Introduction, the first 
step of the XO reaction is a proton transfer from the OH– ligand 
to an active-site Glu residue, so that the actual reactive species of 
XO in the subsequent reactions actually has Y = O2–. Therefore, 
we included also this group in the investigation. Our aim is to 
understand why the families have selected these differing sets of 
ligands.  
 
3.1 Thermodynamics 
3.1.1 Reaction free energies 

We first explored the reaction free energies, i.e. the thermody-
namic driving force for the general OAT reaction 

MoVIO(DMDT)XY + Z → MoIV(DMDT)XY + ZO (2) 
where Z represents one of the three substrates of the three en-
zymes (i.e. DMS, SO32–, or Xan). The calculated reaction free 
energies of the native sets of ligands, as well as mixtures of X and Y 
ligands, are listed in Table 1.  

It can be seen that the oxidation of DMS to DMSO is ender-
gonic for all combinations of ligands X and Y (by 61–164 kJ/mol; 
63 kJ/mol for the native DMSOR model), indicating that the 
actual reaction (reduction of DMSO) is exergonic for all models. 
Likewise, the oxidation of sulfite to sulfate is exergonic for all 
combinations of ligands (by –36 to –140 kJ/mol; –50 kJ/mol for 
the native SO model). On the other hand, the oxidation of Xan is 
endergonic for the native XOH model by 51 kJ/mol. However, 
this estimate critically depends on the protonation states of the 
models and the surroundings. In Table 1, we assume that Xan is 
its most stable protonation state (neutral and protonated on the 
N1, N3, and N7 atoms) and that uric acid is also neutral, although 
it is singly deprotonated in neutral aqueous solution (the pKa is 
5.4). In fact, in the thorough QM/MM study of XO, Metz and 
Thiel started from the XOH model and the most stable tautomer 
of Xan and ended up with a protonated SH group, singly depro-
tonated urate, and a protonated conserved Glu residue with a 
favorable reaction energy of –38 kJ/mol, indicating that the en-
zyme reaction actually is exothermic.36  However, they did not 
model the binding of the substrate, the dissociation of the product, 
or regeneration of the deprotonated Glu residue, so the results are 
not fully comparable with ours.  

Thus, the thermodynamic driving force of the OAT reaction 
does not give any clear clue why the different active sites are used. 
However, the energies in Table 1 show some interesting trends. 
First, we note that the energies were obtained for isolated active-
site models and substrates or products. Therefore, the relative ener-
gies for different sets of X and Y ligands are independent of the 
substrate. In fact, the three columns in Table 1 are simply trans-
lated by a constant offset, which is (using Z = DMS as the refer-
ence) –201 and –104 kJ/mol for SO32– and Xan, respectively. 
Therefore, we can insert also the substrate/product pairs together 
with the active-site models on a common energy scale of oxygen-
atom affinity. This is analogous to the thermodynamic oxo-
transfer reactivity scale suggested by Holm, and our results are in 
agreement those results, e.g. for the relative positions of the SO32–

/SO42– and DMS/DMSO pairs.62-64  Continuing to use the 
DMS/DMSO pair as the reference (i.e. the DMS/DMSO pair 
gets an energy of 0 kJ/mol and all the enzyme model attain the 
energies of the DMS column in Table 1), the SO32–/SO42– gets an 
energy of 201 kJ/mol, i.e. larger than any of the enzyme models, 
in accordance with the above observation that all models could 
catalyze the oxidation of sulfite. The Xan substrate gets an energy 
of 104 kJ/mol, showing that it can only be oxidized by the three 
enzyme models involving X = DMDT. 

Moreover, we see that all models with X = DMDT give more 
negative energies than the other two X ligands (by 74–103 
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kJ/mol). Thus, it is clear that the DMSOR active site has an ap-
preciably higher oxidizing power than the active sites of the other 
two enzyme families, in spite of the fact that DMSOR catalyzes 
the reduction of DMSO. This indicates that the ligands of 
DMSOR were chosen not to maximize the reaction free energy, 
but rather to keep it negative, but as close to zero as possible to 
save energy.  

The driving force for the three singly charged Y ligands are 
quite similar and the order depends on the X ligand (the variation 
is 5–9 kJ/mol for X = O2– or S2– and 15 kJ/mol for X = DMDT2–

). The Y = O2– ligand gives 6–15 kJ/mol more negative energies 
than the singly-charged ligands, showing that the reducing power 
of the enzyme models increases if the OH– ligand is deprotonated, 
as is believed to take place in the XO reaction.36, 65  Consequently, 
the DMSOR has the most oxidizing active site by 74–103 kJ/mol, 
whereas the XO site with a OH– ligand is 5 kJ/mol more reduc-
ing than the SO site, although this is inverted to –1 kJ/mol if the 
OH– ligand is deprotonated. 

 
3.1.2 Redox potentials and acidity constants  

Once the OAT reaction is completed, the active site needs to be 
either re-reduced (DMSO) or re-oxidized (SO and XO) by two 
stepwise one-electron transfer reactions, coupled by the conver-
sion of an oxy group to a water ligand by the binding of two pro-
tons (DMSOR) or vice versa. These reactions are governed by a 
series of reduction potentials (E0) and acidity constants (pKa values) 
as is illustrated in Scheme 3. The calculated values of these pa-
rameters for the various models are given in Tables 2–4. 

It can be seen that all reduction potentials are negative  
(–0.2 to –5.5 V). Y = O2– always gives a much more negative po-
tential than the singly charged Y ligands, showing that the extra 
negative charge stabilizes the oxidized state.  Likewise, the reduc-
tion potential going from the Mo(VI) to the Mo(V) state is ~2 V 
more negative with an oxy group (∆G!"#$%

!→!,!) than with a OH– lig-
and (∆G !"#$%

!→!,!"). ∆G!"#$%
!→!,!   is most negative for X = O2–, whereas 

DMDT and S2– have similar potentials. Y = MeS– gives more 
positive potentials than the other two Y ligands. For ∆G !"#$%

!→!,!", X 
= S2– gives the most negative potentials and Y = MeS– gives the 
most positive potentials. 

The results are similar for the Mo(V)  → Mo(IV) potentials: 
They are 2–3 V more negative with an OH– ligand (∆G !"#$%

!→!,!") 
than with a water ligand (∆G !"#$%

!→!,!"# ). Both ∆G !"#$%
!→!,!"  and 

∆G !"#$%
!→!,!"# are least negative for X = DMDT. For ∆G !"#$%

!→!,!", the 
singly charged Y ligands give the trend MeO– < OH– < MeS–. 

The calculated pKa values in Table 3 show similar trends: All 
pKa values are positive, and only two of them are lower than 7, 
indicating that protonation is predicted to be favorable for almost 
all complexes in water solution (but note that the calculations were 
performed in a continuum solvent with a dielectric constant of 4, 
i.e. lower than that of water, 80). The pKa values are much higher 
(by 24–51 pKa units) for the reduced complexes than for the oxi-
dized ones, as expected, showing that the reduced complexes al-
ways are expected to be protonated. Y = O2– always gives much 
larger pKa values than the singly charged Y ligand (by 20–46 pKa 
units). 

∆G !"#
!,!"→! shows only small variations with the ligands and the 

only consistent trends are that it is higher for X = O2– than S2– 
and lower for Y = MeS– than MeO–. ∆G !"#

!,!"→! shows a much 
larger variation, with the X trend S2– < DMDT < O2–. 
∆G !"#

!,!"#→!" shows the opposite X trend, whereas ∆G !"#
!,!"#→!" is 

smallest for X = O2–. The Y trend is MeO– > OH– > MeS–. 

Table 4 lists the calculated energies for the diagonal hydrogen-
atom transfer reactions in Scheme 3. The results are given in V to 
emphasize that they depend on electrons and protons from exter-
nal sources (like the reduction potentials and acidity constants in 
Tables 2 and 3). It can be seen that they are all rather close to 
zero (–0.6 to 0.7 V).  ∆G!"#$!→!  for the Mo(VI)  → Mo(V) transition is 
more negative for X = DMDT and S2– than for O2–. Y = O2– gives 
a much less negative result than the singly charged Y ligands. 
∆G!"#$!→! follows the X trend O2– < S-2 < DMDT, whereas the Y 
trend is varying. Consequently, the XO models have more nega-
tive ∆G!"#$!→! (–0.6 or –0.1 V) than the other two native enzyme 
models (0.0 and 0.3 V). On the other hand SO has a more nega-
tive ∆G!"#$!→! (–0.5 V) than the other two enzyme models (0.7 and 
0.0–0.1 V). For the full proton-coupled Mo(VI) → Mo(IV) reduc-
tion (∆G!"#$!→! + ∆G!"#$!→!), the SO and XO models have negative 
potentials (–0.2 and –0.1 or –0.5 V, indicating that the oxidized 
state is more stable), whereas the DMSOR model has a positive 
potential (0.7 V, i.e. the reduced MoIV state is most stable). Inter-
estingly, this is in accordance with the starting states for the OAT 
reactions of the three enzymes, indicating that the active sites have 
been constructed to make the re-oxidation or re-reduction reac-
tions favorable. 

 
3.1.3 Water-binding free energies 

In the general OAT reaction, an oxy group is transferred from 
the Mo(VI) active site to the substrate, giving a Mo(IV) ion with 
one ligand less than in the oxidized state. In many enzymes, this 
decrease in the coordination number is compensated by the bind-
ing of a water molecule. Therefore, we have calculated the bind-
ing energy of a water molecule to the reduced active-site models, 
i.e. the energy of the reaction 

MoIV(DMDT) XY + H2O → MoIV(DMDT)(H2O)XY        (3) 
The results of these calculations are collected in Table 5. It can 

be seen that all binding free energies are positive (2–33 kJ/mol), 
indicating that the binding of water is unfavorable. This is caused 
by the unfavorable loss of translational and rotational entropy of 
the bound water molecule. It has been argued that the simple 
Sackur–Tetrode equation, used in these estimates, overestimate 
this contribution in water solution by ~30 kJ/mol.66-68  This makes 
the absolute values of the energies uncertain, but the relative val-
ues should be more reliable.  

Unfortunately, the trends are quite varying. The most conspic-
uous effect is that the results with Y = MeS– always differ from the 
other results. However, for X = DMDT, Y = MeS– gives a weaker 
binding than the other two ligands (by 17–23 kJ/mol, whereas for 
the other two X ligands, it instead gives a stronger binding (by 4–
16 kJ/mol; Y = O2– gives an even stronger binding). As a result, 
the three native models all give small energies (2–9 kJ/mol; in the 
reduced state, the XO model with Y = O2– is the relevant one, as 
we will see below).  

To sum up, we have seen that the DMDT ligand gives the 
strongest oxidative power. The ligands seems to have been chosen 
not to give an as exergonic OAT reaction as possible, but instead 
to keep the energy loss as low as possible. In fact, the active sites 
seem to have been designed to make the re-reduction (DMSOR) 
or the re-oxidation (SO and XO) of the enzyme possible. 

 
 

3.2 Kinetics 
In previous section, we studied thermodynamic differences be-

tween active site models with different ligands, related to those 
found in the three families of Mo OAT proteins. In this section, 
we instead turn to kinetic effects and study mechanisms and acti-
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vation energies for the catalysis of three typical OAT reactions, 
viz. DMSO→DMS, SO32–→SO42–, and Xan→uric acid. Optimi-
zations of transition states are more demanding than equilibrium 
states. Therefore, we have restricted this part of the investigation 
to active-site models of the native enzymes, i.e. (in the oxidized 
state) [MoO(DMDT)2(MeO)]– (DMSOR), 
[MoO2(DMDT)(MeS)]– (SO), and [MoO2S(DMDT)]– (XO). 
Thus, we have studied the nine combinations of three reactions 
and three active-site models. The various calculations will be de-
noted by the abbreviation for the enzyme (i.e. the active-site mod-
el DMSOR, SO, or XO) and the substrate (DMSO, SO32–, or 
Xan), e.g. the SO–DMSO reaction. 

 
3.2.1 The DMSOR–DMSO reaction 

We start with the native DMSOR–DMSO reaction, in which 
DMSO is converted to DMS. This reaction has been the subject 
of several previous theoretical studies.8, 12, 14, 17-20, 22, 24  In accord-
ance with these, we find in addition to the separated reactants 
(SR) and separated products (SP) an intermediate (IM) in which 
DMSO is coordinated to Mo(IV) by the oxygen atom. These 
three states are connected by two transition states, the first for the 
formation of the Mo–O bond (TS1) and the second for the cleav-
age of the S–O bond of the substrate (TS2). The structures of 
these five stationary points are shown in Figure 1. The structures 
closely resemble those found in previous studies (geometric pa-
rameters are shown in Table S7 in the supporting information),8, 9, 

14, 15, 17-19, 22, 24  so they will not be further discussed. In particular, 
we find a major change in the structure of the product complex to 
octahedral, which is incompatible with trigonal prismatic structure 
of the enzyme active site.2-4, 10  However, this change in geometry 
is not expected to affect the activation energies significantly, be-
cause neither of the two transition states shows an octahedral 
structure.  

The corresponding reaction enthalpies are collected in Table 6. 
It can be seen that IM is 29 kJ/mol less stable than SR. TS1 is 
very close in energy to IM – with all energy corrections it is actual-
ly within 1 kJ/mol of IM. The highest energy on the potential-
energy surface is that of TS2, which is 83 kJ/mol above SR. The 
reaction energy is –63 kJ/mol. As discussed before,20  the energies 
are very sensitive to the size of the basis sets and the DFT func-
tional, with sizeable dispersion corrections. The calculated barrier 
is somewhat too large, compared to experiments, 62 kJ/mol.10, 69  
The reason for this is partly the DFT functional, partly the omis-
sion of the surrounding enzyme. Calibration calculations with the 
local CCSD(T0) method have shown that energies calculated with 
the current methodology have errors of 19–45 kJ/mol for the 
reaction mechanism of DMSOR.20  This has to be taken into 
mind when considering the current results. Fortunately, the small-
est error was observed for the rate-limiting barrier (of TS2), which 
is the most important energy in the present comparison of the 
various enzyme models.  

 
3.2.2 The SO–DMSO reaction 

Next, we study whether the SO model ([MoO(DMDT)(MeS)]–) 
may catalyze DMSO reduction. We obtained the same five states, 
SR, TS1, IM, TS2, and SP, as those for the native DMSOR reac-
tion. The geometry of IM is quite similar for the SO and 
DMSOR models (Figure 2), but the Mo–ODMSO bond is some-
what shorter in the former, 2.24 Å, compared to 2.31 Å (the geo-
metric parameters are listed in Table S8 in the supporting infor-
mation). However, TS1 is much earlier for the SO model with a 
Mo–ODMSO distance of 3.20 Å, compared to 2.62 Å in the 
DMSOR model. On the other hand, the geometries of TS2 are 
quite similar with differences of only 0.04–0.05 Å in the forming 
Mo–ODMSO bond and the breaking S–ODMSO bond. 

From the results in Table 6, it can be seen that the energies are 
quite different for the two models: The first activation energy 
(TS1) is appreciably lower for the SO model, 0 kJ/mol, compared 
to 28 kJ/mol for the DMOSR model. Moreover, the IM interme-
diate is much more stable; it is actually 46 kJ/mol more stable 
than SR (29 kJ/mol less stable for the DMOSR model). The se-
cond activation barrier is also appreciably lower for the SO mod-
el, 33 kJ/mol relative IM, compared to 55 kJ/mol for the 
DMSOR model. Finally, the products are 88 kJ/mol more stable 
for the SO model than for the DMSOR model. It is this large 
difference in the driving force of the reaction energy (already dis-
cussed in Section. 3.1.1) that lowers the energies of all states in the 
reaction (relative to RS). All together this demonstrates that the 
isolated SO active site is predicted to readily catalyze the DMSO 
reduction to DMS, actually with a lower barrier than the native 
active site. 

 
3.2.3 The XO–DMSO reaction 

Next, we study the DMSO reaction with the XO model. We 
first consider the deprotonated [MoO2S(DMDT)]2– model (XO). 
Also with this model, we can obtain all five states of the reaction. 
From Figure 2 and Table S9, it can be seen that IM is quite dif-
ferent from what was obtained with the DMSOR and SO models, 
with a Mo–ODMSO distance of only 2.10 Å (2.31 and 2.24 Å for 
the other two models) and an elongated O–SDMSO bond length of 
1.62 Å (1.53 and 1.54 Å for the other two models). TS1 also has a 
much shorter Mo–ODMSO distance (2.35 Å) than in the other two 
models (2.62 and 3.20 Å). In TS2, the differences are smaller, but 
the breaking O–SDMSO bond is 0.10–0.15 Å shorter than for the 
other two complexes and the forming Mo–ODMSO bond is 0.06–
0.10 Å longer.  

The energies of the DMSO reaction with the XO model are 
more similar to those of the native DMSOR model than to those 
of the SO model. The energy of IM for the XO and DMSOR 
models is nearly the same, 32 and 29 kJ/mol. Likewise, the energy 
of TS1 is similar to that of IM, 36 kJ/mol for the XO model. On 
the other hand, the reaction energy is much more negative for the 
XO model (–148 kJ/mol) than for the DMSOR model (–63 
kJ/mol); it is actually similar to what was found for the SO model 
(–151 kJ/mol). Consequently, the second activation barrier is 
much lower for the XO model than for the DMSOR model (40 
compared to 83 kJ/mol), which is only 3 kJ/mol higher than the 
barrier of TS1. This indicates that the XO model can also cata-
lyze the OAT of DMSO to DMS with a rate that is actually high-
er than that of the native DMSOR model. 

With the XOH model ([MoOS(OH)(DMDT)]–), IM is strongly 
stabilized and  SP is somewhat more stable than for the XO mod-
el (187 and 156 kJ/mol more stable than SR, respectively). On the 
other hand, TS2 is 152 kJ/mol above IM, giving a prohibitively 
large barrier (owing to the overstabilization of IM). This reaction 
also ends up in a state with sulfido ligand in the apical position, 
rather than the oxo group, as in the protein, but such a structure is 
only 2 kJ/mol less stable than the protein conformation.   

 
3.2.4 The SO–SO32– reaction 

Next, we turn to the oxidation of SO32– and consider how it is 
catalyzed by the SO model. For this reaction, three different 
mechanisms have been suggested,8, 26, 70  but recent calculations 
indicate that the most probable one involves an attack of the sub-
strate S atom on the equatorial oxy group of the active-site Mo. 
Such a mechanism is essentially the reverse of the DMSOR reac-
tion: It starts from the SO model with two oxy groups and the 
metal in the Mo(VI) state. The substrate approaches the equatori-
al oxy group by the S atom, leading to the formation of a S–O 
bond and therefore a Mo(IV)–OSO3 intermediate, IM, via a first 
transition state (TS1). In TS1, the S–O distance between SO32– 
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and the equatorial oxo group is 2.51 Å, and the Mo–Oeq bond 
length is 1.78 Å, indicating a rather early transition state. Next, 
SO42– dissociates via a second transition state TS2. Structures of 
the five states are shown in Figure 3. The corresponding bond 
lengths are listed in Table S10 and they are similar to what has 
been found previously,9, 27, 28  so they will not be discussed in de-
tail. 

The relative enthalpies of the SO–SO32– reaction are collected 
in Table 6. It can be seen that the highest barrier is found for 
TS1, 167 kJ/mol. The intermediate IM is 16 kJ/mol above SR. 
The second transition state, TS2, is lower than TS1, 120 kJ/mol 
above SR and 104 kJ/mol above IM. SP is 49 kJ/mol more stable 
than SR.  

Clearly, the estimated activation energy is too high for an en-
zyme reaction – the experimental barrier is 52 kJ/mol.27, 29  The 
high barrier is mainly caused by the electrostatic repulsion be-
tween the Mo active site and the substrate, which both are nega-
tively charged. It depends strongly on the dielectric constant used 
for the continuum-solvation model in the calculations, the DFT 
functional and the basis sets. In our previous calculations with 
LCCSD(T0) energies and a dielectric constant of 80, the barrier 
was 60 kJ/mol lower.27 However, since we are mainly interested 
in the relative energies for the various enzyme models, we have 
decided to discuss results that are consistent with all the other 
calculations (i.e. with a dielectric constant of 4), even if they give a 
too high barrier.  

Previous QM-cluster studies have obtained similar high barri-
ers,9, 25, 27  unless the active site has been neutralized by the addi-
tion of a positively charged residues.27  We have made some ex-
periments with adding a model of an arginine residue to the SO 
model system. However, the results are sensitive to where this 
group is placed (there are actually five arginine residues and one 
lysine within 10 Å of the Mo ion in SO41 ) and which restraints are 
used to fix it there (making the model specific for a certain protein 
and therefore not reflecting the intrinsic reactivity of the isolated 
active site). Moreover, the arginine model often transfers a proton 
to the sulfite ion, restoring the repulsion and giving a small effect 
on the barrier.  Therefore, we decided to present energies only for 
the minimal active-site model. To obtain more reasonable barriers 
and unbiased results, QM/MM studies of specific enzymes are 
needed. 

 
3.2.5 The DMSOR–SO32– reaction 

Next, we studied whether the DMSOR model can oxidize sul-
fite to sulfate. The same five states (SR, TS1, IM, TS2, and SP) 
could be found also for the DMSOR model (Figure 4). The geom-
etries of the various states for the two active-site models are quite 
similar. As shown in Table S11, IM has closely similar Mo–OSO3 
and O–SO3 bond lengths of 2.13 Å and 1.54–1.55 Å. However, 
TS1 is later for the DMSOR model, with a forming O–S bond of 
2.26 Å compared to 2.51 Å for the SO model (but Mo–O = 1.78–
1.80 Å in both case). Likewise, TS2 is earlier, with a breaking 
Mo–O distance of 2.75 Å, compared to 3.60 Å for the DMSOR 
model. 

The enthalpies of the five states are listed in Table 6. It can be 
seen that for both active-site models, TS1 has the highest barrier 
and it is 10 kJ/mol higher for the DMSOR model, 177 compared 
to 167 kJ/mol. IM is less stable with the DMSOR model than 
with the native SO model (41 compared to 16 kJ/mol). On the 
other hand, the barrier for TS2 is appreciably lower. The reason 
for the latter is that the product state is appreciably more stable 
for the DMSOR model (–137 compared to –49 kJ/mol), as an 
effect of the intrinsic thermodynamic stability of the Mo(IV) state 
of the DMSOR model, as discussed in Section 3.1.1. 

 
3.2.6 The XO–SO32– reaction  

Next, we consider the sulfite-oxidation reaction with the XO 
model. We first studied the reaction with the deprotonated 
[MoO2S(DMDT)]2– model. However, the extra negative charge 
of this model strongly increased the Coulombic repulsion between 
the substrate and the active-site model to such an extent that nei-
ther IM nor TS2 could be found (Figure 4). Only TS1 was located 
and it had an activation barrier of 455 kJ/mol, which is much 
higher than for the SO and DMSOR models. 

Therefore, we instead studied the protonated XOH model. 
However, this is also somewhat problematic because as Scheme 1 
shows, XO has the OH– ligand in an equatorial position and the 
oxy group at the apical position, whereas in the SO model, the 
reactive oxy group is in the equatorial position and QM studies 
have suggested that only that position is reactive.26,71  This was 
solved by instead protonating the apical oxo group (but after op-
timization, the OH– group moves to an equatorial position and 
instead the sulfido ligand moves to the apical position, as can be 
seen in Figure 4; still, it has an oxy group in the equatorial posi-
tion and it is only 2 kJ/mol less stable than the standard XOH 
model with the oxy group in the apical position). This XOH mod-
el gave a two-step mechanism closely similar to that of the SO 
model, as is shown in Table 6. The activation barrier is 183 
kJ/mol, 16 and 6 kJ/mol larger than for the SO and DMSOR 
models. This shows that all three enzyme models probably can 
support a SO32–→SO42– reaction with fairly similar barriers (if the 
Coulomb repulsion can be overcome), although the native model 
gives the most reactive site. 
 
3.2.7 The XO–Xan reaction 

Finally, we turned to the Xan→urate reaction. It has been ex-
tensively studied by several groups before, 3, 7, 31-37 ,65 and we con-
centrated on the most favorable mechanism suggested by the 
thorough QM/MM study by Metz and Thiel:36  It starts from the 
protonated oxidized active site with a hydroxide ion (XOH mod-
el), and a xanthine anion, protonated on the N1 and N7 atoms 
(called preR in Figure 5; in the original QM/MM study36  this 
state was formed from neutral xanthine in its most stable protona-
tion state by a deprotonation of N3 by a nearby Glu residue, but 
the latter residue is not included in our cluster models, so it was 
skipped here; in the QM/MM study, the initial states had smaller 
activation barriers than the later steps considered here). Then, the 
proton of the OH– group is transferred to the N9 atom of xan-
thine, leading to the deprotonated XO model and a neutral xan-
thine in the second most stable protonation state (protonated on 
the N1, N7, and N9 atoms), called RC. Next, the C–O bond is 
formed (IM) via a transition state TS1 with an elongated Mo–O 
distance (1.84 Å) and a partially formed O–C bond (1.75 Å). The 
calculated energy barrier is 62 kJ/mol (Table 6). In IM, the O–C 
bond is formed, but the transferred O atom still coordinates to the 
Mo center at a distance of 1.93 Å.  

The third step is the transfer of the H8 atom of xanthine to the 
sulfido ligand, overcoming a second, higher, transition state TS2, 
which lies 44 kJ/mol above RC and 68 kJ/mol above preR. In 
TS2, the C–H8 bond is elongated to 1.32 Å and the S–H8 distance 
is 1.69 Å. Finally, the uric-acid product is generated (P), which 
coordinates to the Mo center via the carbonyl group at the C8 
position and 53 kJ/mol heat is released.  

The predicted net activation barrier of 68 kJ/mol is in excellent 
agreement with the experimental value of 68 kJ/mol.72  Our cal-
culated energies are closely similar to those obtained by Metz and 
Thiel in their gas-phase reaction.36  Analysis of the molecular or-
bitals clearly demonstrate that the oxidation state of Mo center 
does not change during the first steps (RS → IM); the Mo ion is 
not reduced until the H8 proton is transferred to the sulfido group. 
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3.2.8 The DMSOR–Xan and SO–Xan reactions 

Finally, we studied the Xan reaction with the DMSOR and SO 
models. Figure S1 shows the relaxed potential-energy surfaces 
along the C8–O reaction coordinate (i.e. from RC towards IM) for 
these two models for neutral xanthine protonated on the N1, N3, 
and N7 or the N1, N7, and N9 atoms. It can be seen that the ener-
gies increases steadily, sometimes with a shoulder around 1.6 Å at 
energies of 103–118 kJ/mol (relative to RC). This indicates that 
the IM state does not exist (as was also confirmed by direct opti-
mizations) for these models and the reaction cannot proceed. 

We also made a similar scan with the intermediate model 
[MoO(DMDT)(OH)(MeS)]–, which differs from the XOH model 
in that the sulfido ligand has been replaced by a MeS– group. 
However, also for this model, no IM state could be found. Thus, 
we can conclude that only the XO model can catalyze the Xan → 
urate reaction. As the only difference between the XO and SO 
models is that the sulfido ligand is replaced by a MeS– group, it 
seems that this sulfide ligand, or at least the double negative 
charge, is needed for the reaction.  

To decide which of these effects is crucial, we also studied the 
model [MoO3(DMDT)]2–, in which we have replaced the sulfido 
ligand in the XO model by a third oxy group, keeping the double 
negative charge. Interestingly, the IM state could be found for this 
model, showing that the charge, rather than the chemical nature 
of this ligand is most important. All the six states in XO-Xan reac-
tion could also be found with this model. However, the barrier for 
the IM→P reaction (i.e. TS2) was prohibitively high, 128 kJ/mol 
relative to preR. Ilich and Hille, as well as Thiel and coworkers 
have reached similar conclusions, replacing the sulfido ligand with 
an oxy group for the XO and aldehyde oxidoreductase reactions.3, 

37,73,74  They explain the higher barrier with more severe geomet-
rical requirements in the hydride-transfer transition state with the 
oxy group. This high barrier is in accordance with the experi-
mental observation that the desulfo form of XO is inactive,75,76 

although kinetic, spectroscopic, and crystallographic studies indi-
cate that the related aldehyde oxidoreductase enzyme is active 
without the sulfido group.77 Kirk and coworkers have emphasized 
the role of the sulfido ligand for the proper electronic structure of 
the transition state for the hydride-transfer reaction.78,79 Thus, we 
can conclude that the XO active site is carefully designed to make 
all three steps in the reaction mechanism possible: a proper acidity 
to make the initial proton transfer possible, a favorable net charge 
enable the oxy transfer, and again a proper acidity to make the 
hydride transfer feasible. No native or designed enzyme model 
combines these properties as well as the XO model. In particular, 
the sulfido group seems crucial for the properties of the XO site. 

 
4. CONCLUSIONS 

We have explored the active-site design of typical examples of 
the three families of mononuclear molybdenum OAT enzymes, 
DMSOR, SO, and XO using the B3LYP method. The effect of 
the enzyme environment on the energy surfaces has been modeled 

by the COSMO continuum-solvent model with a dielectric con-
stant of 4 without any introduction of residues at the active site, 
but including dispersion corrections. 

This theoretical study offers important thermodynamic and ki-
netic clues to the understanding why the three families use differ-
ent Mo ligands in their active sites. We have shown that the vari-
ous enzyme models have differing oxidizing powers; the DMSOR 
model with its two DMDT ligands gives the largest oxidizing 
power, although it performs a reduction reaction. The reason for 
this seems to be to save energy – the ligands have been selected to 
give a reaction free energy close to zero. This facilitates the regen-
eration of the active site after the OAT reaction by electron- and 
proton-transfer reactions. The Mo ligands seem to have been 
selected so that the DMSOR site can be re-reduced, whereas the 
SO and XO sites instead can be re-oxidized after the oxo-transfer 
reaction has been performed. 

Moreover, we have studied a typical reaction of each member 
of the three families, the reduction of DMSO to DMS, the oxida-
tion of sulfite to sulfate, and the oxidation of xanthine to uric acid. 
We have studied the reactions, not only with the native enzyme 
models, but also with models of the other two enzyme families. 
These calculations showed that the DMSOR reaction is facile and 
can be performed also with the SO and XO models, which actual-
ly give lower activation barriers, owing to their more exothermic 
reaction energies. Likewise, the DMSOR and XO models can 
perform the oxidation of sulfite, provided that the Coulombic 
repulsion between the substrate and the active-site model can be 
overcome. However, in this case, the native model gives the lowest 
activation energy. On the other hand, XO is the only model that 
can oxidize xanthine. In particular, the sulfido group with its dou-
ble negative charge seems to be necessary for this reaction. In 
conclusion, these calculations give important clues to how Nature 
has designed the various families of OAT enzymes. 
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Scheme 1 

 
 

Structures of the active sites of the DMSOR (left), SO (middle), and XO (right) families of mononuclear Mo 
OAT enzymes. The upper part shows the reduced states and the lower part shows the corresponding oxidized 
states. (

!
!   represents the molybdopterin cofactor that coordinates to the Mo ion via its dithiolene side chain, −O 

and −S are amino-acid side chains (Ser, Cys, or selenocysteine), =O and =S are oxo and sulfido ligands, and OH 
is a hydroxyl ligand.  

 

Scheme 2 

 
Model systems used in the calculations. The upper row shows the three active-site models in their oxidized 

states: Left DMSOR, middle SO, and right deprotonated XO. The middle row shows the corresponding native sub-
strates, left DMSO, middle SO!!

! , and right neutral xanthine. The bottom row shows the protonated XO model. 
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Scheme 3 

 
Electron- and proton-transfer reactions needed to interconvert the reduced and oxidized states of the various enzyme active sites. 
 

Scheme 4  

      

The OAT reactions considered for the three substrates, DMSO (left), sulfite (middle), and xanthine (right). 
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Figure 1. Structures of the various states along DMSOR–DMSO reaction obtained at the B3LYP-D2/def2-
TZVPP+ZORA+COSMO level.  
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Figure 2. Structures of the TS1, IM, and TS2 states along the SO–DMSO, XO–DMSO, and XOH-DMSO 
reactions obtained at the B3LYP-D2/def2-TZVPP+ZORA+COSMO level.  
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Figure 3. Structures of the various states along SO–SO32– reaction obtained at the B3LYP-D2/def2-
TZVPP+ZORA+COSMO level. 

 
 
  



15 
 
 
 
 
 

Figure 4. Structures of key states along DMSOR–SO32–, XO–SO32– and XOH–SO32– reactions obtained at the 
B3LYP-D2/def2-TZVPP+ZORA+COSMO level. For DMSOR–SO32– and XOH–SO32– reactions, TS1, IM, 
and TS2 are shown; for XO–SO32–, only TS1 was located on the potential energy surface.  
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Figure 5. Structures of the various states along XO–Xan reaction obtained at the B3LYP-D2/def2-
TZVPP+ZORA+COSMO level.  
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Figure 6. Structures of the various states along [MoO3(DMDT)]2––Xan reaction.  
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Table 1. Reaction free energies (kJ/mol) of the general OAT reaction in Eqn. 2. 
X Y                       Z = 

  
DMS SO32- Xan 

DMDT OMe 63.3 -137.4 -41.1 
DMDT SMe 75.6 -125.1 -28.8 
DMDT OH 60.9 -139.8 -43.4 
O OMe 151.6 -49.1 47.3 
O SMe 150.2 -50.5 45.9 
O OH 150.7 -50.0 46.3 
S OMe 159.7 -41.0 55.3 
S SMe 164.3 -36.4 60.0 
S OH 155.5 -45.2 51.1 
S O 149.2 -51.5 44.8 

 

Table 2. The four reduction potentials (V) in Scheme 3 for the ten models. 
X Y ∆G!"#$%

!→!,! ∆G !"#$%
!→!,!" ∆G !"#$%

!→!,!" ∆G !"#$%
!→!,!"# 

DMDT OMe -2.70 -0.66 -2.92 -0.24 
DMDT SMe -2.46 -0.43 -2.77 -0.49 
DMDT OH -2.38 -0.55 -2.89 -0.25 
O OMe -3.14 -0.55 -3.38 -1.15 
O SMe -2.85 -0.23 -3.01 -0.93 
O OH -3.19 -0.21 -3.31 -1.11 
S OMe -2.72 -1.19 -3.40 -1.13 
S SMe -2.42 -0.97 -3.36 -1.01 
S OH -2.72 -0.85 -3.38 -1.15 
S O -4.97 -2.71 -5.45 -2.41 

 

Table 3. The four acidity constants (pKa units) in Scheme 3 for the ten models.  
X Y ∆G !"#

!,!"→! ∆G !"#
!,!"→! ∆G !"#

!,!"#→!" ∆G !"#
!,!"#→!" 

DMDT OMe 10.6 45.2 16.0 61.1 
DMDT SMe 8.3 42.6 12.8 51.3 
DMDT OH 11.7 42.7 13.6 58.1 
O OMe 10.8 54.7 11.1 48.7 
O SMe 8.8 53.2 7.9 43.0 
O OH 6.5 56.8 10.0 47.3 
S OMe 9.9 35.8 21.5 59.8 
S SMe 7.8 32.4 18.9 58.5 
S OH 4.8 36.4 20.8 58.6 
S O 43.8 82.1 40.6 92.1 
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Table 4. Reaction energies of the two hydrogen-atom transfer reactions in Scheme 3 (diagonal reactions; V) for 
the ten models.  
X Y ∆G!"#$!→! ∆G!"#$!→! 

DMDT OMe -0.03 0.70 
DMDT SMe 0.05 0.27 
DMDT OH 0.15 0.55 
O OMe 0.09 -0.50 
O SMe 0.29 -0.46 
O OH 0.18 -0.51 
S OMe -0.60 0.14 
S SMe -0.51 0.11 
S OH -0.57 0.08 
S O -0.11 -0.01 

 
Table 5. Gibbs free energies (kJ/mol) for the water-binding reaction in Eqn. 3.  
 X Y ∆G 
DMDT OMe 9.5 
DMDT SMe 32.6 
DMDT OH 15.8 
O OMe 19.0 
O SMe 3.3 
O OH 15.4 
S OMe 13.3 
S SMe 8.9 
S OH 21.7 
S O 2.2 
 

Table 6. Relative enthalpies (kJ/mol) along the reaction paths for the studied reactions. 

State 
DMSOR– 
DMSO 

SO– 
DMSO 

XO– 
DMSO 

XOH– 
DMSO 

SO– 
SO32– 

DMSOR– 
SO32– 

XO– 
SO32– 

XOH– 
SO32– 

XO– 
Xan 

XO3b– 
Xan 

SR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0a 0.0c 
TS1 28.1 -0.1 36.4 -42.2 167.1 177.1 454.7 182.9 61.9 78.2 
IM 28.6 -45.5 31.7 -187.4 16.1 41.1 

 
63.8 51.2 56.0 

TS2 83.2 -12.3 39.7 -34.9 120.0 28.4 
 

116.0 68.0 128.3 
SP -62.5 -150.5 -148.2 -156.1 -49.3 -137.3 -51.6 -53.4 -52.5 -9.4 
a preR (with XOH); RC is at 24.4 kJ/mol. b XO3 = [MoO3(DMDT)]2–. c preR; RC is at 14.4 kJ/mol.  
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For Table of Contents Only 

 
Synopsis: 
We have studied why the three families of molybdenum oxygen-atom transfer enzymes have different active sites by quantum mechanical 
cluster calculations. The sites have different oxidative power, selected to give a reaction free energy close to zero, making the re-oxidation 
or re-reduction favorable. All active sites can reduce DMSO and oxidize sulfite (if Coulombic repulsion can be overcome), but only the 
xanthine-oxidase model can oxidize xanthine, owing to the sulfido ligand. 
 
 


