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ABSTRACT

The central question addressed in this thesis is how to make the
free-electron laser (FEL) more efficient. In recent years, coherent
diffraction imaging provides an important motivation for efficiency
enhancement. This is because a more efficient FEL process enables
converting a larger fraction of the electron beam’s power into optical
power. By increasing the average optical power to the terawatt level,
an x-ray FEL will open the door to single-shot, single-molecule ima-
ging with a sufficiently high signal-to-noise ratio.

This thesis examines two techniques for efficiency enhancement,
namely, undulator tapering and the phase jump method.

For undulator tapering, the well-established analytical model by
Kroll, Morton and Rosenbluth (KMR) is revisited and modified. With
the aid of numerical simulations, it is demonstrated that the modi-
fied model results in a further enhancement in FEL efficiency beyond
the original model.

For the phase jump method, a new physics model is developed to
describe the energy extraction mechanism in the longitudinal phase
space. The model reveals the possibility to extract energy from elec-
trons outside the ponderomotive bucket, as well as the potential
to increase the spectral purity by suppressing the synchrotron side-
bands.
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POPULAR SCIENCE SUMMARY

This thesis concerns a special type of laser, known as the free-
electron laser (FEL). It produces light of excellent quality, making it
useful for a variety of applications in physics, chemistry, biology and
medicine. The development of FELs is a part of the long-term stra-
tegic plan of the MAX IV Laboratory here in Lund, Sweden.

In this context, the word “light” does not refer exclusively to vis-
ible light, whose wavelength ranges from 400 to 700 nanometres (1
nanometre = 1 billionth of a metre). It also includes invisible light,
such as microwave, infrared, ultraviolet and x-ray.

An FEL differs from a conventional laser in its working principle.
While a conventional laser uses a gas, liquid or crystal as the me-
dium for producing light, an FEL uses a beam of electrons travel-
ling at close to the speed of light. The electron beam is produced
by a particle accelerator, and is injected into a magnet device known
as the undulator. The undulator can be tens, or even hundreds, of
metres long.

As the electrons pass through the undulator, they are deflected
by the magnetic field, and are forced to move in a zig-zag path. The
zig-zag motion causes the electrons to emit light. Along the undu-
lator, the electrons can interact collectively with the light emitted by
themselves such that the light is amplified (i.e. made stronger).

An important merit of the FEL is that its wavelength of opera-
tion can be tuned over a wide range, reaching even the x-ray range
(around 0.01 to 10 nanometres). In contrast, a conventional laser
using a gas, liquid or crystal medium simply cannot reach the x-ray
range. As the x-ray wavelength is roughly the size of an atom, an x-
ray FEL enables scientists to, for example, probe the atomic structure
of viruses and proteins.

Furthermore, the x-ray pulses delivered by an FEL can be as short
as 10 femtoseconds (1 femtosecond = 1 quadrillionth of a second),
which is roughly the duration of a molecular vibration. This enables
scientists to, for example, “film” a chemical reaction.

Other than the FEL, there is currently no light source capable of
producing such short and intense x-ray pulses. However, the effi-
ciency of the FEL is typically only about 0.1%. This means that only
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Popular science summary

one thousandth of the electron beam’s power can be converted into
the power of the light.

An important goal for the FEL community, therefore, is to over-
come this efficiency limit, getting as much light out of the electron
beam as possible. To this end, the thesis investigates two techniques
for enhancing the FEL efficiency: (i) undulator tapering and (ii) the
phase jump method. The thesis aims to improve the understanding
of the underlying physics, so that the two techniques can be optim-
ized for the maximum possible FEL efficiency.
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S. Thorin, F. Curbis, N. Čutić, M. Eriksson, O. Karlberg,
F. Lindau, A. Mak, E. Mansten, S. Werin.
Proceedings of FEL 2013, New York, USA, TUPSO80.

5 Extension of the MAX IV linac for a free-electron laser in the
x-ray region
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CHAPTER 1

INTRODUCTION AND MOTIVATION

1.1 Free-electron laser

The free-electron laser (FEL) is a type of coherent light source.
This type of facility uses a relativistic beam of electrons provided
by a particle accelerator. The electron beam is made to propag-
ate through a magnetic device known as the undulator. During the
propagation, electromagnetic radiation is emitted and amplified.
The radiation has a number of distinctive properties:

(i) high power (typically higher than 1 GW),

(ii) short pulse duration (typically shorter than 1 ps),

(iii) tunable wavelength (from infrared to hard x-ray),

(iv) narrow bandwidth (∆λ/λ∼ 0.1%),

(v) good transverse and longitudinal coherence.

These optical properties make the FEL useful for a wide range
of applications in condensed matter physics [1], photochemistry [2],
structural biology [3], medicine [4] and other research disciplines.

The FEL principle was first conceived by John M. J. Madey [5] at
Stanford University in 1971. The theoretical work led to the first ex-
perimental demonstration of the FEL amplification [6] in 1976, as
well as the first FEL operation [7] in 1977. A full historical account
of the development of the FEL is given in Ref. [8].

As of early 2017, examples of FEL facilities in operation are the
FLASH in Germany, the LCLS in the United States, and the SACLA in
Japan. Meanwhile, examples of FEL facilities under commissioning
are the European XFEL in Germany, the Swiss FEL in Switzerland,
and the PAL-FEL in South Korea.

The development of x-ray FELs is also in the long-term strategic
plan [9] of the MAX IV Laboratory here in Lund, Sweden. According

1



1.2 Compare and contrast
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Figure 1.1. Schematic diagram of the injector at the MAX IV Laboratory.
Electrons are extracted at 1.5 GeV and 3 GeV, and injected into two stor-
age rings. The Short Pulse Facility (SPF) situated at the end of the injector
is a single-pass, incoherent light source. The total length of the injector is
about 300 m. Two potential FELs forseen in the long-term strategic plan of
the laboratory are shown in grey.

to the plan, future FELs at MAX IV can utilize the existing injector. A
schematic diagram of the injector is shown in Fig. 1.1.

The injector is capable of delivering an electron energy of 3 GeV.
It is used for the top-up of two storage rings operating at 1.5 GeV and
3 GeV. In addition, it provides electron bunches for the Short Pulse
Facility (SPF) [10].

The SPF is a single-pass light source. It consists of two undulator
modules, each with a length of 5 m. It was designed to produce in-
coherent x-ray pulses as short as 100 fs.

While the SPF is not an FEL, future FELs can be constructed as
branch lines parallel to the SPF (shown in grey in Fig. 1.1). Additional
linear accelerator (linac) sections can also be installed in the branch
lines for higher electron energies.

1.2 Compare and contrast

1.2.1 With conventional laser

The word “laser” is an acronym for “light amplification by stim-
ulated emission of radiation”. As lasers, both the free-electron laser
and the conventional laser rely on stimulated emission to amplify
the radiation. In both types of light sources, the output radiation is
coherent, meaning that the electromagnetic waves maintain a fixed
phase relation in time and space.

2



Introduction and motivation

A major difference between the FEL and the conventional laser is
the gain medium. For the conventional laser, the gain medium is a
gas, liquid, crystal or semiconductor, in which electrons are bound
to atoms or molecules. For the FEL, the gain medium is replaced by
a beam of free electrons propagating through a magnetic field in va-
cuum. The free electrons are free in the sense that they are not bound
to atoms or molecules.

In the conventional laser, the wavelength of the output radi-
ation is determined by the transitions of bound electrons between
quantum states. As the quantum states have fixed energy levels,
there is very little room for altering the radiation wavelength. In the
FEL, the wavelength of the output radiation is determined by the
electron energy and the undulator parameter, which can generally
be adjusted with relative ease. This gives the FEL a higher tunability
over the conventional laser. The wavelength range of the FEL spans
from the microwave regime to the hard x-ray regime.

Besides, the optical resonator is an essential component of the
conventional laser. However, there is a lack of mirrors with sufficient
reflectivity in the x-ray regime, making it difficult to construct high-
power x-ray conventional lasers. In contrast, a single-pass FEL does
not require any optical resonator, thus circumventing the need for
mirrors. In other words, the FEL principle makes it possible to con-
struct x-ray lasers with exceedingly high power.

1.2.2 With electron storage ring

While the electron storage ring is a so-called “third-generation”
light source, the free-electron laser is a “fourth-generation” one. A
major difference is that the FEL has generally got a higher degree of
transverse and longitudinal coherence. Furthermore, the FEL offers
a higher power, a narrower bandwidth and a shorter pulse duration
than the storage ring.

A figure of merit for light sources is the peak brilliance, which is
also known as the spectral brightness. It is defined as the number
of photons emitted per unit time, per unit area, per unit solid angle,
within the spectral bandwidth of 0.1%. Figure 1.2 shows the peak
brilliance as a function of photon energy for various FEL and storage
ring facilities around the world. In terms of the peak brilliance, the
FEL facilities surpass the storage ring facilities by at least five orders
of magnitude.

With its excellent optical quality, the FEL opens up the door to
new scientific experiments beyond the limits of the storage ring. For
instance, the structures of proteins [11] and viruses [12] can be stud-
ied at x-ray FEL facilities by means of single-shot coherent diffraction
imaging. The short wavelength of the x-ray offers a high spatial resol-
ution. The large number of photons within the short pulse makes it
possible to collect enough photons for a diffraction image with only
a single pulse before the sample is damaged by radiation.

3



1.3 Efficiency enhancement

Shock-compressed matter
A schematic of the experiment is presented in Fig. 2 together with
data records from X-ray scattering detectors. The spectrometers
were used for density and temperature measurements from plas-
mons, and angular-resolved scattering provided diffraction and
structure factor data. Two 4.5 J laser beams were used to irradiate
50-μm-thick Al foils (initial density of ρ = 2.7 g cm−3) coated with
2-μm-thick Parylene. The laser beams were absorbed by the
Parylene, heating the material, and two counter-propagating
multi-Mbar shock waves were launched into the solid aluminium
by ablation pressure. Within 0.5 ns, the laser power rose to a
power that was constant over time, with an intensity of 35 TW
cm−2. Each laser operated at 527 nm and was spatially smoothed25

over a focal spot of 60 μm in order to launch strong shocks.
Radiation–hydrodynamic simulations using the code HELIOS26

showed that the shocks propagated inwards at 14 km s–1, with each
shock wave compressing the aluminium target to 4.5 g cm−3. The
shock speed and planarity over the central 10-μm-diameter region
were verified by shock breakout measurements from 25-μm-thick
foils irradiated by a single beam. Thus, when adding the second
beam on the opposite side of the target, we doubled the foil thickness
to 50 μm to mirror the shock propagation. When the shocks coa-
lesced in the centre of the foil (1.8 ns after the beginning of the
laser drive), the density increased to 7 g cm−3, reaching peak press-
ures of 5 Mbar. The 50 fs LCLS X-ray laser pulse at a photon
energy of E0 = 8 keV was focused to a 10 μm spot, penetrating into
the dense compressed aluminium, probing the conditions by X-ray
scattering. The delay between the nanosecond optical driver beams
and the X-ray laser beam was varied and monitored to an accuracy
of 0.05 ns, probing conditions before and during shock coalescence.

Plasmons
To resolve the electron plasma (Langmuir) oscillations27, the LCLS
was operated in the seeded X-ray mode (see Methods). Without
hard X-ray seeding, the aluminium plasmon spectra could not be
resolved (see ref. 27 for details). The Linac accelerated electrons
with a single bunch charge of 150 pC to an electron beam energy
of ∼13.6 GeV. Within its first 15 undulators the Linac produced
self-amplified spontaneous emission (SASE) with a power of 1 GW.

The electron beam was then passed through a 4-m-long chicane
while the X-ray beam traversed a diamond crystal that Bragg-
reflected a narrow energy range of X-rays with a bandwidth of
ΔE/E = 0.5 × 10−4 in the centre of the broad SASE spectrum. The
transmitted X-ray spectrum thus created a 5 MW trailing monochro-
matic seed pulse, which was amplified to an ultrahigh peak brightness
and total power of 10–15 GW in the subsequent 17 undulators and
focused into the dense laser-driven aluminium target.

Figure 3 shows the plasmon scattering spectra and theoretical fits
of the dynamic structure factor S(k,ω) near peak compression at
t = 1.9 ns as well as from uncompressed aluminium. The plasmon
feature is downshifted from the incident 8 keV X-rays, as determined
by the generalized Bohm–Gross dispersion relation (Supplementary
Fig. 1), and its resonance frequency can be used as a sensitive
marker of the electron density. The data from uncompressed alu-
minium yield a total plasmon shift of 19 eV, providing a free electron
density of 1.8 × 1023 cm−3, which increases to 29 eV at shock coalesc-
ence. For the example shown in Fig. 3, a density of 4.1 × 1023 cm−3

was measured, corresponding to 2.3× compression. The error in elec-
tron density is ±5%, as determined by noise in the data and the fit of
the theoretical dynamic structure factor.

The scattering spectra also provide a measure of the temperature
by analysing the intensity of the elastic scattering features. For this
purpose, structure factors were determined from wavenumber-
resolved scattering, and the absolute intensity was determined by
the intensity ratio with the plasmon feature (the plasmon intensity
is determined by the f-sum rule, that is, particle conservation):

∫
∞

−∞

d2σ
dΩdω

( )
plasmon

ωdω =
Zh− k2

2me
(1)

where (d2σ/dΩ dω)plasmon is the measured plasmon intensity from
the free-electron Langmuir oscillations, Z = 3 is the ion charge
state, ħ is Planck’s constant, k is the wavenumber, andme is the elec-
tron mass. At peak compression, the intensity of the elastic scat-
tering feature increases by a factor of 2.8 over the cold scattering
amplitude. We used a model28 to fit the measured intensities. The
potential and structure factors are presented in Supplementary
Fig. 3 and are in excellent agreement with our experimental data
and simulations (as discussed further in the following). For the
example shown in Fig. 3 we find a temperature of T = 20,000 K
(that is, 1.75 ± 0.5 eV). For the present conditions, the ultrafast
X-ray pulse deposits 3,500 K (or 0.3 eV per electron) into the
target. A fraction of the energy can be expected to heat the electron
fluid, but the total energy is small compared to shock heating and
will not affect the plasmon shift. In addition, within the duration
of the X-ray pulse, the ionic correlations have no time to respond
to changes in the screening properties, as demonstrated by the
observation of solid and solid compressed states of the aluminium.

X-ray diffraction
Figure 4 presents wavenumber-resolved scattering data, from which
we obtain the high-pressure ion–ion structure factors. At t = 0,
before the increase in optical laser beam power, the data show peaks
from Debye–Scherrer rings that arise from the ionic lattice in the
solid. The peaks at 38°, 45° and 65° correspond to (111), (200) and
(220), respectively. When the shocks are launched and compress the
solid, the lattice spacing d is reduced and we observe that the peaks
shift to larger scattering angles, as determined by the Bragg scattering
equation nλX-ray = 2d sinθ, where n is an integer, λX-ray = 1.55 Å is the
wavelength of the incident X-ray laser and 2θ is the scattering angle.

With increasing laser energy we access higher pressures, and the
aluminium melts and transitions into the WDM state. We first
observe a comparatively broad ion–ion correlation peak at an angle
of 45° at 1.38× compression, together with shifted Bragg scattering
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Figure 1.2. Peak brilliance versus photon energy for a selection of x-ray
light sources worldwide. In the plot, FERMI (Italy), FLASH (Germany), LCLS
(United States) and SACLA (Japan) are free-electron laser facilities, while
all the other ones are storage ring facilities. The figure is adapted from
L. B. Fletcher et al., “Ultrabright x-ray laser scattering for dynamic warm
dense matter physics”, Nature Photonics 9, 274 (2015).

1.3 Efficiency enhancement

In the FEL process, power is extracted from the injected electron
beam, and converted into the power of the output radiation. The FEL
efficiency can therefore be defined as

Efficiency=
Power of the output radiation

Power of the injected electron beam
. (1.1)

The central theme of this thesis is the enhancement of the FEL
efficiency, and there are two main reasons why this is important.

The first reason is an obvious one. Efficiency is a figure of merit
for all kinds of machines, and the FEL is no exception. The FEL uses a
relativistic electron beam as the gain medium, and it usually requires
a large-scale accelerator system (such as the one shown in Fig. 1.1)
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Introduction and motivation

to provide such an electron beam. Thus, cost-effectiveness is an im-
portant concern. A more efficient FEL process makes it possible to
extract more power from the electron beam, thus making better use
of the electron beam.

The second reason is the demand by certain experiments con-
ducted at x-ray FEL facilities, such as the single-shot coherent dif-
fraction imaging of single molecules. To improve the quality of the
image, these experiments call for a larger number of photons within
a shorter x-ray pulse, which translates to a higher average radiation
power. According to Eq. (1.1), for a given power of the injected elec-
tron beam, a higher average radiation power corresponds to a higher
efficiency.

The FEL efficiency is limited by the saturation of the FEL pro-
cess. At the saturation, the FEL efficiency is typically on the order
of 0.1%. In order to enhance the FEL efficiency, we have to overcome
this limit. The limit can be overcome by a number of techniques,
which sustain the power transfer from the electrons to the radiation
beyond the saturation point. In this thesis, we discuss two of such
techniques: (i) undulator tapering and (ii) the phase jump method.

1.4 Thesis outline

The five papers in the last part of this book constitute the core of
the thesis, and the preceding chapters provide the necessary back-
ground knowledge for the papers.

Chapter 2 introduces basic concepts pertaining to the FEL, and
explains the working principle of the FEL up to the saturation point.

Chapter 3 introduces the technique of undulator tapering. It also
puts into perspective the research presented in Papers I, II and III.

Chapter 4 introduces the phase jump method. It overviews and
supplements the research presented in Paper IV. This chapter con-
cludes by comparing and contrasting the phase jump method with
undulator tapering.

Paper V concerns the SPF at the MAX IV Laboratory. While the
SPF is not an FEL, the paper explores the possibility to operate the
SPF as a simple FEL, so as to utilize the SPF as a test bed for a future
full-fledged FEL at MAX IV. The paper also touches on the topic of
single-step undulator tapering.
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CHAPTER 2

BASIC FREE-ELECTRON LASER THEORY

2.1 Working principle in a nutshell

The main components of a single-pass free-electron laser are the
electron beam and the undulator, as shown in Fig. 2.1(a). The elec-
tron beam contains bunches of relativistic electrons produced by an
electron accelerator. The undulator is an array of permanent dipole
magnets with alternating polarity along its length.

𝑧 

𝑥 
𝑦 

𝜆𝑢 

𝜆 𝜆 

(b) Incoherent radiation (c) Coherent radiation 

Undulator 
(a) 

Figure 2.1. The working principle of a free-electron laser. (a) The electron
beam oscillates transversely and radiate, as it propagates down a long un-
dulator. (b) In the first section of the undulator, the random distribution of
electrons within a bunch leads to incoherent radiation. (c) In the subsequent
section of the undulator, the formation of microbunches within the electron
bunch leads to coherent radiation.
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2.2 Coherence and intensity

Using the coordinate system in Fig. 2.1(a), the static magnetic
field in the undulator is parallel to the y axis, and is periodic along
the z axis. The undulator period λu is typically in the order of a few
centimetres.

Upon entering the undulator, the electron beam travels down the
z axis, and is deflected repeatedly by the periodic magnetic field.
This causes the electrons to oscillate in the x direction, and emit syn-
chrotron radiation at some wavelength λ.

Initially, the electrons are randomly distributed within a bunch,
and the optical waves emitted by individual electrons have random
phases with respect to one another. This process is known as spon-
taneous emission, and is depicted by Fig. 2.1(b). The resultant radi-
ation is largely incoherent, as in an electron storage ring.

However, the undulator of an FEL is typically much longer than
that in a storage ring. As the electron bunch continues to travel down
the z axis, it can interact collectively with the co-propagating radi-
ation, such that the radiation is significantly amplified.

During the interaction, the electrons in the bunch gradually or-
ganize themselves into a series of thin disks along the z axis, as de-
picted by Fig. 2.1(c). These thin disks, known as microbunches, are
equally spaced at the optical wavelength λ. The thickness of each
thin disk is small compared to λ. The formation of microbunches
will be examined in greater detail in Section 2.9.

With the formation of microbunches, the optical waves emitted
by individual electrons are correlated in phase, and interfere con-
structively. The resultant radiation is coherent, as in a conventional
laser. The radiation intensity grows exponentially during the inter-
action, and saturates when the microbunches are fully developed.

In this mechanism, the spontaneous emission in the first section
of the undulator is amplified in the subsequent section. The mech-
anism is known as self-amplified spontaneous emission (SASE).

In some cases, an external laser is used in place of the spontan-
eous emission as the seed radiation to be amplified. The FEL is then
said to be seeded.

The undulator shown in Fig. 2.1(a) is a planar undulator, as the
trajectory of the electron beam is confined within the x -z plane. In
a helical undulator, however, the trajectory of the electron beam is a
helix. While the radiation produced in a planar undulator is linearly
polarized, the radiation produced in a helical undulator is elliptically
polarized. In this thesis, we consider only planar undulators.

2.2 Coherence and intensity

The coherence of the FEL radiation has an important implication
on its intensity. Consider a total of N electrons, and suppose that
the optical field emitted by each electron has an amplitude E j and a
phaseφ j , where j ∈ {1, 2, ..., N }.
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Basic free-electron laser theory

Due to the superposition principle, the amplitude of the resultant
optical field can be expressed as

Etot =

�

�

�

�

�

N
∑

j=1

E j e iφ j

�

�

�

�

�

. (2.1)

The total intensity (i.e. total power per unit area) is then given by

Itot =
1

2
c ε0 E 2

tot, (2.2)

where c is the speed of light, and ε0 is the vacuum permittivity.
Substituting Eq. (2.1) into Eq. (2.2), we have

Itot =
1

2
c ε0

�

�

�

�

�

N
∑

j=1

E j e iφ j

�

�

�

�

�

2

=
1

2
c ε0

 

N
∑

j=1

E j e iφ j

!

�

N
∑

k=1

Ek e −iφk

�

.

=
1

2
c ε0







N
∑

j=1

E 2
j +

N
∑

j=1

N
∑

k=1
k 6= j

E j Ek e i (φ j−φk )






. (2.3)

If we assume that the optical fields emitted by all the individual
electrons have the same amplitude E1, then the intensity due to a
single electron is

I1 =
1

2
c ε0E 2

1 , (2.4)

and Eq. (2.3) can be written as

Itot =NI1+I1

N
∑

j=1

N
∑

k=1
k 6= j

e i (φ j−φk ). (2.5)

For the incoherent radiation in Fig. 2.1(b), the optical fields emit-
ted by individual electrons are uncorrelated in phase, and the double
sum in Eq. (2.5) equals zero. As a result, the total intensity is

Itot =NI1,

which scales with the total number of electrons N .
For the coherent radiation in Fig. 2.1(c), adjacent microbunches

are separated by the radiation wavelength λ, which corresponds to
a phase difference of 2π. For all j , k ∈ {1, 2, ..., N }, there exists an in-
teger n such thatφ j −φk ≈ 2nπ. In Eq. (2.5), each term in the double
sum essentially equals unity. Since there are N 2 −N terms in the
double sum, the total intensity is

Itot =NI1+ (N
2−N )I1 =N 2I1,
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2.3 Definition of parameters

which scales with the square of the total number of electrons N .
In an electron bunch, the total number of electrons N can well ex-

ceed 107. In other words, the intensity of the coherent radiation can
be higher than that of the incoherent radiation by more than seven
orders of magnitude. This analysis reaffirms that coherence is a very
important property of the FEL radiation.

2.3 Definition of parameters

2.3.1 Radiation

In order to proceed with the FEL theory, it is necessary to define
a number of parameters. We first concern ourselves with the para-
meters which pertain to the radiation:

• λ is the optical wavelength;

• k = 2π/λ is the optical wavenumber;

• ω is the optical angular frequency;

• E0 is the amplitude of the optical field on the z axis;

• φ is the phase of the optical field on the z axis;

• σr is the rms transverse radius of the optical beam.

It is often convenient to scale the optical field amplitude into the
dimensionless parameter

a ≡
e E0p

2 me c 2k
, (2.6)

where e is the absolute value of the electron charge, and me c 2 is the
rest energy of the electron.

2.3.2 Undulator

Next, we define the parameters pertaining to the undulator:

• λu is the undulator period;

• ku = 2π/λu is the undulator wavenumber;

• B0 is the amplitude of the undulator field on the z axis.

Note that B0 depends on the gap height, i.e. the distance between
the magnetic poles above and below the electron beam path.

The dimensionless undulator parameter is defined as

K ≡
e B0

me c ku
, (2.7)
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and the rms undulator parameter is defined as

au ≡
K
p

2
. (2.8)

For planar undulator, there is a coupling factor

fB ≡ J0

�

K 2

4+2K 2

�

− J1

�

K 2

4+2K 2

�

(2.9)

between the electrons and the optical field, due to the longitudinal
oscillations of the electrons in the undulator. Here J0 and J1 are
Bessel functions.

In this thesis, the symbolsλu , ku and au are used interchangeably
with λw , kw and aw . The subscript u stands for “undulator”, and the
subscript w stands for “wiggler”. Without undulator tapering,λu , ku ,
B0, au and fB are constants.

2.3.3 Electrons

In the longitudinal phase space, the motion of each electron is
described by an energy variable and a phase variable.

A common choice of the energy variable is the Lorentz factor

γ≡
1

p

1− v 2/c 2
, (2.10)

which is the energy normalized to me c 2.
A common choice of the phase variable is

ψ≡ (k +ku )z −ωt +φ, (2.11)

known as the ponderomotive phase.
In addition, we define the following parameters pertaining to the

electron beam:

• I0 is the peak current;

• σt is the rms bunch length;

• σx ,y is the rms transverse radius of the electron beam;

• εx ,y is the normalized transverse emittance;

• βx ,y is the beta function.

The normalized emittance, the beta function, and the rms trans-
verse radius are related by

σx ,y =

√

√

√
εx ,yβx ,y

γ
. (2.12)
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2.3.4 Other parameters

The power of the electron beam is given by

Pbeam =
γme c 2I0

e
. (2.13)

The bunching factor of the electron beam is defined as

b ≡
�

�




exp
�

−iψ
���

� , (2.14)

where the chevrons denote the average over all electrons, and the
vertical bars denote the absolute value. The bunching factor meas-
ures how well the microbunches are developed. It equals 0 when all
the electrons are randomly phased. It equals 1 when the phase sep-
aration between every two electrons is exactly a multiple of 2π.

For an electron bunch with a Gaussian longitudinal profile, the
current I at any coordinate t within the bunch is given by

I (t ) = I0 exp
�

−
t

2σt

�

. (2.15)

The bunch charge is given by

Q =

∫ ∞

−∞
I (t )d t =

p
2π I0σt . (2.16)

The current density is given by

J =
I

2πσ2
x

. (2.17)

2.3.4 Other parameters

The dimensionless FEL parameter, which is also called the Pierce
parameter, is defined as [13]

ρ ≡
1

2γ

�

I

IA

�1/3 � K fB

kuσx

�2/3

. (2.18)

For x-ray FELs, ρ is typically on the order of 10−3. In Eq. (2.18),

IA =
4πε0me c 3

e
≈ 17 kA (2.19)

is the Alfvén current.
During the FEL interaction, the radiation power grows exponen-

tially, and can be expressed as

P (z )∝ exp

�

z

Lg

�

, (2.20)

where Lg is known as the gain length. In terms of the Pierce para-
meter, the gain length is defined as [13]

Lg ≡
λu

4
p

3πρ
. (2.21)
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In addition, the saturation length can be estimated by [13]

Lsat ≈
λu

ρ
, (2.22)

and the saturation power can be estimated by [13]

Psat ≈ρPbeam. (2.23)

Note that the formulae (2.21), (2.22) and (2.23) are based on the
one-dimensional FEL model. The Ming Xie parametrization [14] ex-
tends these formulae to the three-dimensional model.

2.4 One-dimensional model

The one-dimensional model of the FEL interaction comprises the
longitudinal dynamics of the electrons and the evolution of the op-
tical field on the z axis. It captures the most basic essence of the FEL
interaction, and is easier to comprehend than the three-dimensional
model. It can be described by four differential equations:

dγ

d z
= −

e

2me c 2

K fB E0

γ
sinψ, (2.24)

dψ

d z
= ku −

k

2γ2

�

1+a 2
u −2a au fB cosψ+a 2

�

+
dφ

d z
, (2.25)

d E0

d z
=

1

2c ε0
K fB J

­

sinψ

γ

·

, (2.26)

dφ

d z
=

1

2c ε0

K fB J

E0

­

cosψ

γ

·

. (2.27)

Eqs. (2.24) and (2.25) govern the γ andψ evolution of each elec-
tron, while Eqs. (2.26) and (2.27) govern the E0 andφ evolution of the
optical field. These equations are derived in Refs. [15] and [16].

In particular, it is possible to simplify Eq. (2.25) by means of two
approximations, as it is done in Ref. [15]. The first one is the slowly
varying envelope approximation (SVEA):

d E0

d z
� k E0. (2.28)

Dividing (2.27) by (2.26), we have

dφ

d z
=

1

E0

d E0

d z




cosψ/γ
�




sinψ/γ
� � k . (2.29)

In other words, on the right-hand side of Eq. (2.25), the last term is
small compared to the second term, and can therefore be neglected.

The second approximation is that au � a . By extension, a au and
a 2 are small compared to a 2

u . This allows us to neglect the last two
terms within the parentheses in Eq. (2.25).
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2.5 Resonant energy

Upon making these approximations, Eq. (2.25) reduces to

dψ

d z
= ku −

k

2γ2

�

1+a 2
u

�

, (2.30)

which does not depend explicitly on E0 orφ.

2.5 Resonant energy

The resonance condition of the FEL interaction is defined by the
criterion that the ponderomotive phase remains stationary:

dψ

d z
= ku −

k

2γ2

�

1+a 2
u

�

= 0. (2.31)

The electron energy γ = γR fulfilling this condition is known as the
resonant energy, and can be expressed as

γR =

√

√ k

2ku

�

1+a 2
u

�

=

√

√λu

2λ

�

1+
K 2

2

�

. (2.32)

In the case of monochromatic seeding, λ is the wavelength of the
seed radiation, and γR is determined by λ through Eq. (2.32). In the
case of SASE, γR is determined by the energy of the injected electron
beam, and λ is determined by γR through Eq. (2.32).

Without undulator tapering, λu and K are constants. In order to
keep the radiation wavelength λ unchanged, Eq. (2.32) demands γR

to be constant.
It is often convenient to express the energy of an electron as the

relative deviation from the resonant energy, using the variable

η≡
γ−γR

γR
. (2.33)

2.6 Simplified equations of motion

Eqs. (2.24) and (2.30) are the equations of motion for an electron
in the longitudinal phase space. Using the variable η and assuming
that undulator tapering is not applied, these two equations can be
further simplified to:

dη

d z
= −

Ω2

2ku
sinψ, (2.34)

dψ

d z
= 2kuη. (2.35)

In Eq. (2.34), the variable

Ω=

√

√

√
e

me c 2

ku K fB E0

γ2
R

∝
p

E0 (2.36)
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IIIII
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Figure 2.2. Electron trajectories in
the four quadrants (I, II, III, IV) of the
longitudinal phase space (ψ,η)
during the FEL interaction. The
trajectory highlighted in red is the
separatrix, which defines the
ponderomotive bucket.

has the dimension of inverse length, and scales with the square root
of the optical field amplitude E0.

By substituting Eq. (2.34) into the derivative of Eq. (2.35), we ob-
tain the second-order differential equation

d 2ψ

d z 2
+Ω2 sinψ= 0, (2.37)

which is the familiar equation for a simple pendulum. This shows
that the electron motion in ψ is oscillatory during the FEL interac-
tion. The oscillatory motion is known as synchrotron oscillation, and
has an angular frequency Ω given by Eq. (2.36). Correspondingly,

Lsync =
2π

Ω
(2.38)

is known as the synchrotron period.

2.7 Phase space trajectories

The equations of motion (2.34) and (2.35) satisfy the Hamilton
equations

dη

d t
= −

∂H

∂ ψ
, (2.39)

dψ

d t
=

∂H

∂ η
(2.40)

for the Hamiltonian

H (ψ,η) = c kuη
2+

cΩ2

2ku
(1− cosψ). (2.41)

In the longitudinal phase space (ψ,η), the trajectories of the elec-
trons are given by the level set of the function H (ψ,η). The trajector-
ies are shown in Fig. 2.2 over the range of one radiation wavelength,
−π≤ψ≤π.

In particular, the trajectory highlighted in red is the separatrix.
Along the separatrix, the Hamiltonian has the value

Hsep =H (±π, 0) =
cΩ2

ku
. (2.42)

The region enclosed by the separatrix is known as the ponderomot-
ive bucket. Within the bucket, H < Hsep. The trajectories are closed
orbits, and the electrons are said to be trapped. Outside the bucket,
H >Hsep. The trajectories are unbound, and the electrons are said to
be untrapped.

By setting H =Hsep, we obtain the equation for the separatix:

η2 =
Ω2

2k 2
u

(1+ cosψ). (2.43)
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2.8 Simplified equations of the optical field

The maximum η value along the separatrix gives the half-height
of the bucket,

h =
Ω

ku
. (2.44)

Invoking Eq. (2.36), we obtain the proportionality

h∝
p

E0 , (2.45)

showing that the bucket increases in height as the optical field is
amplified.

In Fig. 2.2, the horizontal line η = 0 and the vertical line ψ = 0
divide the longitudinal phase space into four quadrants, as indicated
by the Roman numerals.

In quadrants I and II, we have ψ > 0. In quadrants III and IV,
we have ψ < 0. According to Eq. (2.34), this implies dη/d z < 0 in
quadrants I and II, and dη/d z > 0 in quadrants III and IV. In other
words, electrons decelerate in quadrants I and II, and accelerate in
quadrants III and IV.

Due to the principle of energy conservation, energy is transferred
to the optical field in quadrants I and II, and energy is absorbed from
the optical field in quadrants III and IV.

In quadrants I and IV, we have η > 0. In quadrants II and III,
we have η < 0. According to Eq. (2.35), this implies that electrons
moves forward inψ in quadrants I and IV, and moves backward inψ
in quadrants II and III.

2.8 Simplified equations of the optical field

The equations (2.26) and (2.27) govern the evolution of the op-
tical field. Without undulator tapering and with the approximation
that γ≈ γR for all electrons, these equations can be simplified to

d A

d z
= ku




sinψ
�

, (2.46)

dφ

d z
=

ku

A




cosψ
�

. (2.47)

Here we have defined the new dimensionless variable

A =
2c ε0kuγR

K fB J
E0 (2.48)

for the scaled optical field amplitude. By invoking Eqs. (2.6), (2.17),
(2.18), (2.19) and (2.36), it is possible to rewrite A as

A =
K fB

16γ2
Rρ3

k

ku
a (2.49)

or

A =
Ω2

16k 2
uρ

3
. (2.50)
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Figure 2.3. The scaled optical intensity A2 as a function of the distance z
along the undulator. Note that the vertical axis is on a logarithmic scale.

Hence, the equations of motion (2.34) and (2.35) for the electrons
can be written in terms of A as

dη

d z
= −8kuρ

3A sinψ, (2.51)

dψ

d z
= 2kuη. (2.52)

2.9 Numerical integration

Upon simplifying the equations, the one-dimensional FEL model
can now be described by (2.46), (2.47), (2.51) and (2.52). In this sec-
tion, we integrate these equations numerically, to examine the FEL
interaction in greater detail.

We perform the integration for 15000 particles over the range of
−3π≤ψ≤ 3π. Furthermore, we assume ku = 200 m−1 and ρ = 10−3.

We use the following initial conditions at z = 0. First, the seed
radiation has A = 10−2 and φ = π/2. Second, the electron beam is
on resonance (η= 0), and has an even distribution within an energy
spread of∆η= 2×10−4. Third, the electron beam has an even distri-
bution inψ.

As we integrate the equations numerically along the z axis, we
obtain the evolution of η andψ for each particle, as well as the evol-
ution of A and φ for the optical field. In particular, the evolution of
A2 along the z axis is shown in Fig. 2.3 on a logarithmic scale.

Note that the optical intensity I is directly proportional to E 2
0

[see Eq. (2.2)], and hence A2 [see Eq. (2.48)]. Thus, Fig. 2.3 can be
seen as a plot of the scaled intensity versus z .
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2.9 Numerical integration
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Figure 2.4. Initial conditions, illustrated by the longitudinal phase space
(ψ,η) and the histogram ofψ at z = 0. The particles are shown in blue, and
the ponderomotive bucket is shown by the red curve.
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Figure 2.5. Energy modulation, illustrated by the longitudinal phase space
(ψ,η) and the histogram ofψ at z = 15 m.
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Figure 2.6. Density modulation, illustrated by the longitudinal phase
space (ψ,η) and the histogram ofψ at z = 18 m.
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Figure 2.7. Fully developed microbunches, illustrated by the longitudinal
phase space (ψ,η) and the histogram ofψ at z = 21 m.

19



2.9 Numerical integration
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Figure 2.8. Dissolution of microbunches, illustrated by the longitudinal
phase space (ψ,η) and the histogram ofψ at z = 24 m.

Referring to Fig. 2.3, the intensity at z = 0 is determined by the
seed radiation. As the vertical axis is on a logarithmic scale, an expo-
nential growth in intensity is represented by a rising straight line.

The exponential growth does not start until z = 8 m. Prior to that,
the intensity is in the so-called “lethargy regime”. In this regime, the
different optical modes compete with each other until the exponen-
tial growth mode becomes dominant.

At z = 21 m, the intensity ceases to grow exponentially, and be-
gins to saturate. The intensity reaches its maximum at z = 24 m, and
subsequently remains below this maximum. In the following, we ex-
amine the longitudinal phase space (ψ,η) at the z positions indic-
ated by the five orange dots.

Figure 2.4 shows the initial condition at z = 0. In the (ψ,η) plot
on the top, the particles are shown in blue, and the ponderomotive
bucket is shown by the red curve. The corresponding histogram ofψ
at the bottom verifies the even distribution of the particles.

At z = 0, the pondermotive bucket is hardly visible. The reason is
that the bucket height scales with

p

E0 [see Eq. (2.45)], and hence
p

A
[see Eq. (2.48)]. Before any amplification, A is still relatively small.

Figure 2.5 shows the snapshot at z = 15 m. By now, the bucket
has already grown significantly in height, and the particles follow the
trajectories depicted in Fig. 2.2. Within each bucket, particles in the
left half gain energy (move towards η> 0), while particles in the right
half lose energy (move towards η < 0). As a result, a periodic energy
modulation is imparted on the electron beam.
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Basic free-electron laser theory

Figure 2.6 shows the snapshot at z = 18 m. The bucket contin-
ues to grow in height, as the electron beam continues to radiate.
Following the trajectories depicted in Fig. 2.2, particles with η > 0
move forward in ψ, while particles with η < 0 move backward in ψ.
This converts the energy modulation is into a density modulation.
As seen in the histogram of ψ at the bottom, microbunches start to
emerge at intervals of 2π.

Figure 2.7 shows the snapshot at z = 21 m. At this point, the mi-
crobunches are fully developed. As seen in the histogram ofψ, each
microbunch has a very high number of particles within a small ψ
spread. Beyond this point, the particle density cannot get any higher.

Figure 2.8 shows the snapshot at z = 24 m. At this point, particles
with η > 0 continue to move forward in ψ, and particles with η < 0
continue to move backward inψ. This leads to a decrease in particle
density, and the dissolution of the microbunches.

2.10 Saturation and efficiency

The numerical integration in Section 2.9 illustrates the physics
up to the saturation point, after which the radiation power does not
increase any further. According to Eq. (2.23), the FEL efficiency is
then given by the Pierce parameter ρ ≈ Psat/Pbeam. For x-ray FELs, ρ
is typically on the order of 10−3.

The saturation sets a limit on the FEL efficiency. The “efficiency
enhancement techniques” discussed in the remainder of this thesis
are all about overcoming this limit, and sustaining the growth of ra-
diation power beyond the saturation point.

Upon applying an “efficiency enhancement technique”, we refer
to the original saturation point as the initial saturation point, and the
new saturation point as the final saturation point.
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CHAPTER 3

UNDULATOR TAPERING

This chapter introduces the technique of undulator tapering, and
provides the background knowledge for Papers I, II and III.

3.1 What is undulator tapering?

In the default operation mode of a free-electron laser, the undu-
lator period λu and the undulator parameter K are constant.

With the implementation of undulator tapering, K is no longer
constant. Instead, K is made to decrease gradually along the z axis,
for the purpose of sustaining the growth of radiation power beyond
the initial saturation point, and enhancing the FEL efficiency.

The function K (z ) is called the taper profile. An important goal of
this thesis is to optimize the taper profile for the maximum enhance-
ment in FEL efficiency.

In principle, tapering can also be implemented by varyingλu and
K simultaneously along the z axis. However, this is less commonly
done, and is not considered in this thesis.

While λu is kept constant, the value of K is determined solely by
the gap height between the permanent magnetic poles. In order to
vary K along the z axis, a variable-gap undulator line is needed.

In the ideal case, K (z ) is a smooth, continuous function. In most
existing FEL facilities, however, the undulator line consists of discrete
modules. Each module is typically a few metres long, and K is uni-
form within each module. In between the modules, there are drift
sections, where various instruments are installed for the focusing,
trajectory correction, phase shifting and diagnostics of the electron
beam. In such cases, K (z ) is a piecewise function.

The physics of an FEL with a tapered undulator line is described
by the Kroll-Morton-Rosenbluth (KMR) model [15]. The model is
based on a one-dimensional Hamiltonian formulation. It is reviewed
in Refs. [16], [18] and [19].
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3.2 Approaches to taper optimization

3.2 Approaches to taper optimization

There are various methods of optimizing the taper profile. The
“traditional” method involves engaging the undulator modules one
by one, from upstream to downstream. At each module, the gap
height is adjusted to maximize the intermediate radiation power.

However, as we will see in Paper II, maximizing the intermediate
power does not necessarily yield the highest final power. In fact, it is
often possible to increase the power downstream by sacrificing the
power upstream.

An alternative is the multidimensional scanning method used in
Paper III. The optimal taper profile is obtained by brute-force scan-
ning over a multidimensional parameter space, comprising the taper
order (such as linear and quadratic), the taper start point and the
taper gradient. The advantage of this method is its relative ease to
implement empirically.

A more interesting approach is to develop optimization methods
based on the KMR model, as it is done in Paper I. This model-based
approach allows us to examine the underlying physics of undulator
tapering in greater detail.

Moreover, Paper I proposes and justifies a modification to the
KMR model. The modified model opens up possibilities of further
enhancement in FEL efficiency beyond the original model.

3.3 The KMR model

In the KMR model, the taper profile K (z ) does not have a pre-
defined functional form, such as linear or quadratic. Instead, it is
determined by the dynamics of a resonant particle.

In the (ψ,γ) space, the coordinates of this particle are denoted by
(ψR ,γR ). They are subject to the following constraints:

γR (z ) =

√

√λu

2λ

�

1+
K 2(z )

2

�

, (3.1)

ψR (z ) = constant. (3.2)

In the constraint (3.2), the actual value of the constant is to be
chosen. Meanwhile, the constraint (3.1) is identical to the resonant
condition (2.32), except that γR and K are no longer constant. As the
resonant particle is on resonance at all z , it is a representative of the
particles participating in the FEL interaction.

For the resonant particle, the equation of motion (2.24) can be
written as

dγR

d z
=−

e

2me c 2

K (z ) fB (z )E0(z )
γR (z )

sin[ψR (z )]. (3.3)

This equation defines the relation between γR and ψR . Given the
constraints (3.1) and (3.2), it determines the taper profile K (z ).
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Undulator tapering

When γR (z ) decreases, the resonant particle decelerates. Due to
the principle of energy conservation, the energy lost by the reson-
ant particle is transferred to the optical field. A necessary condition
for a continuous energy transfer to the optical field is that γR (z ) is a
monotonically decreasing function.

This leads to two further restrictions. First, according to Eq. (3.1),
K (z ) is required to be a monotonically decreasing function as well.
Second, this means

dγR

d z
< 0

for all z . According to Eq. (3.3), this requires

sinψR > 0.

Within the first period ofψ, this translates to

0<ψR <π.

Note that ψR = 0 is a special case, corresponding to a uniform
(i.e. untapered) undulator line. This is evidenced by the following.
In Eq. (3.3),ψR = 0 implies dγR/d z = 0, meaning that γR is constant.
In Eq. (3.1), a constant γR implies a constant K , meaning that the
undulator line is untapered.

3.4 Motion around the resonant particle

In this section, we examine the motion of the particles in the close
vicinity of the resonant particle. For these particles, γ≈ γR . Using the
variable η defined in (2.33),

dη

d z
=

d

d z

�

γ−γR

γR

�

=
1

γR

dγ

d z
−
γ

γ2
R

dγR

d z

≈
1

γR

�

dγ

d z
−

dγR

d z

�

.

Invoking Eqs. (2.24) and (3.3), we obtain a new equation of motion
for the variable η:

dη

d z
=−

e

2me c 2

K fB E0

γ2
R

�

sinψ− sinψR

�

. (3.4)

In the special case ofψR = 0, Eq. (3.4) reduces to the original equation
of motion (2.34) for an untapered undulator line.

Meanwhile, the equation of motion for the variable ψ remains
the same as in (2.35):

dψ

d z
= 2kuη. (3.5)
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3.5 Phase space trajectories

As we are interested in the particles with ψ ≈ψR , we may make
the approximations sin(ψ − ψR ) ≈ ψ − ψR and cos(ψ − ψR ) ≈ 1.
Applying these approximations to Eq. (3.4), we have

dη

d z
= −

e

2me c 2

K fB E0

γ2
R

�

sin
�

(ψ−ψR ) +ψR

�

− sinψR

	

= −
e

2me c 2

K fB E0

γ2
R

�

sin(ψ−ψR )cosψR

+cos(ψ−ψR )sinψR − sinψR

�

≈ −
e

2me c 2

K fB E0

γ2
R

(ψ−ψR )cosψR . (3.6)

Substituting Eq. (3.6) into the derivative of Eq. (3.5) yields the
second-order differential equation

d 2ψ

d z 2
+ eΩ2(ψ−ψR ) = 0, (3.7)

where

eΩ=

√

√

√
e

me c 2

ku K fB E0

γ2
R

cosψR . (3.8)

Note that Eq. (3.7) describes a harmonic oscillator. It reveals the
synchrotron oscillations of the particles along a tapered undulator
line, with eΩ being the angular frequency.

In an untapered undulator line, the synchrotron oscillations are
centred at the phase ψ = 0 [see Eq. (2.37)]. In a tapered undulator
line, however, the oscillations are centred at the phaseψR of the res-
onant particle [see Eq. (3.7)].

In the special case where ψR = 0, the expression (3.8) reduces
to (2.36). We then have eΩ = Ω, where Ω (without the tilde) is syn-
chrotron frequency for an untapered undulator line.

3.5 Phase space trajectories

In terms of the synchrotron frequency Ω for an untapered undu-
lator line [see Eq. (2.36)], the equations of motion (3.4) and (3.5) for
a tapered undulator line can be written as

dη

d z
= −

Ω2

2ku

�

sinψ− sinψR

�

, (3.9)

dψ

d z
= 2kuη. (3.10)

These equations satisfy the Hamilton equations (2.39) and (2.40) for
the Hamiltonian

H (ψ,η) = c kuη
2+

cΩ2

2ku

�

cosψR − cosψ− (ψ−ψR )sinψR

�

. (3.11)
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Figure 3.1. (a) The electron trajectories in the longitudinal phase space
(ψ,η) for an FEL with a tapered undulator line. A trajectory in red is a sep-
aratrix. (b) Theψ dependence of the corresponding potential well.

Again, we can verify that Eq. (3.11) reduces to the corresponding ex-
pression (2.41) for an untapered undulator line whenψR = 0.

As the Hamiltonian H does not have any explicit time depend-
ence, it equals the total mechanical energy. For any givenΩ value, H
is a constant of motion. The electron trajectories in the (ψ,η) space
is therefore given by the level set of H (ψ,η). ForψR 6= 0, the electron
trajectories are shown in Fig. 3.1(a) over the range of three radiation
wavelengths, −3π≤ψ≤ 3π.

In Fig. 3.1(a), each red curve encloses a region where the electron
trajectories are closed orbits. Outside the enclosed region, the elec-
tron trajectories are unbound. The red curve is the separatrix, and
the region enclosed by it is the ponderomotive bucket.

The trajectory pattern in Fig. 3.1(a) is periodic inψ, and repeats
itself at intervals of 2π. With no loss of generality, we focus on the
bucket within the interval −π ≤ ψ ≤ π from now on. An obvious
observation is that the bucket is deformed, compared to the one in
Fig. 2.2 for an untapered undulator line.

The deformed bucket is no longer symmetric. The closed orbits
are now centred around the point (ψR , 0) instead of the origin (0, 0).
The point (ψ,η) = (ψR , 0) is known as the centroid of the bucket.
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3.6 Potential well

Furthermore, the deformed bucket covers a smaller range in ψ.
While the original bucket has a full width of 2π, the deformed bucket
only extends from some ψ1 > −π to some ψ2 < π. In other words,
for a tapered undulator line, there exists someψ values at which no
particles can be trapped.

3.6 Potential well

The Hamiltonian H in (3.11) gives the total mechanical energy of
a particle. The first term depends solely onη, and can be interpreted
as the kinetic energy; the second term depends solely onψ, and can
be interpreted as the potential energy.

Figure 3.1(b) shows the ψ dependence of the potential energy,
given by the function

F (ψ) = cosψR − cosψ− (ψ−ψR )sinψR . (3.12)

Within the interval −π ≤ ψ ≤ π, the function F (ψ) has a local min-
imum atψR , and a local maximum at

ψ2 =π−ψR . (3.13)

The interval ψ1 < ψ < ψ2 corresponds to a bucket in Fig. 3.1(a),
and a potential well in Fig. 3.1(b).

In Fig. 3.1(b), if the total mechanical energy H of a particle is
less than the potential energy at ψ = ψ2, then the particle will stay
within the potential well, and its motion will be bound. Otherwise,
the particle will escape into the regionψ>ψ2, and its motion will be
unbound.

When the total mechanical energy H equals the potential energy,
the kinetic energy vanishes, and η = 0. Thus, the critical value of H
that separates the bound and unbound trajectories is H (ψ2, 0). This
critical value also determines the Hamiltonian Hsep along the sep-
aratrix in the (ψ,η) space:

Hsep =H (ψ2, 0) =
cΩ2

2ku

�

2 cosψR − (π−2ψR )sinψR

�

. (3.14)

By setting H =Hsep, we obtain the equation for the separatrix:

η2 =
Ω2

2k 2
u

�

cosψR + cosψ− (π−ψR −ψ)sinψR

�1/2
. (3.15)

As the potential function (3.12) has a local minimum atψ =ψR ,
the Hamiltonian (3.11) has a local minimum at (ψ,η) = (ψR , 0). This
implies that the centroid (ψ,η) = (ψR , 0) is a stable point within the
bucket in Fig. 3.1(a). If a particle lies at the centroid, it will remain
stationary with respect to the bucket.

Meanwhile, (ψR , 0) are precisely the coordinates of the resonant
particle in the (ψ,η) space. Thus, the resonant particle defines the
centroid of the bucket, and is stationary with respect to the bucket.
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Figure 3.2. Bucket deceleration.

3.7 Bucket deceleration

As defined by (2.33), the energy variable η is the relative energy
deviation from the resonant particle. For the resonant particle itself,
the η value is always zero. When the resonant particle decelerates,
its η value remains unchanged.

For the purpose of tracking the resonant particle, η is not a con-
venient choice of energy variable. Therefore, we now switch back to
the energy variable γ, so that the energy of the resonant particle is
described by γ(z ) = γR (z ). As the resonant particle decelerates, γR (z )
decreases. In the (ψ,γ) space, the resonant particle descends.

By substituting (2.33) into (3.15), we obtain the equation for the
separatrix in the (ψ,γ) space:

γ±(ψ) = γR ±
ΩγRp
2 ku

[cosψR + cosψ− (π−ψR −ψ)sinψR ]
1/2. (3.16)

This is equivalent to Eq. (8) in Paper I. γ+(ψ) refers to the part of the
separatrix with γ> γR , and γ−(ψ) refers to the part with γ< γR .

From Eq. (3.16), it is apparent that the separatrix shifts towards
lower γ as γR (z ) decreases. In other words, the bucket descends to-
gether with the resonant particle in the (ψ,γ) space. This process is
known as bucket deceleration, and is shown in Fig. 3.2.

Bucket deceleration plays an important role in the energy extrac-
tion beyond the initial saturation. During the bucket deceleration,
particles trapped in the bucket are carried by the bucket towards
lower γ. As these trapped particles decrease in γ, energy is extracted
from them and transferred to the optical field, due to the principle of
energy conservation.

As discussed in Section 3.6, the resonant particle is stationary
with respect to the bucket. In the (ψ,γ) space, therefore, the bucket
descends at the same rate dγR/d z as the resonant particle.

According to Eq. (3.3), dγR/d z scales with sinψR . In other words,
the choice of the resonant phaseψR influences the rate at which the
bucket descends. Within the range 0 < ψR < π/2, a larger ψR yields
a more negative dγR/d z , and hence a more rapid descension.

3.8 Bucket size

The amount of energy extracted from the electron beam depends
on the number of particles trapped in the bucket. Meanwhile, the
bucket’s capacity to trap particles depends on its size. This begs the
question: what determines the bucket size?

It turns out that the bucket size is influenced by the choice of the
resonant phase ψR . This is evidenced by Fig. 3.3, which shows the
separatrix (3.16) for five differentψR values. For each separatrix, the
resonant particle is indicated by a dot of the same colour. An obvious
observation is that asψR increases from 0 to π/3, the bucket shrinks
in both width and height.
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3.8.1 Bucket width
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Figure 3.4. The bucket width
ψ2 −ψ1 as a function ofψR .
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Figure 3.3. The separatrix equation (3.16) is plotted for five different ψR
values. The area enclosed by the separatrix is the ponderomotive bucket,
which shrinks asψR increases from 0 to π/3.

Following Ref. [15], we analyse the dependence of the bucket’s
width, height and area onψR .

3.8.1 Bucket width

Supposeψ1 andψ2 are the left bound and the right bound of the
bucket, respectively [see Fig. 3.1(a)]. The bucket width is then given
by the differenceψ2−ψ1.

The right boundψ2 corresponds to the local maximum of the po-
tential well in Fig. 3.1(b):

ψ2 =π−ψR . (3.17)

The left boundψ1 can be obtained by setting γ± = γR andψ=ψ1

in Eq. (3.16). This results in the transcendental equation

cosψ1+ cosψR − (π−ψR −ψ1)sinψR = 0, (3.18)

which needs to be solved numerically.
The bucket widthψ2−ψ1 is shown in Fig. 3.4 as a function ofψR .

As ψR increases from 0 to π/2, the bucket width ψ2 −ψ1 decreases
monotonically.

For an untapered undulator line (ψR = 0), we haveψ2−ψ1 = 2π,
meaning that the bucket has a full width of one radiation wavelength.
In the case ofψR =π/2, we haveψ2−ψ1 = 0, meaning that the bucket
vanishes.
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Figure 3.5. The bucket height
function Γ (ψR ).

0 π/8 π/4 3π/8 π/2

ψR

0

0.2

0.4

0.6

0.8

1

α
(ψ

R
)

Figure 3.6. The bucket area
function α(ψR ).

In the range π/2<ψR <π, we haveψ2−ψ1 < 0. However, a neg-
ative bucket width does not have any physical meaning. We therefore
ignore this range ofψR .

3.8.2 Bucket height

In Eq. (3.16), the maximum γ value of the bucket is γ+(ψR ), and
the minimum γ value of the bucket is γ−(ψR ). The bucket height is
therefore given by

γ+(ψR )−γ−(ψR ) =
2ΩγR

ku
Γ (ψR ), (3.19)

where

Γ (ψR )≡
s

cosψR −
�π

2
−ψR

�

sinψR . (3.20)

TheψR dependence of the bucket height is given by the function
Γ (ψR ), which is plotted in Fig. 3.5. The function Γ (ψR ) equals one
whenψR = 0, and equals zero whenψR =π/2. AsψR increases from
0 to π/2, the function Γ (ψR ) decreases monotonically.

In the range π/2 < ψR < π, the function Γ (ψR ) becomes purely
imaginary. We therefore ignore this range ofψR .

According to Eq. (3.19), the bucket height depends on Ω, in ad-
dition to ψR . According to Eq. (2.36), Ω depends on the undulator
parameter K and the optical field amplitude E0.

3.8.3 Bucket area

The bucket area is a consequence of both the bucket width and
the bucket height. Mathematically, the bucket area can be obtained
by the integral

AΛ =

ψ2
∫

ψ1

[γ+(ψ)−γ−(ψ)]dψ=
8ΩγR

ku
α(ψR ), (3.21)

where

α(ψR )≡
p

2

8

ψ2
∫

ψ1

[cosψR + cosψ− (π−ψR −ψ)sinψR ]
1/2dψ. (3.22)

TheψR dependence of the bucket height is given by the function
α(ψR ), which is plotted in Fig. 3.6. The function α(ψR ) equals one
whenψR = 0, and equals zero whenψR =π/2. AsψR increases from
0 to π/2, the function α(ψR ) decreases monotonically.

In the range π/2 < ψR < π, we have α(ψR ) < 0. As a negative
bucket area has no physical meaning, we ignore this range ofψR . In
other words,ψR is now restricted to the range 0≤ψR ≤π/2.

Again, Eq. (3.21) shows that the bucket area depends onΩ, in ad-
dition toψR .
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3.9 Modification to the KMR model

3.9 Modification to the KMR model

In an FEL with a tapered undulator line, an effective energy ex-
traction beyond the initial saturation relies on two factors. First, the
bucket needs to have a sufficiently large size, so as to trap a large
number of particles. Second, the bucket needs to decelerate rapidly
enough, so as to carry the trapped particles towards low energies.

Both factors depend on the choice of the resonant phase ψR ,
which is restricted to the range 0≤ψR ≤π/2. As seen in Section 3.7,
the larger is ψR , the more rapid is the bucket deceleration. As seen
in Section 3.8, the larger isψR , the smaller is the bucket area.

Thus, there is a conflict between the two factors. When choos-
ing the resonant phaseψR , a more rapid bucket deceleration results
in a smaller bucket area, and a larger bucket area results in a slower
bucket deceleration. Hence, the optimization of the undulator taper
requires a good balance between these two conflicting factors.

The search for the good balance provides a motivation for modi-
fying the KMR model, and this is done in Paper I. In the modified
model, the resonant phase ψR is no longer constant. Instead, it in-
creases monotonically with z .

As a result, ψR is smaller upstream and larger downstream. At
small z , we maintain a large bucket area at the cost of a slower bucket
deceleration. At large z , we sacrifice the bucket area for a more rapid
bucket deceleration. A detailed justification of this modification is
provided in Section II D of Paper I.

Upon the modification, the coordinates (ψR ,γR ) of the resonant
particle are subject to the following constraints:

γR (z ) =

√

√λu

2λ

�

1+
K 2(z )

2

�

, (3.23)

ψR (z ) =
π

2

�

z

Ld

�n

. (3.24)

Here n and Ld are positive real numbers to be chosen.
n is the degree of z , and does not have to be an integer. But for

simplicity, one can choose n = 1 as in Section II E of Paper I, so that
ψR increases linearly with z .

Ld is known as the detrapping length. At z = Ld , the resonant
phaseψR reachesπ/2. The bucket area then becomes zero, and total
detrapping occurs. Adjusting Ld allows us to control the rate at which
ψR increases. Note that it is possible to choose an Ld that is larger
than the total length of the undulator line.

3.10 The KMR methods

The KMR model can serve as a method to optimize the taper pro-
file. Given the constraints on the resonant particle, K (z ) is computed
stepwise along the undulator line, with some small step size∆z .
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First, we substitute Eq. (3.23) into Eq. (3.3), to eliminate the vari-
able γR . This yields

d K

d z
=−

2e

me c 2

λ

λw
fB (z )E0(z )sin[ψR (z )]. (3.25)

Next, we assume a small step size ∆z , and make the approximation
d z ≈∆z , so that

K (z +∆z ) = K (z )−
2e

me c 2

λ

λw
fB (z )E0(z )sin[ψR (z )]∆z . (3.26)

Using Eq. (3.26), the required K value for each step can be computed
iteratively. Once the values of K , fB , E0,ψR at z are known, the value
of K at z +∆z can be obtained.

In Eq. (3.26),ψR (z ) is a function to be chosen. With a constantψR

as in Eq. (3.2), the method is referred to as the ordinary KMR method.
WithψR (z )modified as in Eq. (3.24), the method is referred to as the
modified KMR method.

In order to use Eq. (3.26), we also need the initial values of the
variables. In particular, K (0) is chosen to be in resonance with the
initial energy of the electron beam, and fB (0) can be deduced from
K (0) through Eq. (2.9).

E0(0) is the field amplitude of the seed radiation. In the case of
SASE, the effective shot noise amplitude can be used instead. In each
step, the value of E0 can be obtained from numerical simulation.

In Section III of Paper I, the variable aw is used instead of K . The
two variables are simply off by a factor of

p
2 [see Eq. (2.8)].

3.11 Departure from the ideal case

In Paper I, both the ordinary KMR method and the modified KMR
method are applied to two cases in numerical simulation. The results
show that the modified KMR method is capable of delivering a higher
radiation power than the ordinary KMR method. This indicates that
the modification to the KMR model opens up the possibility of a fur-
ther enhancement in FEL efficiency beyond the original model.

In the cases studied in Paper I, the undulator line is continuous,
with no drift sections. With a relatively small step size of∆z = 0.5 m,
the taper profile K (z ) is a smooth and continuous function.

Paper II departs from this ideal scenario, and considers a more
realistic undulator line. The undulator line consists of individual un-
dulator segments, separated by drift sections. Each undulator seg-
ment has a length of 2.5 m, and each drift section has a length of
0.8 m. This introduces to two limitations into the picture.

First, within each undulator segment, the undulator parameter
K is uniform. The K value no longer changes continuously. Instead,
it changes only after every undulator segment. The segment length
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3.12 Empirical optimization at FLASH2

sets a limit on the rate at which K decreases, and hence a limit on the
rate at which the bucket descends in the (ψ,γ) space.

Second, during the FEL interaction, the diffraction of the optical
beam is counteracted by the phenomenon of optical guiding [20]. In
the drift sections, there is no FEL interaction, and hence no optical
guiding. As the optical beam diffracts in free space, the on-axis field
strength E0 decreases. This can cause particle detrapping [21].

In Paper II, these limitations are included in the numerical sim-
ulations, and the KMR methods are applied in the presence of these
limitations. With these limitations, an overall reduction of radiation
power from the ideal case is inevitable.

Furthermore, Paper II progresses from steady-state simulations
to time-dependent simulations. An important difference between
the two is that the latter includes the time-dependent effect of side-
band instability [15].

The origin of sideband instability is the synchrotron oscillations
during the FEL interaction. The oscillations give rise to a longitud-
inal modulation of amplitude and phase in the optical pulse. The
modulation manifests itself in the optical spectrum as sidebands at
parasitic wavelengths.

With sideband instability, the time-dependent simulations show
an overall reduction of radiation power from the steady-state simu-
lations. When applying the KMR methods, the optimal taper in the
time-dependent simulation is different from the optimal taper in the
steady-state simulation.

When going from steady-state to time-dependent in the ordin-
ary KMR method, the optimalψR decreases (see Paper II). Similarly,
when going from steady-state to time-dependent in the modified
KMR method, the optimal Ld increases (see Paper II), which corres-
ponds to an overall decrease in the range ofψR .

In the (ψ,γ) space, a smaller ψR leads to a less rapid bucket de-
celeration (see Section 3.7) and a larger bucket area (see Section 3.8).
This implies that in the presence of time-dependent effects, it is
preferable to maintain a relatively large bucket area at the expense
of slowing down the bucket deceleration. This trade-off can be ex-
plained by the fact that sideband instability constitutes an additional
source of particle detrapping [21].

3.12 Empirical optimization at FLASH2

In Paper III, an empirical optimization of undulator tapering is
performed on a real FEL, namely, the FLASH2 facility [22] at the
Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany.

FLASH2 contains 12 variable-gap undulator modules, each with
a length of 2.5 m. Between every two modules, there is a drift section
of 0.8 m for beam focusing, trajectory correction, phase shifting and
diagnostics etc.
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Undulator tapering

Within each module, the undulator parameter is uniform. Thus,
the undulator parameter in each module is given by a single value
Km , where m ∈ {1, 2, ..., 12}. The taper profile is defined by twelve
numbers: K1, K2, ..., K12.

The empirical optimization is conducted using the multidimen-
sional method, which has been demonstrated in numerical simula-
tions by Refs. [21, 23]. In this method, the optimal taper profile is ob-
tained by scanning over a three-dimensional parameter space, con-
sisting of the taper order d , the start module n and the taper amp-
litude∆K /K . The ansatz for the taper profile is

Km =







K for 1≤m < n

K

�

1−
�

∆K

K

��

m −n +1

12−n +1

�d
�

for n ≤m ≤ 12.
(3.27)

Here K is the initial undulator parameter, in resonance with the
initial energy of the electron beam. The undulator parameter re-
mains at the initial value K from modules 1 to n−1, and decreases in
steps from module n onwards. The taper order d equals 1 for linear
tapering, and 2 for quadratic tapering. The taper amplitude ∆K /K
is defined such that the undulator parameter of the last module is
K12 = K −∆K .

The parameters d , n and∆K /K are scanned for the highest op-
tical pulse energy at the exit of the 12th undulator module. The op-
tical pulse energy is measured and cross-checked using two devices:
the micro-channel plate (MCP) detector [24] and the gas-monitor de-
tector (GMD) [25].

After the completion of the experiment, the same optimization
method is repeated in numerical simulation for comparative pur-
poses (see Section 3 of Paper III). The simulation gives the same op-
timal taper profile as the experiment does. In both cases, the optimal
taper is given by the point (d , n ,∆K /K ) = (2, 7, 0.06) in the parameter
space.

However, there are discrepancies between the experiment and
the simulation. For instance, the optical pulse energies are systemat-
ically lower in the experiment than in the simulation. Paper III con-
cludes by excluding a number of otherwise possible causes of the dis-
crepancies, such as the deviations of the electron beam parameters,
the drift of the machine, shot-to-shot variation and wakefield effects.
A thorough understanding of the discrepancies would require fur-
ther investigations by means of both experiment and simulation. In
particular, the experimental investigation would require additional
beam time.
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CHAPTER 4

PHASE JUMP METHOD

This chapter introduces the phase jump method, and provides
the background knowledge for Paper IV.

4.1 What is the phase jump method?

In a free-electron laser, a phase jump refers to an alteration of the
relative phase between the electron beam and the co-propagating
optical wave.

Phase jumps can be implemented using phase shifters. A conven-
tional phase shifter is a compact chicane, made up of three or four
dipole magnets. In an undulator line made up of discrete segments,
the phase shifters can be installed in the drift sections between the
segments, as shown in Fig. 4.1.

The phase jump method is a technique for the enhancement of
the FEL efficiency. The essence is to apply appropriate phase jumps
along the undulator line, so as to sustain the energy extraction from
the electron beam (and hence the growth in optical power) beyond
the initial saturation. The technique was first demonstrated in nu-
merical simulation by Varfolomeev et al. [26].

An important goal of the phase jump method is to optimize the
phase jumps, and maximize the enhancement in the FEL efficiency.
To this end, a study by Ratner et al. [27] exploits the mathematical
equivalence of phase jumps and undulator tapering, and uses a pre-
optimized taper to deduce the corresponding phase jumps.

To advance the understanding of the phase jump method, a new
physics model is developed in this thesis, particularly in Paper IV.
The new model is independent of the undulator tapering model, and
eliminates the need to deduce the phase jumps mathematically from
a pre-optimized taper. Moreover, the new model reveals the poten-
tial of the phase jump method to suppress the sidebands in the op-
tical spectrum, thereby increasing the spectral purity of the FEL.
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4.2 Phase definitions

⋯ ⋯ 

Undulator segment, 𝐾 Undulator segment, 𝐾 Phase shifter 

Original phase 𝜓orig Target phase 𝜓targ 

Phase jump  𝜓jump  ≡ 𝜓targ − 𝜓orig 

𝐿segm 𝐿drift 𝐿segm 

𝑒− 

𝑧 

𝑥 
𝑦 

Figure 4.1. Schematic diagram showing two of the undulator segments
and the drift section in between. The phase shifter in the drift section can
increase the electron path length, thus adjusting the relative phase between
the electron beam and the optical wave. Focusing magnets, corrector mag-
nets and diagnostics instruments are also commonly installed in drift sec-
tions, but they are not shown in this diagram.

4.2 Phase definitions

In the analysis of phase jumps, it is convenient to consider the
phase of an electron relative to the nearest ponderomotive bucket.
We therefore use the phase variable ψ defined in Eq. (2.11), and re-
strictψ to the range −π≤ψ≤π.

Figure 4.1 shows a phase shifter in the drift section between two
undulator segments. For the purpose of specifying the phase jump,
we are not concerned about the phase anywhere in the middle of the
drift section. This is because the FEL energy extraction takes place in
the undulator segments, and not the drift section.

Instead, we are concerned about the phase difference between
the start point and the end point of the drift section. At the start point
of the drift section, we define the value ψ = ψorig ∈ [−π,π] as the
original phase. At the end point of the drift section, we define the
valueψ=ψtarg ∈ [−π,π] as the target phase.

For every drift section, the original phase is a given quantity, and
the target phase is to be set by adjusting the phase shifter. Upon set-
ting the target phase, the phase jump is given by

ψjump =ψtarg−ψorig ∈ [−2π, 2π]. (4.1)

Note thatψjump = 0 does not mean switching off or removing the
phase shifter. Instead, it means configuring the phase shifter such
that the phase at the start point of the drift section is preserved at the
end point of the drift section. Without the phase shifter, this preser-
vation is not automatically achieved in general.
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Phase jump method

Note also the sign convention that a positive ψjump corresponds
to shifting an electron forward inψ. However, a conventional phase
shifter implements the phase jump by delaying the electrons with
respect to the optical beam. It can only shift electrons backward, but
not forward. In practice, if the required ψjump is positive, we need
to shift the electron backward to another bucket by a total phase of
2πn −ψjump for some positive integer n .

The phase jump ψjump is a consequence of the speed difference
between the electron beam and the optical beam. While the optical
beam travels at the speed c , the electron beam travels at some speed
v < c . As a result, the optical beam slips ahead of the electron beam
by some distance Lslip as they travel together across the drift section.
This distance Lslip is called the slippage in the drift section, and is
related to the phase jumpψjump by

Lslip

λ
=

2πn −ψjump

2π
, (4.2)

where n is a positive integer.

4.3 Role of the phase shifter

4.3.1 Without the phase shifter

Referring to Fig. 4.1, Lsegm is the length of each undulator seg-
ment, and Ldrift is the length of each drift section.

Without the phase shifter, both the electron beam and the optical
beam would travel across the drift section in a straight line. If we let
∆t be the time taken for the electron beam to travel across the drift
section, then

Ldrift = v∆t . (4.3)

In the same time interval ∆t , the optical beam has travelled further
than the electron beam. We can express the distance travelled by the
optical beam as

L ′drift = c∆t =
c

v
Ldrift > Ldrift. (4.4)

The slippage in the drift section is then given by

Lslip = L ′drift− Ldrift =
� c

v
−1

�

Ldrift. (4.5)

Invoking the definition (2.10), we have

γ=
1

p

1− v 2/c 2
⇒

v 2

c 2
= 1−

1

γ2

⇒
c

v
=
�

1−
1

γ2

�−1/2

≈
�

1+
1

2γ2

�

. (4.6)
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4.3.2 With the phase shifter

Substituting Eq. (4.6) into Eq. (4.5) yields

Lslip =
Ldrift

2γ2
. (4.7)

The expression (4.7) gives the slippage in the drift section in the
absence of the phase shifter. This slippage can be translated into the
phase jumpψjump using Eq. (4.2).

In Eq. (4.7), the slippage is determined solely by the length Ldrift

of the drift section and the energy variable γ of the electron beam.
However, Ldrift is usually fixed, and cannot be changed without phys-
ically displacing the undulator segments. Besides, we have no direct
control over γ in each drift section. Thus, there is no easy way to ad-
just Lslip, and henceψjump, in each drift section.

4.3.2 With the phase shifter

In order to implement the phase jump method, we need to be
able to adjust the value of ψjump for every drift section. This neces-
sitates the use of phase shifters.

With the phase shifter in Fig. 4.1, the electron beam is deflected
by the dipole magnets of the phase shifter, and takes a detour from
the original straight-line trajectory.

The detour increases the electron path length in the drift section
by some amount ∆L . In principle, ∆L can be adjusted by changing
the magnetic field strength B0 of the phase shifter from the control
room.

While the electron beam takes the detour, the optical beam is not
affected by the magnetic field of the phase shifter, as photons do have
any electric charge.

As a result, the detour of the electron beam makes an additional
contribution to the slippage in the drift section. The slippage in the
drift section can then be written as

Lslip =
Ldrift

2γ2
+∆L (B0). (4.8)

Again, this slippage can be translated intoψjump using Eq. (4.2). The
important message here is that the magnetic field strength B0 of the
phase shifter serves as an independent knob, making it easier to ad-
just the value ofψjump for individual drift sections.

4.4 Analysis of a phase shifter

In Eq. (4.8), the function ∆L (B0) controls the phase jump ψjump.
In this section, we analyse the electron beam path in a phase shifter,
and determine the function ∆L (B0). As a example, we consider a
phase shifter with the configuration shown in Fig. 4.2.
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Figure 4.2. Electron beam path in a phase shifter which comprises three
dipole magnets of equal length l .

In general, a phase shifter can consist of either three or four di-
pole magnets, and there can be a small drift space between adjacent
magnets. In our example, the phase shifter consists of three dipole
magnets, and there is no drift space in between them (see Fig. 4.2).
Furthermore, the three magnets have the same length l , and a fixed
magnetic field strength ratio of −1/2 :+1 :−1/2.

While the ratio of the magnetic field strengths is fixed, the value
of B0 (see Fig. 4.2) is adjustable. For an electromagnet, B0 can be ad-
justed by changing the current through the coil. For a permanent
magnet, B0 can be adjusted by mechanically changing the gap height
between the magnetic poles.

In the phase shifter, the electron beam takes a detour from the
original straight-line path. Along the detour, the electron path length
is S1 +S2 +S3; along the original straight-line path, the electron path
length is 3l (see Fig. 4.2). Thus,

∆L = S1+S2+S3−3l . (4.9)

In order to relate ∆L to B0, we consider the bending radii R1, R2

and R3 in the three magnets:

1

R1
=

e B1

p
⇒ R1 =

2p

e B0
≡R , (4.10)

1

R2
=

e B2

p
⇒ R2 =

p

e B0
≡

R

2
, (4.11)

1

R3
=

e B3

p
⇒ R3 =

2p

e B0
≡R . (4.12)
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4.5 Overview of the phase jump model

In the expressions for the bending radii R1, R2 and R3,

p =me c
p

γ2−1 (4.13)

is the momentum of the electron beam. The bending radii are related
to the arc lengths S1, S2 and S3 as follows:

S1 =R1θ =Rθ , (4.14)

S2 =R2×2θ =Rθ , (4.15)

S3 =R3θ =Rθ . (4.16)

Here the angle θ can be related to the constant l by considering the
right-angled triangle in the first magnet (see Fig. 4.2):

sinθ =
l

R1
=

l

R
⇒ θ = arcsin

�

l

R

�

. (4.17)

As a result, Eq. (4.9) can be rewritten as

∆L = 3Rθ −3l = 3R arcsin
�

l

R

�

−3l . (4.18)

For a compact phase shifter, l � R . We can therefore approximate
the arcsin function by the first two non-zero terms in its Taylor ex-
pansion:

∆L ≈ 3R

�

l

R
+

l 3

6R 3

�

−3l =
l 3

2R 2
. (4.19)

Invoking Eqs. (4.10) and (4.13) yields

∆L (B0) =
l 3

2

�

e B0

2p

�2

=
e 2l 3B 2

0

8m 2
e c 2(γ2−1)

. (4.20)

Equation (4.20) defines the function ∆L (B0). It shows how the elec-
tron path length in the drift section can be influenced by the mag-
netic field strength of the phase shifter.

An explicit expression relating B0 to the phase jumpψjump can be
obtained by substituting (4.20) into (4.8), and then into (4.2).

4.5 Overview of the phase jump model

A new physics model of the phase jump method is developed in
Paper IV. This new model advances beyond previous studies in three
major aspects. First, it illustrates the energy extraction mechanism of
the phase jump method. Second, it does not rely on a pre-optimized
undulator taper to compute the phase jumps. Third, it opens up new
possibilities to suppress the sidebands in the optical spectrum.
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The model illustrates the energy extraction mechanism by de-
scribing the particle dynamics in the longitudinal phase space. At
the initial saturation, microbunches are fully developed. For further
energy extraction to be possible, the microbunches must continue to
decelerate together, and radiate coherently. To examine the deceler-
ation of the microbunches, the model considers an average particle
within each microbunch (see Section II G of Paper IV).

Without undulator tapering, there is no bucket deceleration (see
Section 3.7). Therefore, the phase jump method by itself cannot rely
on a descending bucket to carry the particles towards lower energies.
Instead, the model identifies the microbunch deceleration cycle (see
Section II G of Paper IV) as the underlying mechanism for energy ex-
traction beyond the initial saturation.

An important implication of the microbunch deceleration cycle
is the possibility to extract energy from particles which are out of the
bucket (see Section II J of Paper IV). Beyond the initial saturation,
the model divides the energy extraction process into the in-bucket
regime and the out-of-bucket regime.

By analysing the microbunch deceleration cycle, the model sets
out the selection criteria for the target phase ψtarg of the average
particle in the in-bucket and out-of-bucket regimes. This eliminates
the reliance on a pre-optimized undulator taper in the optimization
of phase jumps.

In Section IV of Paper IV, the model is extended to include time-
dependent effects. An important effect is sideband instability, which
is a known issue for undulator tapering (see Section 3.11).

Sideband instability can draw a significant fraction of the optical
power away from the optical wavelength which we intend to amplify,
and channel the power to parasitic wavelengths which show up as
sidebands in the optical spectrum. This degrades the spectral purity,
as well as the useful output of the FEL.

However, the new model reveals the potential of the phase jump
method to suppress the sidebands. This is detailed in Section IV D of
Paper IV. In brief, the known cause [15] of sideband instability is the
synchrotron oscillations of the electrons, and the principle behind
the sideband suppression is that the microbunch deceleration cycle
itself disrupts the synchrotron oscillations.

This new model is verified and supported by simulation studies
(see Sections III and V of Paper IV).

4.6 Comparison with undulator tapering

In this section, we compare and contrast the phase jump method
with undulator tapering, in terms of the features of the model and the
performance in numerical simulation.

Both the phase jump method and undulator tapering enhance
the FEL efficiency by overcoming the limit on the radiation power
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4.6 Comparison with undulator tapering

imposed by the initial saturation. For both techniques, the general
principle is to bring a significant fraction of particles towards lower
energies after the initial saturation. As these particles decelerate, en-
ergy is transferred to the optical field, due to the principle of energy
conservation.

However, the phase jump model and the taper model considered
in the thesis do differ in a number of aspects:

(i) Representative particle
The taper model traces the resonant particle, which defines the
centroid of the ponderomotive bucket. The phase jump model
traces the average particle, which reflects the average energy
and phase within the microbunch.

(ii) Knob to turn
In the taper model, we control the undulator parameter K , to
move the resonant particle vertically in the (ψ,γ) space. In the
phase jump model, we control the phase jumpψjump, to move
the average particle horizontally in the (ψ,γ) space.

(iii) Particle deceleration mechanism
While the taper model relies on bucket deceleration, the phase
jump model relies on the microbunch deceleration cycle.

(iv) Rate of particle deceleration
In the taper model, the rate of particle deceleration is determ-
ined by dγR/d z (see Section 3.7). In the phase jump model,
the rate of particle deceleration is determined by dγ/dψ (see
Section II J 1 of Paper IV).

(v) Motion of the bucket
In the taper model, the bucket descends and shrinks. In the
phase jump model, the bucket neither descends nor shrinks.

(vi) Energy extraction outside the bucket
In the taper model, detrapped particles generally do not par-
ticipate in the energy extraction. In the phase jump model,
there is an out-of-bucket regime, which enables energy extrac-
tion from particles outside the bucket.

(vii) Mechanism of final saturation
In the taper model, the main causes of the final saturation
are the weakening of refractive guiding and the detrapping
of particles. In the phase jump model, the main causes are
dγ/dψ→ 0 and∆ψsegm >π (see Section II K of Paper IV).

(viii) Sideband suppresion
The phase jump model reveals the possibility to use the phase
jumps for suppressing the sidebands in the optical spectrum
(see Section IV D of Paper IV). This feature is not found in the
taper model.
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In Section V of Paper IV, a simulation study is conducted to com-
pare the performances of the phase jump method and undulator
tapering. Under the same initial conditions, the phase jumps and
the taper are separately optimized.

Upon reaching the final saturation, the optical pulse energy at-
tained by the optimized taper is about three times higher than that
attained by the optimized phase jumps. This shows that the optim-
ized taper is capable of extracting a larger fraction of the electron
beam energy.

However, the phase jump method is more effective in sideband
suppression. This means that the optimized phase jumps channel
a smaller fraction of the optical power to the parasitic wavelengths,
and hence a larger fraction to the central wavelength that we actually
intend to amplify.

Upon reaching the final saturation, the absolute spectral power
at the central wavelength is almost the same for both the optimized
taper and the optimized phase jumps. If we define the useful output
of the FEL as the spectral power at the central wavelength, then the
optimized taper and the optimized phase jumps are almost equally
as efficient.

Now that we have seen the merits of each technique, it is logical
to think of the possibility to combine the strengths of the two tech-
niques. The combined use of undulator tapering and phase jumps is
beyond the scope of this thesis, but is discussed briefly in Section VI
of Paper IV.
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CHAPTER 5

SUMMARY AND OUTLOOK

This thesis investigates two techniques for enhancing the effi-
ciency of a free-electron laser, namely, undulator tapering and the
phase jump method. The former has been introduced in Chapter 3,
and the latter has been introduced in Chapter 4. The research on
these topics are presented in the papers at the end of this book.

The research on undulator tapering is built upon the KMR model
(see Section 3.3). In Paper I, a modification to the KMR model is pro-
posed, and is justified by the particle trapping consideration and the
bucket deceleration consideration.

Based on the KMR model and its modified version, the “ordinary
KMR method” and “modified KMR method” are developed for the
optimization of the undulator taper (see Section 3.10). The methods
are then demonstrated in numerical simulations.

An important conclusion of Paper I is that the modification to the
KMR model opens up the possibility of a further enhancement in FEL
efficiency beyond the original model.

Having established the KMR methods in Paper I, Paper II pro-
gresses beyond the ideal scenario. The simulation studies account
for the limitations on the tapering technique (see Section 3.11) im-
posed by the uniformity of the individual undulator segments and
the optical beam diffraction in the drift sections. The studies also in-
clude time-dependent effects. The results affirm that the KMR meth-
ods remain valid under the far-from-ideal circumstances.

Paper III presents an empirical study of taper optimization at a
real FEL, namely, the FLASH2 facility at DESY. The empirical res-
ults are then compared against numerical simulations. While the
simulation yields the same optimal taper as the experiment, there
are discrepancies between the simulation and the experiment in the
absolute optical pulse energies. Paper III concludes by excluding a
number of otherwise possible causes of the discrepancies. However,
a thorough understanding of the discrepancies would require addi-
tional beam time.
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Switching gear from the topic of undulator tapering, Paper IV
develops a new physics model for the phase jump method. As ex-
plained in Section 4.5, this new model advances beyond previous
studies in three major aspects. First, it illustrates the energy extrac-
tion mechanism of the phase jump method. Second, it does not rely
on a pre-optimized undulator taper to compute the phase jumps.
Third, it opens up new possibilities to suppress the sidebands in the
optical spectrum.

Finally, Paper V concerns the SPF at the MAX IV Laboratory here
in Lund, Sweden. While the SPF is not an FEL, the paper gives a pre-
liminary study of the possibility to operate the SPF as a simple FEL,
for the research and development of future FELs at MAX IV. The pa-
per also touches on the topic of single-step undulator tapering.

In this thesis, the model-based studies of undulator tapering
and the phase jump method enable us to compare and contrast
the two techniques (see Section 4.6). Beyond this thesis, a possible
topic of further study is the combined use of the two techniques, as
it is briefly discussed in Section VI of Paper IV. By combining the
strengths of both techniques, there is potential for attaining an even
further enhancement in FEL efficiency.
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COMMENTS ON THE PAPERS

I Model-based optimization of tapered free-electron lasers
In this paper, the Kroll-Morton-Rosenbluth (KMR) model of
undulator tapering is reviewed and modified. The modified
model is applied to numerical simulations, to optimize the un-
dulator taper for the highest FEL efficiency. The results show
that the modification to the model leads to a further increase
in FEL efficiency. The paper is entirely my own work, and the
co-authors serve as advisories.

II Further studies of undulator tapering in x-ray FELs
This paper is a progression beyond Paper I and a preparation
for Paper III. The paper departs from the ideal case, adapts the
KMR model to a segmented undulator line, and accounts for
time-dependent effects. The simulation studies are conducted
on a case of the FLASH2 facility, so as to lay down the theor-
etical foundations for the experimental work at FLASH2. The
paper is entirely my own work, and the co-authors serve as ad-
visories.

III Empirical optimization of undulator tapering at FLASH2
and comparison with numerical simulations
This paper documents the experimental study of undulator
tapering at the FLASH2 facility, and compares the empirical
results with numerical simulations. The agreement and dis-
crepancies between the empirical and simulation results are
discussed. I collaborated with the co-authors on the experi-
mental work in the FLASH2 control room. I subsequently per-
formed all the simulations, and wrote the entire paper with the
advice of the co-authors.
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Comments on the papers

IV Phase jump method for efficiency enhancement in
free-electron lasers
This paper develops a new physics model of the phase jump
method, and supports it with numerical simulations. With the
aid of the model, the phase jump method is compared and
contrasted with undulator tapering. The paper is entirely my
own work, and the co-authors serve as advisories.

V FEL operation modes of the MAX IV Short Pulse Facility
This paper concerns the Short Pulse Facility (SPF), an incoher-
ent radiation source comprising two undulator segments. The
paper explores alternative operation modes, in which the SPF
functions as a simple FEL. By means of numerical simulation,
single-step undulator tapering is also studied. The paper is en-
tirely my own work, and the co-authors serve as advisories.
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Alan Mak,
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(Received 18 December 2014; published 23 April 2015)

The energy extraction efficiency is a figure of merit for a free-electron laser (FEL). It can be enhanced by

the technique of undulator tapering, which enables the sustained growth of radiation power beyond the

initial saturation point. In the development of a single-pass x-ray FEL, it is important to exploit the full

potential of this technique and optimize the taper profile awðzÞ. Our approach to the optimization is based

on the theoretical model by Kroll, Morton, and Rosenbluth, whereby the taper profile awðzÞ is not a

predetermined function (such as linear or exponential) but is determined by the physics of a resonant

particle. For further enhancement of the energy extraction efficiency, we propose a modification to the

model, which involves manipulations of the resonant particle’s phase. Using the numerical simulation code

GENESIS, we apply our model-based optimization methods to a case of the future FEL at the MAX IV

Laboratory (Lund, Sweden), as well as a case of the LCLS-II facility (Stanford, USA).

DOI: 10.1103/PhysRevSTAB.18.040702 PACS numbers: 41.60.Cr, 41.60.Ap

I. INTRODUCTION

In a free-electron laser (FEL), the technique of tapering

involves the variation of the undulator parameter along the

undulator line, thereby maintaining the resonance condition

as the electrons lose energy to the radiation. This can

increase the output power and the energy extraction effi-

ciency, as it has been demonstrated experimentally [1,2].

The effectiveness of this technique relies on the proper

optimization of the taper profile. One example is the

multidimensional scanning method [3]. Another example

is the GINGER self-design taper algorithm [4], which is

based on the Kroll-Morton-Rosenbluth (KMR) model [5].

In a previous work [6], we briefly presented a method

based on a modification to the KMRmodel, which involves

the manipulation of the resonant particle’s phase. In this

work, we elaborate on this method and examine the

underlying physics in greater detail.

The knowledge about taper optimization is important for

the MAX IV Laboratory in the development of an x-ray

FEL [7], which is part of the laboratory’s long-term

strategic plan. The plan includes an extension of the

MAX IV linear accelerator to 4–6 GeV, to be used as

the driver of the FEL.

Using the numerical simulation code GENESIS [8], we

study our taper optimization methods on a case of the future

MAX IV FEL, where the electron beam energy at the

entrance to the FEL is assumed to be 4 GeV.

To test our methods on a different set of parameters, we

also apply the methods to a case of the LCLS-II. The case is

defined in Jiao et al. [3], based on the design parameters at

the time of its publication. We then benchmark our results

against a taper profile obtained by Jiao et al. [3] from the

GINGER algorithm [4].

In this work, the numerical simulations are performed in

the steady-state mode. This allows us to focus on the effects

of manipulating the resonant particle’s phase. Our imme-

diate objective is to demonstrate that our modification to

the KMRmodel gives rise to an enhanced energy extraction

efficiency. The study of time-dependent effects, such as

side-band growth, is left out from the scope of this work

and is to be addressed in a forthcoming article.

II. THEORY

A. Tapered FELs

The resonance condition on the central axis of a FEL is

given by the equation

λ ¼ λw

2γ2
ð1þ a2wÞ; ð1Þ

where λ is the optical wavelength, λw is the undulator

period, and γ is the electron energy normalized to its rest

energy mec
2. The properties of the undulator are charac-

terized by the rms undulator parameter

aw ¼ K
ffiffiffi

2
p ≡

eλwBw

2
ffiffiffi

2
p

πmec
2
; ð2Þ

where e is the absolute value of the electron charge and Bw

is the undulator field strength.
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During the energy extraction, the electrons lose energy to

the optical field. For a FEL with constant aw, the electron
energy γ quickly ceases to satisfy the resonance condition

and the FEL power saturates. This severely limits the

energy extraction efficiency of the FEL.

To overcome this limit, one can taper the FEL by varying

aw as a function of the axial position z, so as to maintain the

resonance condition continually as the electrons decelerate.

This results in the sustained energy transfer from the

electrons to the optical field beyond the initial satura-

tion point.

The function awðzÞ is the taper profile. Our aim is to

optimize the taper profile, thereby maximizing the energy

extraction efficiency of the tapered FEL. Our approach is to

develop methods for such optimization, based on a theo-

retical model. This model-based approach can shed some

light on the physics behind the optimization.

The FEL cases considered in this article are single-pass

and seeded. Each uses planar undulators with a constant

period λw.

B. The KMR model

The Kroll-Morton-Rosenbluth model [5] is a theoretical

analysis of tapered FELs based on a one-dimensional

relativistic Hamiltonian formulation. It is reviewed in

Refs. [9–11].

In phase space, each particle has coordinates ðψ ; γÞ,
where γ is the energy normalized to the electron rest energy

mec
2 and ψ is the phase relative to the ponderomotive

potential. The essence of the KMR model is the consid-

eration of a resonant particle, with phase space coordinates

ðψR; γRÞ subject to certain constraints. At any z position

along the undulator line, the energy of this particle remains

at resonance, given by

γRðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

λw

2λ
½1þ a2wðzÞ�

r

: ð3Þ

Meanwhile, the phase of this particle remains constant

along the undulator line, so that

ψRðzÞ ¼ ψRð0Þ ¼ constant: ð4Þ

The actual value of the constant phase is chosen by the FEL

designer.

With the constraints on γR and ψR, the taper profile awðzÞ
is uniquely determined by the equation of motion in the

longitudinal direction, namely

dγR

dz
¼ −

e
ffiffiffi

2
p

mec
2

awðzÞfBðzÞE0ðzÞ
γRðzÞ

sin½ψRðzÞ�; ð5Þ

where E0 is the optical field amplitude and

fBðzÞ ¼ J0

�

a2wðzÞ
2þ 2a2wðzÞ

�

− J1

�

a2wðzÞ
2þ 2a2wðzÞ

�

ð6Þ

is the Bessel factor for planar undulators.

For efficient energy transfer to the optical field, γRðzÞ
should be a monotonically decreasing function. Otherwise,

the resonant particle would absorb energy from the optical

field, thus reducing the power of the FEL. In other words,

we need

dγR

dz
< 0 for all z: ð7Þ

This has two main consequences. According to Eq. (3), this

requires awðzÞ to be a monotonically decreasing function as

well. According to Eq. (5), this requires sinψR > 0, thus

leading to the restriction 0 < ψR < π.

C. The ponderomotive bucket

In phase space, the coordinates ðψR; γRÞ of the resonant
particle defines the stable point in the ponderomotive

bucket, which is often known as the centroid. An equation

for the separatrices of the bucket is derived in Ref. [5] and

can be rewritten as

γ�ðψÞ ¼ γR �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eλwawfBE0

2
ffiffiffi

2
p

πmec
2

s

½cosψ þ cosψR

− ðπ − ψ − ψRÞ sinψR�1=2: ð8Þ

As γR decreases with z, the ponderomotive bucket moves

together towards smaller γ values. This is known as bucket

deceleration and is a feature of tapered FELs.

Particles within the bucket are said to be trapped. These

particles follow stable orbits around the resonant particle

and decelerate together with the bucket. As they decelerate,

energy is transferred to the optical field. Particles falling out

of the bucket are said to be detrapped. Once detrapped, a

particle quickly moves away from the resonance condition.

It is therefore apparent that the energy extraction in a

tapered FEL relies heavily on the trapping of particles in the

bucket. Meanwhile, the bucket’s capacity to capture par-

ticles depends on its size. Following Ref. [5], we analyze

the factors that influence the bucket size.

1. Bucket width

We first concern ourselves with the width of the bucket.

Let ψ1 and ψ2 be the minimum and maximum ψ values for

the bucket. The bucket width is then given by the difference

ψ2 − ψ1. The value ψ2 can be obtained from the simple

equation

ψ2 ¼ π − ψR; ð9Þ

while the value ψ1 can be obtained from the transcendental

equation
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cosψ1 þ cosψR ¼ ðπ − ψR − ψ1Þ sinψR: ð10Þ

It is apparent that the values ψ1 and ψ2, hence the bucket

width, are solely determined by the resonant particle’s

phase ψR. Over the range 0 < ψR < π=2, the bucket width
ψ2 − ψ1 decreases with ψR. At ψR ¼ π=2, we have

ψ1 ¼ ψ2 ¼ π=2, meaning that the bucket has zero width.

2. Bucket height

The bucket height is given by

γþðψRÞ − γ−ðψRÞ ∝
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

awfBE0

p

ΓðψRÞ; ð11Þ

where

ΓðψRÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cosψR −

�

π

2
− ψR

�

sinψR

s

: ð12Þ

Unlike the bucket width, the bucket height depends on

aw and E0 in addition to ψR. The ψR dependence of the

bucket height is governed by the function ΓðψRÞ, which
decreases with ψR for 0 < ψR < π=2 and becomes zero

when ψR ¼ π=2. Γðπ=2 < ψR < πÞ is purely imaginary.

3. Bucket area

The area of the bucket is a combination of the width and

the height. Mathematically, the bucket area can be obtained

by the integral

AΛ¼
Z

ψ2

ψ1

½γþðψÞ−γ−ðψÞ�dψ ∝
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

awfBE0

p

αðψRÞ; ð13Þ

where

αðψRÞ≡
ffiffiffi

2
p

8

Z

ψ2

ψ1

½cosψ þ cosψR

− ðπ − ψ − ψRÞ sinψR�1=2dψ : ð14Þ

It turns out that the bucket area depends on aw and E0 in

the same way as the bucket height does. The ψR depend-

ence of the bucket area is governed by the function αðψRÞ,
which decreases with ψR for 0 < ψR < π=2 and becomes

zero when ψR ¼ π=2.
Choosing ψR ≥ π=2 will result in the disappearance of

the bucket and the total detrapping of particles, thus making

the FEL process impossible. This further restricts the

choice of ψR to the range 0 < ψR < π=2. Within this

range, a larger ψR leads to a smaller bucket area, hence a

smaller trapping fraction.

D. Field equations

During the FEL process, the optical field is amplified

through its interaction with the electrons. The evolution of

the optical field amplitude E0 and phase ϕ are described by

the field equations, of which a derivation is provided

in Ref. [9].

In the resonant particle approximation, we assume that

only trapped particles participate in the interaction with the

optical field and that all trapped particles have the same γ

and ψ as the resonant particle. With this approximation, the

evolution of E0 can be written as

dE0

dz
¼ 1

ffiffiffi

2
p

cϵ0
awðzÞfBðzÞJΛðzÞ

sin½ψRðzÞ�
γRðzÞ

; ð15Þ

where ϵ0 is the permittivity of free space,

JΛðzÞ ¼
ecNΛðzÞ
πσ2x;yλ

ð16Þ

is the current density due to the trapped particles, NΛ is the

number of particles trapped, and σx;y is the rms beam

radius. Combining the field equation (15) with the equation

of motion (5), we have

dE0

dz
¼ mec

ϵ0e

1

E0ðzÞ
JΛðzÞ

�

�

�

�

dγR

dz

�

�

�

�

∝
1

E0ðzÞ
NΛðzÞ

�

�

�

�

dγR

dz

�

�

�

�

: ð17Þ

This shows that the growth rate of the optical field is

directly proportional to the number of particles trapped NΛ

and the rate of bucket deceleration jdγR=dzj, but is

inversely proportional to the field amplitude itself.

Therefore, in the optimization of a tapered FEL, particle

trapping is merely one side of the picture. Maximizing the

number of particles trapped is not a sufficient condition for

maximizing the optical field strength. On the other side

of the picture, the bucket also has to decelerate rapidly

enough.

However, there is a conflict between rapid bucket

deceleration and maintaining a large number of trapped

particles. According to Eq. (5), jdγR=dzj increases with ψR

for 0 < ψR < π=2. But according to Eq. (14), the bucket

area decreases with ψR for 0 < ψR < π=2. When choosing

a ψR value, increasing the bucket deceleration rate will

inevitably decrease the number of trapped particles and

vice versa.

The optimization of a tapered FEL requires a good

balance between these two conflicting factors. On one

hand, we can sacrifice the bucket deceleration rate in

exchange of better trapping. On the other hand, we can

also sacrifice trapping in exchange of more rapid bucket

deceleration.
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E. Modification to the KMR model

In the KMR model, the constraint on the phase ψR of

the resonant particle is somewhat arbitrary [9]. As an

attempt to enhance the energy extraction efficiency further,

we propose a modification to the KMR model.

Upon the modification, the resonant particle still main-

tains the resonant energy γR throughout the undulator line

according to Eq. (3). However, its phase ψR is no longer

kept constant. Instead, we now formulate ψR as a function

of z which increases monotonically from zero. While there

are many possible choices of such increasing functions, we

can adopt the simplest function

ψRðzÞ ¼ gz for some constant g > 0: ð18Þ

In other words, ψR increases linearly with z at some

gradient g, which is chosen by the FEL designer.

For any function ψRðzÞ that increases monotonically

from zero, there exists a value z ¼ Ld such that

ψRðLdÞ ¼
π

2
: ð19Þ

This is when the bucket area becomes zero and total

detrapping occurs. We therefore refer to Ld as the detrap-

ping length. Note that it is possible to have Ld > Lw, where

Lw is the total length of the undulator line. With this

definition of Ld, the proportionality constant g in Eq. (18)

can be written as

g ¼
π

2Ld

: ð20Þ

With our modification to the KMR model, ψR is smaller

upstream and larger downstream. For small z, we sacrifice
the bucket deceleration rate for particle trapping. For large

z, we increase the bucket deceleration rate at the cost of

detrapping more particles. We adopt this strategy for two

main reasons as follows.

1. Particle trapping consideration

Particle trapping is more important at the beginning of the

undulator line. The fraction of particles captured by the

bucket at small z sets a limit on the amount of energy that can

be extracted subsequently. With a constant ψR, the bucket

shrinks abruptly from the full width of 2π to a reduced width

of ψ2 − ψ1. This abrupt decrease in bucket width will lead to

the sudden detrapping of a large fraction of particles. In

contrast, if ψRðzÞ increases smoothly from zero, the bucket

will shrink from the full width of 2π in a gradual manner,

which is more favorable for the capturing of particles.

2. Bucket deceleration consideration

Beyond the region of initial particle capturing, it is

important to fully utilize bucket deceleration for energy

extraction. Under the principle of energy conservation, the

energy transferred to the optical field equals the total

energy loss of all particles

W ¼ mec
2
XN
i¼1

jγiðLwÞ − γið0Þj; ð21Þ

where N is the total number of particles. With a constant

ψR, the bucket maintains the same width along z and most

of the initially captured particles remain trapped. However,

our goal here is not to trap all these particles up until the very

end of the undulator line, but to make as many particles lose

as much energy as possible. With an increasing ψR, the

bucket will decelerate at an increasing rate, while shrinking

in a gradual manner. With a properly chosen g in Eq. (18),

the bucket centroid will experience a larger decrease in γ

than in the case of a constant ψR over the same undulator

length Lw, thus bringing trapped particles to lower energies.

Even though the shrinking bucket will lead to gradual

detrapping of particles along z, the deceleration of each

particle up until the point of detrapping will contribute to the

sum in Eq. (21). This, together with the more effective

capturing of particles at small z, can result in a larger W.

F. Energy extraction efficiency

It is common to define the energy extraction efficiency of

a tapered FEL as the product of the particle trapping and

bucket deceleration efficiencies [4,11,12]. For instance, the

particle trapping efficiency can be formulated as the

normalized bucket width ðψ2 − ψ1Þ=ð2πÞ and the bucket

deceleration efficiency as sinψR [11].

However, this formulation is not directly applicable to

our modified KMR model, in which ψR, ψ1, and ψ2 are

continuously changing. Furthermore, the particle trapping

efficiency is not only influenced by the bucket width, but

also by the bucket area, which in turn depends on E0ðzÞ and
awðzÞ. Similarly, according to Eq. (5), the bucket deceler-

ation rate jdγR=dzj also depends on E0ðzÞ and awðzÞ.
Within a long undulator line, E0ðzÞ and awðzÞ can vary

significantly and this needs to be taken into account.

We therefore propose a generalized formulation of the

energy extraction efficiency as follows. At any axial

position z along the undulator line, the number of particles

trapped in the bucket is NΛðzÞ. For a small deceleration

dγRðzÞ of the bucket, the amount of energy lost by the

particles is

dWðzÞ ¼ −NΛðzÞmec
2dγRðzÞ: ð22Þ

Integrating both sides over the entire undulator line gives

the total amount of energy extracted:

W ¼ −mec
2

Z
Lw

0

NΛðzÞ
dγR

dz
dz: ð23Þ
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Meanwhile, the initial energy of the electron beam is
Wbeam ¼ Nγ0mec

2. The ratio between W and Wbeam gives
the energy extraction efficiency:

η≡
W

Wbeam
¼ −

1

γ0

Z

Lw

0

fΛðzÞ
dγR

dz
dz: ð24Þ

Here we have defined the trapping fraction fΛðzÞ≡
NΛðzÞ=N. At this point, we can clearly see the dependence
of the energy extraction efficiency on both the trapping
fraction and the bucket deceleration rate. But since they are
functions of z, they have to be integrated over z for the
entire undulator line.
Next, we invoke Eq. (5), followed by Eq. (3), and rewrite

the energy extraction efficiency explicitly as

η ¼ e
ffiffiffi

2
p

γ0mec
2

ffiffiffiffiffi

λ

λw

s

Z

Lw

0

½E0ðzÞfΛðzÞ

×
awðzÞfBðzÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ a2wðzÞ
p sin½ψRðzÞ�dz�: ð25Þ

In the integral, ψRðzÞ is a predefined function, while E0ðzÞ,
fΛðzÞ, and awðzÞ need to be obtained from numerical
simulations. This generalized expression for the energy
extraction efficiency serves as a figure of merit for a
tapered FEL.

III. METHOD

Based on the KMR model and the modified version, we
optimize the taper profile awðzÞ using the numerical
simulation code GENESIS [8] in the steady-state mode.
The principle is to perform iterative simulations along the
entire undulator line, from z ¼ 0 to z ¼ Lw, with some
small step sizeΔz. The required aw value at every stepΔz is
computed according to the model.
In order to compute the aw value, we substitute Eq. (3)

into Eq. (5) and eliminate the variable γR. This yields

daw

dz
¼ −

ffiffiffi

2
p

e

mec
2

λ

λw
fBðzÞE0ðzÞ sin½ψRðzÞ�: ð26Þ

If the step size Δz is small enough, we can make the
approximation Δz ≈ dz so that

awðzþ ΔzÞ ¼ awðzÞ −
ffiffiffi

2
p

e

mec
2

λ

λw
fBðzÞE0ðzÞ sin½ψRðzÞ�Δz:

ð27Þ

This is the equation used for the iterative simulations. In
particular, ψRðzÞ is a predefined function, for which the
value at every z position is known. With a constant ψR as
defined in Eq. (4), we refer to the method as the ordinary

KMRmethod. With ψRðzÞmodified as in Eq. (18), we refer
to the method as the modified KMR method.
In order to use Eq. (27), we also need the initial values of

the variables. In particular, awð0Þ is chosen to be resonant
with the initial beam energy. E0ð0Þ is the field amplitude of
the seed radiation. In the case of self-amplified spontaneous
emission (SASE), the effective shot noise amplitude could
be used instead. In each step Δz, we obtain the on-axis
E0ðzÞ from the numerical simulation. Equation (27) then
enables us to compute the required aw value at zþ Δz from
the known values of aw, fB, ψR, and E0 at z.

IV. RESULTS AND DISCUSSIONS

A. Application to a MAX IV FEL case

We apply the ordinary KMR method and the modified
KMR method to a case of the future MAX IV FEL, in
which we assume a 4-GeV and 4-kA electron beam. The
main parameters are shown in Table I. A sensitivity study of
these parameters can be found in Ref. [13].
To study the behavior of the electron beam, optical beam,

and taper profile over a long distance, we simulate a
continuous undulator line of length Lw ¼ 200 m. For the
purpose of beam focusing, we superimpose a FODO lattice
on the undulator field. The length of the FODO cell is 5 m.
Each cell contains two quadrupole magnets of length
10 cm, whose centers are separated by a longitudinal
distance of 60 cm. The field strengths of the quadrupole
magnets are adjusted to give the desired average beam size.

1. General results

For the ordinary KMRmethod, simulations reveal that the
FEL power is maximized by choosing ψR ¼ 0.26 rad.
The evolution of various parameters along the undulator
line are shown in Fig. 1. For the modified KMRmethod, the
corresponding results for three selected g values, namely
3 mrad=m, 5 mrad=m, and 7 mrad=m, are shown in the
same figure. These three g-values correspond to detrapping
lengths of 600 m, 300 m, and 220 m, respectively.
As seen in Fig. 1(a), the ordinary KMR method features a

slow, steady growth of FEL power throughout the undulator
line. At z ¼ 200 m, the power reaches 1.5 TW. For the

TABLE I. Main parameters of the MAX IV FEL case used in
our simulation studies.

Parameter Symbol Value

Electron beam energy Wbeam 4 GeV
Energy spread ΔWbeam 40 keV
Beam current I 4 kA
Normalized emittance εx;y 0.2 mm mrad
Average beta β̄x;y 20 m
Undulator period λw 20 mm
Radiation wavelength λ 4 Å
Seed radiation power Pin 0.1 MW
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Modified KMR method with g ¼ 7 mrad=m, the same final

power is attained. However, the power grows much more

rapidly and final saturation is reached long before

z ¼ 200 m. This allows us to obtain the same power while

shortening the undulator line to around 130 m, thus reducing

the construction cost. With g ¼ 3 mrad=m, the power at z ¼
200 m exceeds 3 TW, which is twice that produced by the

ordinary KMR method.

In the modified KMR method, a larger g leads to more

rapid power growth beyond the initial saturation [see

Fig. 1(a)]. However, the final saturation occurs at a lower

power and at a smaller z. In contrast, a smaller g leads to

slower power growth beyond the initial saturation.

However, the final saturation occurs at a higher power

and at a larger z. In other words, g can be regarded as an

independent adjustment knob for the final saturation

power and the final saturation length of a tapered FEL.

The optimal g value depends on the given length of the

undulator line. For instance, if the undulator line is shortened

to 120 m, it is better to use g ¼ 5 mrad=m than to use g ¼ 3

or 7 mrad=m, as it yields the highest final power among the

three cases. By the same token, if the undulator line is

shortened to 80 m, it is better to use g ¼ 7 mrad=m.

Figure 1(b) shows the on-axis optical field amplitude E0

as a function of z. Comparing Figs. 1(a) and 1(b), we see

that for the modified KMR method there exists a range

of z where E0 has ceased to grow while the FEL power

continues to grow. This is precisely the radiation power

growth region described in Ref. [3].

Figure 1(c) shows the four resulting taper profiles. The

taper profiles resulting from the modified KMR method

are more aggressive. The aw parameter decreases so rapidly

that its final value at z ¼ 200 m is less than 20% of its

initial value.

FIG. 1. Evolution of various parameters along the undulator line for the MAX IV FEL case. The parameters are (a) the FEL power,

(b) the on-axis optical field amplitude, (c) the aw parameter normalized to its initial value, (d) the rms radius of the optical beam, (e) the

trapping fraction, and (e) the bunching factor. The four curves shown in each plot are the results of the ordinary KMR method with

ψR ¼ 0.26 rad and the modified KMR method with g ¼ 3, 5 and 7 mrad=m.
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Figure 1(d) shows the rms radius σr of the optical beam

as a function of z. For the modified KMRmethod, there is a

correlation between the g value and the optical beam radius.

In the deep-tapered region, a smaller g value corresponds to
a smaller optical beam radius, which is a manifestation of

stronger optical guiding.

There are two types of optical guiding, namely, gain

guiding and refractive guiding [10,14]. In a tapered FEL,

the latter usually dominates after the initial saturation point

[10]. The effects of refractive guiding can be described by a

complex-valued refractive index n, as defined in Ref. [14].

The strength of refractive guiding is measured by the real

part of n. Under the resonant particle approximation, it can

be written as

Re½nðzÞ� ¼ 1þ
ffiffiffi

2
p

λ

4πϵ0c

awðzÞfBðzÞJΛðzÞ
γRðzÞE0ðzÞ

cos½ψRðzÞ�: ð28Þ

With ψRðzÞ as defined in Eq. (18), the strength of refractive
guiding varies as cosðgzÞ. At the same axial position z, a
smaller g results in a larger cosðgzÞ. This partly explains the
correlation between the g value and the optical beam radius

in Fig. 1(d).

Figure 1(e) shows the trapping fraction fΛ as a function

of z. With the ordinary KMR method, the trapping fraction

soon reaches a plateau, meaning that the number of

particles in the ponderomotive bucket is almost constant.

With the modified KMR method, the trapping fraction is

generally higher at small z, which reflects that the initial

capturing of particles is more effective. However, the

trapping fraction shows a gradual decrease along the

undulator line. The larger is g, the faster is the decrease

in the trapping fraction. Comparing Figs. 1(a) and 1(e),

we see that when the trapping fraction drops to about 0.2,

the FEL power begins to saturate.

Figure 1(f) shows the bunching factor as a function of z.
Here the bunching factor is defined as

b≡ jhe−iψij ¼ 1

N

�

�

�

�

X

N

j¼1

e−iψ j

�

�

�

�

: ð29Þ

With the resonant particle approximation, the contribution

of the detrapped particles to the sum is zero and the sum

over the remaining (trapped) particles becomes

b ¼ 1

N

�

�

�

�

X

NΛ

j¼1

e−iψR

�

�

�

�

¼ NΛ

N
je−iψR j ¼ fΛ: ð30Þ

In other words, under the resonant particle approximation,

the bunching factor equals the trapping fraction. Comparing

Figs. 1(e) and 1(f), the bunching fraction is indeed very

close to the trapping fraction in the deep-tapered region. This

confirms the validity of the resonant particle approximation

in the deep-tapered region.

2. Phase space dynamics

Figure 2 shows the phase space snapshots for the two

methods at four z positions along the undulator line. For the

ordinary KMR method, the width of the ponderomotive

bucket is almost the same at all the four z positions [see

Fig. 2(a)]. For the modified KMRmethod, the bucket width

decreases along the undulator line [see Fig. 2(b)]. This

phenomenon is also reflected by the trapping fraction curve

in Fig. 1(e). As the bucket shrinks in width, particles fall out

of the bucket, thus leading to a decreasing trapping fraction.

With a larger g value, ψR increases more rapidly and the

bucket shrinks more rapidly, thus causing a faster decrease

in trapping fraction.

Figure 3 shows the phase space trajectories of three

representative particles in each of the two methods.

Each trajectory has the shape of a spiral, which is a result

of two combined effects: synchrotron oscillation and

bucket deceleration. In synchrotron oscillation, a trapped

particle orbits around the centroid of the bucket, whose

position is defined by the resonant particle. In bucket
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FIG. 2. The ðψ ; γÞ phase space at four different z positions for
the (a) ordinary KMRmethod (with ψR ¼ 0.26 rad) and (b) modi-

fied KMR method (with g ¼ 5 mrad=m). The separatrices of

the ponderomotive bucket are shown in red.
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deceleration, the bucket centroid itself is moving towards

smaller γ.

In the ordinary KMR method, ψR remains constant at

all z. The trapped particles orbit around a bucket centroid

that remains at the same phase [see Fig. 3(a)]. But in the

modified KMR method, ψR increases with z. The trapped

particles orbit around a bucket centroid that moves gradu-

ally towards larger phase [see Fig. 3(b)].

The spacing between successive turns in the spiral

trajectory is determined by the frequency of the synchro-

tron oscillations and the rate of the bucket deceleration. The

frequency of the synchrotron oscillations is given by [9]

ΩsðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
ffiffiffi

2
p

πe

mec
2λw

awðzÞfBðzÞE0ðzÞ
γ2RðzÞ

cos½ψRðzÞ�
s

; ð31Þ

which varies with ψR as
ffiffiffiffiffiffiffiffiffiffiffiffiffi

cosψR

p
. The rate of bucket

deceleration jdγR=dzj, according to Eq. (5), varies with ψR

as sinψR. This explains why the increase in the spacing

between successive turns is more pronounced in the case of

increasing ψR [see Fig. 3(b)] than in the case of constant ψR

[see Fig. 3(a)].

We can also compare the final energy distributions of all

particles in the ordinary KMR method and the modified

KMR method, as in Fig. 4. The quantity γðLwÞ − γð0Þ is a
measure of the energy lost by a particle throughout the

undulator line.

For the ordinary KMRmethod (with ψR ¼ 0.26 rad), the

final energy distribution shows two distinct populations of
particles [see Fig. 4(a)]. The particles around γðLwÞ −
γð0Þ ¼ 0 are those which are not trapped during the initial

capturing at small z. The particles around γðLwÞ − γð0Þ ¼
−2000 are those which remain trapped in the decelerating

bucket up until the end of the undulator line. The former

group constitutes about 60% of all particles, while the latter

group constitutes about 40%.

For the modified KMR method (with g ¼ 3 mrad=m),

the particles around γðLwÞ − γð0Þ ¼ 0 constitute only less

than 40% of all particles [see Fig. 4(b)], which shows that

the initial capturing is more effective than in the ordinary

KMR method. The other particles are distributed in a

wide range of energies. But comparing the two histograms,

the modified KMR method (with g ¼ 3 mrad=m) is more

effective in bringing more particles to lower energies

overall.

In the modified KMR method (with g ¼ 3 mrad=m),

there is a larger fraction of particles with large jγðLwÞ −
γð0Þj [see Fig. 4(b)]. According to Eq. (21), this results in a
larger total energy loss W, hence a larger total energy

transfer to the optical field. This also explains the higher

final FEL power exhibited in Fig. 1(a).

3. Phase manipulations of different orders

In the modified KMR method, we require ψRðzÞ to be a

function that increases monotonically from zero. So far we
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FIG. 3. Particle traces in the ðψ ; γÞ phase space for the

(a) ordinary KMRmethod (with ψR ¼ 0.26 rad) and (b) modified

KMR method (with g ¼ 5 mrad=m). For each of the two

methods, the trajectories of three representative, trapped particles

are shown.
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FIG. 4. Histograms showing the particle energy distributions at

the end of the undulator line for the (a) ordinary KMR method

(with ψR ¼ 0.26 rad) and (b) modified KMR method (with

g ¼ 3 mrad=m).
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have adopted the linear function given by Eq. (18), which is

the simplest choice. Nonetheless, there are many other

possible choices.

As an attempt to find out the optimal choice of ψRðzÞ, we
explore three additional types of increasing functions,

namely, quadratic (ψR ∝ z2), cubic (ψR ∝ z3), and square

root (ψR ∝ z1=2). For each type of function, we vary the

proportionality constant and examine the final FEL power

at z ¼ Lw ¼ 200 m. The proportionality constant can be

expressed in terms of the detrapping length Ld, which is

defined in Eq. (19).

Figure 5 shows the variation of the final FEL power with

Ld for the four types of functions. In each type of function,

there exists an Ld that maximizes the final FEL power. For

the linear functions, the maximum attainable final power is

3.2 TW, which occurs at Ld ¼ 600 m. For the quadratic

functions, the maximum attainable final power is 2.6 TW,

which occurs at Ld ¼ 300 m. For the cubic functions, the

maximum attainable final power is 2.0 TW, which occurs at

Ld ¼ 250 m. For the square root functions, the maximum

attainable final power is 3.0 TW, which occurs at

Ld ¼ 3900 m.

Comparing the four types of functions in Fig. 5, we see

that the higher is the order of ψRðzÞ, the smaller is the Ld

that maximizes the final power. In terms of maximizing the

final FEL power, a linear increase in ψR with Ld ¼ 600 m

is the most favorable choice among all the scenarios studied

in Fig. 5.

The optimal order of the increasing function ψRðzÞ can
depend on various factors, such as the total length Lw of the

undulator line and the electron beam parameters. It can be a

parameter for further optimization.

4. Energy extraction efficiency

The energy extraction efficiency η, given by Eq. (25), is a

figure of merit for a tapered FEL. Using the results of our

numerical simulations, we can compute η for the ordinary

KMR method and the modified KMR method.

When applying the ordinary KMR method to the MAX

IV FEL case, the final power is maximized by choosing

ψR ¼ 0.26 rad. This yields η ¼ 9.3%.

When applying the modified KMR method, the final

power is maximized by choosing Ld ¼ 600 m, which

corresponds to g ¼ 3 mrad=m. This yields η ¼ 20%.

In other words, our modification to the KMR model

enables us to obtain more than twice the energy extraction

efficiency.

B. Application to an LCLS-II case

We apply the ordinary KMR method and the modified

KMR method also to a case of the LCLS-II facility.

The case is defined in Jiao et al. [3], based on the design

parameters at the time of its publication. As before,

we simulate a 200-m continuous undulator line. For the

ordinary KMR method, simulations reveal that the FEL

power is maximized by choosing ψR ¼ 0.2 rad. For the

modified KMR method, the FEL power is maximized by

choosing the g value 3 mrad=m.

Jiao et al. [3] also shows a taper profile produced by the

GINGER self-design taper algorithm [4]. For the purpose

of comparison, we extract this taper profile and input it

to GENESIS [8] for a steady-state simulation. Since the

precise configuration of the strong-focusing lattice is not

provided in Jiao et al. [3], we have used an ad hoc FODO

lattice for all the three methods here. The FODO lattice is

superimposed on the undulator field and has a cell length of

4.4 m. Each cell contains two quadrupole magnets of length

13 cm, whose centers are separated by a longitudinal

distance of 70 cm. The field strengths of the quadrupole

magnets are adjusted to achieve the average beam radius

of 17.5 μm.

We present the results of these three methods in the same

figure. Figure 6(a) shows the evolution of the FEL power

along the undulator line. Figure 6(b) shows the correspond-

ing evolution of the optical field amplitude on axis.

Figure 6(c) shows the taper profile.

As seen in Fig. 6(a), the final FEL power is 2.7 TW for

the ordinary KMR method, 4.1 TW for the GINGER taper

profile, and 5.8 TW for the modified KMR method. Out of

the three methods, the modified KMR method (with

g ¼ 3 mrad=m) gives the highest final power.

There is a big difference in final FEL power between the

ordinary KMR method and the GINGER algorithm, even

though they are both based on the KMR model with

constant ψR. One explanation for this difference is the

treatments of the resonant particle in the two methods.

The ordinary KMR method relies on Eq. (26). When

implementing the method, we have always taken E0ðzÞ to

FIG. 5. Comparison of the final FEL powers resulting from

different choices of the increasing function ψRðzÞ, namely, linear

(ψR ∝ z), quadratic (ψR ∝ z2), cubic (ψR ∝ z3), and square root

(ψR ∝ z1=2). The final FEL power refers to the power at the end of

the undulator line (z ¼ Lw ¼ 200 m) and is plotted as a function

of the detrapping length Ld. Note that the Ld axis is on a

logarithmic scale.
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be the value on the central axis of the FEL. In other words,

the resonant particle in our ordinary KMR method is

on axis.

But in Jiao et al. [3], the resonant particle used for the

GINGER algorithm is off axis. It is fixed on the edge of the

beam, at a radial position of about 17.5 μm. Using Eq. (26),

we can backcalculate the function ψRðzÞ for an on-axis

resonant particle from the GINGER-produced taper profile

in Fig. 6(c) and the corresponding on-axis E0ðzÞ in

Fig. 6(b). It turns out that ψRðzÞ is not constant, but

generally increasing (data not shown), if the resonant

particle were to be on axis.

Finally, we compute the energy extraction efficiency η

for the three methods according to Eq. (25). In the ordinary

KMR method, the final power is maximized by choosing

ψR ¼ 0.2 rad and this yields η ¼ 9.2%. In the modified

KMR method, the final power is maximized by choosing

g ¼ 3 mrad=m and this yields η ¼ 26%. Meanwhile, the

GINGER taper profile gives η ¼ 19%. In other words, the

modified KMR method gives the highest energy extraction

efficiency among the three methods.

C. Undulator segment length

In both the ordinary KMR method and the modified

KMRmethod, the function awðzÞ is determined by iterative

numerical simulations. The entire undulator line is divided

into segments of length Δz and the required aw value for

each segment is obtained from Eq. (27). In the derivation of

Eq. (27), the segment length Δz is assumed to be small.

This subsection addresses the requirement on the segment

length.

Within each segment Δz, the aw value is constant.

According to Eq. (3), this implies that γR is also constant.

Recall that γR is the γ coordinate of the bucket’s centroid in

the ðψ ; γÞ phase space. With a constant γR, there is no

bucket deceleration.

Meanwhile, the trapped particles continue to undergo

synchrotron oscillations. If the segment Δz is long, the

trapped particles can make multiple orbits within the non-

decelerating bucket. Energy is transferred back and forth

between the particles and the optical field. The FEL power

then fluctuates, instead of growing steadily, along the

undulator line. This can significantly reduce the final power,

and hence the energy extraction efficiency, of the FEL.

To avoid this, the bucket must start decelerating again

before the trapped particles finish one complete orbit. The

distance traveled by a trapped particle down the undulator

line during one complete orbit in phase space is the

synchrotron period, given by

TsðzÞ ¼
2π

ΩsðzÞ
: ð32Þ

Here Ωs is the (angular) frequency of synchrotron oscil-

lations given by Eq. (31). Note that Ts has the unit of

length andΩs has the unit of inverse length. Both Ts andΩs

are functions of z. Assuming that all the undulator segments

have the same length Δz, we need

Δz < min½TsðzÞ�: ð33Þ

For the two FEL cases studied in this article, we have

chosen Δz to be 0.5 m. From the simulation results, we

compute the function TsðzÞ for each case. In the MAX IV

FEL case, min½TsðzÞ� ranges from 2.4 to 2.9 m among the

four instances presented in Fig. 1. In the LCLS-II case (see

Fig. 6), min½TsðzÞ� is 6.0 m for the ordinary KMR method

and 5.6 m for the modified KMR method. Thus, the

requirement (33) is well satisfied.

FIG. 6. Evolution of various parameters along the undulator line

for the LCLS-II case. The parameters are (a) the FEL power, (b) the

on-axis optical field amplitude, and (c) the aw parameter normal-

ized to its initial value. The three curves shown in each plot are the

results of the ordinary KMR method (with ψR ¼ 0.2 rad), the

modified KMR method (with g ¼ 3 mrad=m), and the GINGER

taper profile from Jiao et al. [3].
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V. CONCLUSION

In this work, we have examined the KMR model and

proposed a modification to the model. This leads to the

ordinary KMR method and the modified KMR method,

which are implemented in GENESIS [8] for the purpose of

taper optimization. Our modification to the model involves

the manipulation of the resonant particle’s phase ψR. This is

motivated by considerations of particle trapping and bucket

deceleration. To accommodate our modified KMR model,

we have also proposed a generalized formulation for the

energy extraction efficiency of tapered FELs.

We have applied the ordinary KMR method and the

modified KMR method to two cases, namely, a MAX IV

FEL case and an LCLS-II case. In the latter case, a taper

profile obtained by Jiao et al. [3] from the GINGER self-

design taper algorithm [4] is used as a benchmark. In both

cases, the modified KMR method yields the highest output

power. The results also show that our modification to the

KMR model provides a means to enhance the energy

extraction efficiency even further.

So far we have compared the different optimization

methods by performing numerical simulations in the

steady-state mode. Beyond this work, we will continue

the studies in the time-dependent mode, so as to provide a

better understanding of various time-dependent effects,

such as side-band growth. We anticipate to present the

results in a forthcoming article.
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FURTHER STUDIES OF UNDULATOR TAPERING IN X-RAY FELs
Alan Mak∗, Francesca Curbis, Sverker Werin, MAX IV Laboratory, Lund University, Sweden

Abstract
We further the studies of the model-based optimization

of tapered free-electron lasers presented in a recent publi-
cation [Phys. Rev. ST Accel. Beams 18, 040702 (2015)].
Departing from the ideal case, wherein the taper profile is
a smooth and continuous function, we consider the more
realistic case, with individual undulator segments separated
by break sections. Using the simulation code GENESIS, we
apply our taper optimization method to a case, which closely
resembles the FLASH2 facility in Hamburg, Germany. By
comparing steady-state and time-dependent simulations, we
examine how time-dependent properties alter the optimal
taper scenario. From the simulation results, we also deduce
that the “traditional” empirical method, whereby the inter-
mediate radiation power is maximized after closing every
undulator gap, does not necessarily produce the highest final
power at the exit of the undulator line.

INTRODUCTION
Present-day imaging experiments at x-ray free-electron

laser (FEL) facilities call for an increased number of photons
within a shorter pulse duration [1, 2]. To meet the stringent
demand on the radiation power, the technique of undulator
tapering has been revisited in recent years, and much theo-
retical effort has been dedicated to the optimization of this
technique [3–6].

In a recent publication [6], we propose a modification
to the Kroll-Morton-Rosenbluth (KMR) model [7], which
serves as a method of optimizing the taper profile. The
method features a variable phase of the resonant particle, and
opens up possibilities for further enhancement of radiation
power beyond the constant-phase model.

In the ideal case, the taper profile K (z) is a smooth and
continuous function. However, most existing taperable x-
ray FELs, such as FLASH2 [8] and SACLA [9], consist of
individual undulator segments separated by break sections.
With these limitations, a reduction of radiation power from
the ideal case is inevitable.

The break sections are needed for beam focusing, trajec-
tory correction and diagnostics. However, vacuum diffrac-
tion of the optical beam in the break sections leads to a
decrease in the on-axis field strength, which also causes
particle detrapping [3].

Also, as each undulator segment is uniform within it-
self, the segment length sets a limit on the rate at which K
can decrease, and hence a limit on the bucket deceleration
rate. Furthermore, if the segment length is larger than the
synchrotron period, the electron beam can absorb energy
momentarily from the optical beam [6].

∗ alan.mak@maxlab.lu.se

In this article, we study a case with 2.5-m undulator
segments separated by break sections. Using the simula-
tion code GENESIS [10], we adapt our taper optimization
method to these limitations, and obtain the highest possible
power. We then compare the simulation results obtained in
the steady-state mode and the time-dependent mode, quanti-
fying the effects of time-dependent properties.

The case chosen for our simulation studies is intended to
match the design parameters of the FLASH2 facility, which
achieved its first lasing [11] in August 2014.

CASE DEFINITION
For the simulation studies in this article, we choose a case

with main parameters as shown in Table 1. These param-
eter values are within the designed range for the FLASH2
facility [8].

Table 1: Main Parameters for the Simulated Case

Parameter Symbol Value
Electron beam energy E 1.25 GeV
Peak current I 2.5 kA
Bunch charge Q 630 pC
Bunch length σt 30 µm
Energy spread σE 0.5 MeV
Normalized emittance εx,y 1.4 µm rad
Average beta function 〈βx,y〉 6 m
Radiation wavelength λ 6 nm
Undulator period λw 31.4 mm
Undulator segment length Lseg 2.5 m

The undulator segments considered in this case are planar.
The lattice for the transverse focusing of the electron beam
is in a FODO configuration. The period of the FODO cell
is 6.6 m, in which two quadrupole magnets are 3.3 m apart
from one another.

The FLASH2 facility has 12 undulator segments [8]. But
in our simulation studies, we first consider a total of 30 seg-
ments, for the purpose of understanding the FEL dynamics
over a long distance. After that, we consider the more re-
alistic 12-segment case, by discarding all the subsequent
segments in the simulations.

TAPER OPTIMIZATION METHOD
Our taper optimization method is detailed in a recent

publication [6]. The method is based on the KMR model [7]
and a modification thereto. It considers a resonant particle
with phase-space coordinates (ψR, γR). With a constant
phase ψR (z) = ψR (0), it is known as the ordinary KMR
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method. With an increasing phase

ψR (z) =
π

2

(
z

Ld

)n
,

it is known as the modified KMR method, where Ld and n
are positive real numbers at our choice.

Ld is known as the detrapping length. At z = Ld, the
phase ψR reaches π/2. The area of ponderomotive bucket
then becomes zero, and total detrapping occurs. Adjusting
Ld allows us to control the rate at which ψR increases.

The degree n does not have to be an integer. But in Ref. [6],
we have shown with another case that the output power is
maximized by choosing n = 1. In this article, we restrict
ourselves to n = 1.

The method involves iterative simulations, with step size
∆z along the undulator line. In the ideal case,∆z should be as
small as possible, such as ∆z = λw . But in the case at hand,
the individual undulator segments require us to make the
adaptation ∆z = Lseg. Furthermore, we adapt the method to
the presence of break sections. In each step ∆z, the decrease
in on-axis field amplitude due to vacuum diffraction in the
preceding break section is taken into account.

The iterative simulations are performed in the steady-
state mode of GENESIS. Upon choosing a constant resonant
phase ψR for the ordinary KMR method or a detrapping
length Ld for the modified KMR method, the iterative simu-
lations will result in a taper profile K (z). Upon obtaining
the taper profile, we input it to GENESIS again and run it in
the time-dependent mode.

RESULTS AND DISCUSSIONS
General Results with 30 Undulator Segments

To examine the FEL dynamics over a long distance, we
simulate a total of 30 undulator segments with GENESIS.

For the ordinary KMR method, we vary the resonant phase
ψR from 0.05 rad to 0.5 rad at intervals of 0.05 rad. For the
modified KMR method, we vary the detrapping length Ld

from 50 m to 500 m at intervals of 50 m.
In all these runs, we probe the final radiation power at

the exit of the 30th undulator segment. The results are sum-
marized in Fig. 1. The blue solid curves are the results of
steady-state simulations, and the green dashed curves are
the results of time-dependent simulations.

Ordinary KMR versus Modified KMR In the steady-
state mode (see blue solid curves in Fig. 1), the final power is
maximized at ψR = 0.35 rad for the ordinary KMR method,
and at Ld = 200 m for the modified KMR method. The max-
imized final powers are 76.8 GW and 94.9 GW, respectively.
The maximized final power for the modified KMR method
is 123% that for the ordinary KMR method.

In the time-dependent mode (see green dashed curves in
Fig. 1), the final power is maximized at ψR = 0.2 rad for the
ordinary KMR method, and at Ld = 300 m for the modified
KMR method. The maximized final powers are 18.9 GW
and 21.4 GW, respectively. The maximized final power for
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Figure 1: The final radiation power at the exit of the 30th
undulator segment (a) as a function of the resonant phase
ψR in the ordinary KMR method and (b) as a function of the
detrapping length Ld in the modified KMR method. The
blue solid curves are the results of steady-state simulations,
and the green dashed curves are the results of time-dependent
simulations.

the modified KMR method is 113% that for the ordinary
KMR method.

In both the steady-state and the time-dependent modes, the
modified KMR method produces a higher final power than
the ordinary KMR method. This shows that an increasing
ψR is more favourable than a constant ψR for maximizing
the final power, even when time-dependent properties are
taken into account. The benefit of using an increasing ψR

over a constant ψR has been justified in Ref. [6] in terms
of the initial capturing of particles and the rate of bucket
deceleration.

Steady-state versus Time-dependent For the ordinary
KMR method [see Fig. 1(a)], the maximized final power in
the time-dependent mode constitutes a 75% drop from that in
the steady-state mode. For the modified KMR method [see
Fig. 1(b)], the maximized final power in the time-dependent
mode constitutes a 77% drop from that in the steady-state
mode. These show that time-dependent properties are a
significant cause of power reduction.

The power reduction can be understood as follows. In
GENESIS, a steady-state simulation is equivalent to consid-
ering only the central slice in a time-dependent simulation.
Thus, a taper profile K (z) obtained in the steady-state mode
is only optimal for the centremost part of the longitudinal
bunch profile, when running in the time-dependent mode.
Towards the head and the tail of a Gaussian bunch profile,
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Figure 2: Results of steady-state simulations, showing the optimal scenarios of the ordinary KMR method (blue) and the
modified KMR method (red) with the use of 30 undulator segments. The following quantities are plotted as functions of the
distance z along the undulator line: (a) the radiation power; (b) the undulator parameter K ; (c) the rms radius of the optical
beam; (d) the field amplitude on axis; (e) the bunching factor; (f) the synchrotron frequency.

the slice current is significantly lower. These parts of the
bunch behave in a non-optimal fashion under a taper pro-
file K (z) optimized for the central slice, thus reducing the
average power produced by the bunch.

Another observation is that the optimal scenarios are not
the same in the steady-state mode and in the time-dependent
mode. When going from steady-state to time-dependent
in the ordinary KMR method, the optimal ψR decreases.
Similarly, when going from steady-state to time-dependent
in the modified KMR method, the optimal Ld increases,
which corresponds to an overall decrease in the range of ψR.

As discussed in Ref. [6], the area of the ponderomotive
bucket decreases with ψR, while the bucket deceleration rate
increases with ψR. This implies that in the presence of time-
dependent effects, it is preferable to maintain a relatively
large bucket at the expense of slowing down the bucket
deceleration. This trade-off can be justified by the fact that
time-dependent effects constitute an additional source of
particle detrapping [3].

Optimal scenarios with 30 Segments
Without any tapering, power saturation occurs at around

z = 30 m in the 10th undulator segment. This is known as
the initial saturation point. The saturation power is 2.5 GW
in the steady-state mode and 1.7 GW in the time-dependent
mode.

The optimal taper scenarios in the steady-state mode are
examined in Fig. 2. The blue solid curves correspond to
the ordinary KMR method with ψR = 0.35 rad, while the
red dashed curves correspond to the modified KMR method
with Ld = 200 m.

Figure 2(a) shows the evolution of the radiation power
along the undulator line. At the exit of the undulator line,
the modified KMR method yields a higher power than the

ordinary KMR method does, in agreement with Fig. 1. But
upstream at z = 30 − 60 m, the situation is actually the op-
posite, i.e. the modified KMR method gives a lower power.
This shows that it is possible to obtain a higher power down-
stream by sacrificing the power upstream. In other words,
the “traditional” empirical method, whereby the radiation
power is maximized after closing every undulator gap, does
not necessarily yield the highest power at the end of the
undulator line.

Figure 2(b) shows the taper profiles obtained from the
iterative simulations. The individual undulator segments
and the break sections are clearly seen. For both the ordi-
nary KMR method and the modified KMR method, the K
value hardly changes within the first seven segments. The
decrease in K begins slightly before the initial saturation
point. Immediately after the initial saturation point, the par-
ticle trapping development region begins [3]. In this region,
the K value for the modified KMR method decreases more
slowly than that for the ordinary KMR method. Downstream
in the undulator line, the K value for the modified KMR
method decreases more rapidly than that for the ordinary
KMR method. Note that the rate of K decrease reflects the
rate of bucket deceleration. For the modified KMR method,
the bucket deceleration is kept slow in the particle trapping
development region, thus allowing more particles to be cap-
tured in the bucket for the subsequent energy extraction.

Figure 2(c) shows the optical beam size as a function of z.
Before the initial saturation point (z = 30 m), gain guiding
keeps the optical beam size small. Beyond the initial satura-
tion point, gain guiding is weakened, and refractive guiding
becomes dominant. The strength of refractive guiding varies
with the phase ψR as cosψR [6]. For the modified KMR
method, ψR increases with z, making the refractive guiding
stronger. This partly explains why the optical beam size is
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Figure 3: Results of time-dependent simulations, showing the optimal scenarios of the ordinary KMR method (blue) and
the modified KMR method (red) with the use of 30 undulator segments. The following quantities are plotted as functions of
z: (a) the radiation power; (b) the undulator parameter K ; (c) the rms radius of the optical beam; (d) the field amplitude on
axis; (e) the bunching factor; (f) the synchrotron frequency. These quantities are averaged over the electron bunch, and
weighted by the slice current.

smaller for the modified KMR method than for the ordinary
KMR method beyond the initial saturation point.

The effect of keeping the optical beam size small is also
seen in Fig. 2(d), which shows the evolution of the on-axis
field amplitude. With a smaller optical beam size beyond
the initial saturation point, the modified KMR method gives
a stronger field on axis.

Figure 2(e) shows the bunching factor as a function of z.
Here the bunching factor is defined as the absolute value
of 〈e−iψ〉, where the brackets denote the average over all
particles, and ψ is the particle phase in the ponderomotive
potential. In the particle trapping development region im-
mediately beyond z = 30 m, the bunching factor for the
modified KMR method is higher than that for the ordinary
KMR method. This can be attributed to the larger on-axis
field amplitude and the slower decrease in K value.

Figure 2(f) shows the synchrotron frequency as a function
of z. The synchrotron frequency is given by [6, 12]

Ωs (z) =

√
2πe

mec2λw

K (z) fB (z)E0(z)
γ2
R (z)

cos[ψR (z)].

For both the ordinary KMR method and the modified KMR
method, the synchrotron frequency increases from zero at
the entrance to the undulator line and reaches its maximum
value slightly after the initial saturation point. Afterwards,
the ordinary KMR method exhibits a relatively uniform syn-
chrotron frequency, while the modified KMR method shows
a rapid decrease in synchrotron frequency. The behaviour
of the synchrotron frequency is a combined effect of the
variations in K , E0 and ψR along the undulator line.

Figure 3 shows the corresponding results in the time-
dependent mode. The radiation power, K parameter, optical

beam size, on-axis field amplitude and the bunching factor
exhibit mostly the same patterns as in Fig. 2. However, the
radiation power is lower overall [see Fig. 3(a)]. The diffrac-
tion of the optical beam is stronger [see Fig. 3(c)], and the
on-axis field weaker [see Fig. 3(d)]. The bunching factor is
also smaller overall [see Fig. 3(e)].

In the two optimal taper profiles Fig. 3(b), K decreases
more slowly than in their steady-state counterparts [see
Fig. 2(b)]. This also shows that in the presence of time-
dependent effects, a slower deceleration of the ponderomo-
tive bucket is preferable.

Comparing Fig. 3(f) to Fig. 2(f), we see that time-
dependent effects give rise to a different behaviour of the
synchrotron frequency. At z = 40−80 m, the synchrotron fre-
quency is higher for the modified KMR method than for the
ordinary KMR method in the time-dependent mode, but the
situation is the opposite in the steady-state mode. Also, while
the synchrotron frequency for the modified KMR method
decreases very rapidly in the steady-state mode, it remains
relatively uniform in the time-dependent mode.

Figure 4 shows the the spectral power distributions at the
exit of the 30th undulator segment. The blue and red curves
correspond to, respectively, the ordinary KMR method with
ψR = 0.2 rad and the modified KMR method with Ld = 300
m, which are the the optimal scenarios in the time-dependent
mode. The two distributions are largely similar.

Considering Only 12 Segments
The case studied in this article is intended to resemble the

FLASH2 facility as closely as possible. The actual FLASH2
facility has 12 undulator segments [8]. Therefore, we now
consider the more realistic 12-segment case by discarding
all the subsequent segments in our simulation results.
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Figure 4: The spectral power distributions for the ordinary
KMR method with ψR = 0.2 rad (blue) and for the modified
KMR method with Ld = 300 m (red).
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Figure 5: The final radiation power at the exit of the 12th
undulator segment (a) as a function of the resonant phase
ψR in the ordinary KMR method and (b) as a function of the
detrapping length Ld in the modified KMR method. The
blue solid curves are the results of steady-state simulations,
and the green dashed curves are the results of time-dependent
simulations.

The final power at the exit of the 12th segment is shown in
Fig. 5 for differentψR and Ld values. With only 12 segments,
the optimal ψR and Ld values are, of course, different from
those in the 30-segment case. The reason is explained in
Ref. [6].

In the steady-state mode (see blue solid curves in Fig. 5),
the optimal ψR is 0.4 rad, which gives a final power of 24.7
GW; the optimal Ld is 100 m, which gives a final power of
26.3 GW.

In the time-dependent mode (see green dashed curves in
Fig. 5), the optimal ψR is 0.3 rad, which gives a final power
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Figure 6: Results of time-dependent simulations, showing
the optimal scenarios of the ordinary KMR method (blue)
and the modified KMR method (red) with the use of only 12
undulator segments. (a) The bunch-averaged radiation power
and (b) the undulator parameter K are plotted as functions
of z.

of 9.1 GW; the optimal Ld is 150 m, which gives a final
power of 9.6 GW.

With only 12 undulator segments, there is not a huge
difference in final power between the ordinary KMR method
and the modified KMR method. But compared to the case
of no taper, the optimized tapers increase the final power by
almost a factor of 11 in the steady-state mode, and a factor
of 6 in the time-dependent mode.

The optimal scenarios in the time-dependent mode are
shown in Fig. 6. It is apparent from Fig. 6(b) that the K value
hardly changes in the first seven undulator segments. The
post-saturation power growth is mainly due to the tapering
of the last five segments.

As seen from Fig. 6(a), the modified KMR method yields
a slightly higher final power at the exit of the 12th segment,
compared to the ordinary KMR method. Nonetheless, up-
stream at z = 25−35 m, the power produced by the modified
KMR method is actually lower. Once again, this shows that a
higher power can be obtained at the exit of the undulator line
by sacrificing the intermediate power upstream. This also
implies that the “traditional” empirical method, whereby
the intermediate power is maximized after closing every
undulator gap, does not necessarily yield the highest final
power.

SUMMARY AND OUTLOOK
In this article, we have furthered the study of a previously

presented [6] taper optimization method, by adapting the

Proceedings of FEL2015, Daejeon, Korea TUP002

FEL Theory

ISBN 978-3-95450-134-2

325 C
op

yr
ig

ht
©

20
15

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

77



Further studies of undulator tapering in x-ray FELs

method to individual undulator segments separated by break
sections. Using the simulation code GENESIS [10], we
have applied the method to an x-ray FEL case, which closely
resembles the FLASH2 facility [8] in Hamburg, Germany.
By comparing the simulation results in the steady-state mode
and the time-dependent mode, we have quantified the effects
of time-dependent properties on the FEL dynamics. It would
be an interesting experiment to test the 12-segment time-
dependent simulation results on the FLASH2 facility.
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Abstract

In a free-electron laser equipped with variable-gap undulator modules, the technique of un-
dulator tapering opens up the possibility to increase the radiation power beyond the initial
saturation point, thus enhancing the efficiency of the laser. The effectiveness of the enhance-
ment relies on the proper optimization of the taper profile. In this work, a multidimensional
optimization approach is implemented empirically in the x-ray free-electron laser FLASH2. The
empirical results are compared with numerical simulations.

Keywords: free-electron laser, undulator tapering, experiment, numerical simulation

1. Introduction

FLASH [1] is the free-electron laser (FEL) facility at the Deutsches Elektronen-Synchrotron
(DESY) in Hamburg, Germany. It contains two undulator beamlines, FLASH1 and FLASH2,
driven by the same linear accelerator. While FLASH1 consists of fixed-gap undulator modules,
FLASH2 is equipped with variable-gap undulator modules. The variable-gap feature enables
the simultaneous operation of FLASH1 and FLASH2 at different wavelengths [2]. It also enables
the implementation of undulator tapering in FLASH2.

Undulator tapering involves the variation of the undulator parameter K as a function of
the distance z along the undulator line, for the purpose of enhancing the radiation power (and
hence the efficiency) of the FEL. This has been demonstrated empirically in x-ray FELs, such
as LCLS [3] and SACLA [4]. In order to maximize the enhancement of radiation power, the
taper profile K(z) needs to be properly optimized.

Present-day imaging experiments at x-ray FELs call for an increased number of photons
within a shorter pulse duration [5, 6]. To meet the stringent demand on the radiation power,
the theory of taper optimization has been revisited in recent years. In Ref. [7], an important
step is made towards the formulation of a universal taper law. In Refs. [8, 9], taper optimization
methods based on the classic Kroll-Morton-Rosenbluth (KMR) model [10] are demonstrated in
numerical simulations. In Refs. [11, 12], a multidimensional optimization method is performed in
numerical simulations, whereby the optimal taper profile K(z) is obtained by scanning through
a parameter space comprising the taper order (such as linear and quadratic), the taper start
point, the taper amplitude etc.

The multidimensional optimization approach is relatively straightforward. Guided by the
theoretical studies, this approach is implemented empirically in FLASH2 at a wavelength of
44 nm, and the results are presented in this article. The empirical results of the taper optim-
ization are then compared with the corresponding numerical simulations. The agreement and
discrepancies between the empirical and simulation results are analyzed. The article concludes
by excluding a number of otherwise possible causes of the discrepancies.

∗Corresponding author
Email address: alan.mak@maxiv.lu.se
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2. Empirical Study

2.1. Machine Parameters

FLASH2 contains a total of 12 undulator modules. Between every two adjacent modules,
there is a drift section for beam focusing, trajectory correction, phase shifting, diagnostics etc.
Table 1 shows the known machine parameters. For machine parameters not listed in Table 1,
the nominal design values [1] are assumed.

Parameter Symbol Value

Electron beam energy γmec
2 646 MeV

Bunch charge Q 300 pC
Radiation wavelength λ 44 nm
Repetition rate R 1 MHz
Undulator period λw 31.4 mm
Magnetic length per module Lmod 2.5 m
Period of FODO lattice LFODO 6.6 m

Table 1: Machine parameters

2.2. Taper Optimization Scheme

Each of the 12 undulator modules (m = 1, 2, ..., 12) is set to an undulator parameter Km.
Within each module, the undulator parameter is uniform. The taper profiles considered in this
empirical study are defined by three parameters: the taper order d, the start module n and the
taper amplitude ∆K/K. These taper profiles are given by the ansatz

Km =





K for 1 ≤ m < n

K

[
1−

(
∆K

K

)(
m− n+ 1

12− n+ 1

)d
]

for n ≤ m ≤ 12.
(1)

In Eq. (1), K is the initial undulator parameter, in resonance with the initial energy of the
electron beam. The undulator parameter remains K from modules 1 to n − 1, and decreases
in steps from module n onwards. The taper order d equals 1 for linear tapering, and 2 for
quadratic tapering. The taper amplitude ∆K/K is defined such that the undulator parameter
of the last module is K12 = K −∆K.

Multidimensional optimization is performed by scanning d, n and ∆K/K empirically for the
highest final radiation energy. The same type of multidimensional optimization in numerical
simulations is presented in Refs. [11, 12].

2.3. Phase Shifter Configuration

In the drift section between every two undulator modules, there is a phase shifter for the
proper matching of the phase between the electron beam and the optical field. The phase
shifters are characterized in Ref. [13]. The required phase shift in each drift section depends
solely on the undulator parameter of the preceding undulator module. The phase shifts are
implemented automatically by a baseline procedure to ensure constructive interference between
the optical fields emitted before and after each drift section. The procedure also accounts for
the phase advance caused by the fringe fields at the two ends of each undulator module.

2.4. Radiation Energy Measurement

The lasing of FLASH2 takes place through the process of self-amplified spontaneous emis-
sion (SASE). The energy of a radiation pulse is measured with a micro-channel plate (MCP)
detector [14], located downstream after the 12 undulator modules. The MCP detector offers
a relatively high accuracy over a dynamic range of radiation intensities. To account for the
shot-to-shot variability, each energy measurement is averaged over about 100 pulses.
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Figure 1: Empirical data. The final pulse energy is plotted as a function of the taper amplitude ∆K/K for (a)
linear tapering (d = 1) and (b) quadratic tapering (d = 2). The blue solid curve, red dashed curve and yellow
dotted curve correspond respectively to start modules n = 6, 7 and 8.
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Figure 2: Empirical data. The evolution of the (a) optical pulse energy and (b) input undulator parameter along
the undulator line. The undulator parameter is normalized to the initial value. The blue solid curve, red dashed
curve and yellow dotted curve correspond respectively to no taper (∆K/K = 0), the optimal linear taper (n = 7,
∆K/K = 4%) and the optimal quadratic taper (n = 6, ∆K/K = 6%).

The gas-monitor detector (GMD) [15], which is also located downstream after the 12 un-
dulator modules, measures the optical pulse energy in parallel. The GMD reading is used as a
cross check.

With all the 12 undulator modules engaged, the MCP and GMD measure the final pulse
energy. To examine the evolution of the pulse energy along the undulator line, it is necessary
to measure the intermediate pulse energy upstream. To measure the pulse energy immediately
after an upstream undulator module, the gaps of all subsequent modules are opened, so that
the optical pulse propagates towards the detectors without further interacting with the electron
beam. During the propagation, the optical pulse undergoes vacuum diffraction, and its trans-
verse size can increase. So long as the detectors collect the signal of the entire optical pulse,
the pulse energy remains unchanged.

2.5. Empirical Results

The final optical pulse energy is measured for different taper profiles given by Eq. (1). The
measurement is done for taper orders d = 1, 2 and for start modules n = 6, 7, 8. The results
are shown in Fig. 1. Each data point in Fig. 1 is obtained with the MCP detector, and is
the average over 140 ± 50 pulses. The error bar indicates the standard deviation of the MCP
readings. Among all the taper profiles considered in Fig. 1, the optimal linear taper occurs at
n = 7 and ∆K/K = 4%, whereas the optimal quadratic taper occurs at n = 6 and ∆K/K = 6%.

For the optimal linear taper, the optimal quadratic taper and no taper, the intermediate
pulse energies are measured. The evolution of the pulse energy along the undulator line is shown

3
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Figure 3: Simulation results. The final pulse energy is plotted as a function of the taper amplitude ∆K/K for
(a) linear tapering (d = 1) and (b) quadratic tapering (d = 2). The blue solid curve, red dashed curve and yellow
dotted curve correspond respectively to start modules n = 6, 7 and 8.

in Fig. 2(a). The corresponding taper profiles, as input from the control room, are shown in
Fig. 2(b) for reference. Each data point in Fig. 2(a) is obtained with the MCP detector, and is
the average over 110 ± 30 pulses. Among all the data points in Figs. 1 and 2(a), the absolute
difference between the MCP and GMD values is 19 µJ on average, with a standard deviation
of 16 µJ.

In the absence of tapering, the saturation of pulse energy is reached in module 8 [see solid
curve in Fig. 2(a)]. In other words, the start modules (n = 6, 7, 8) considered in Fig. 1 are in
the vicinity of the initial saturation point.

3. Comparison with Numerical Simulation

3.1. Simulation Parameters

The empirical results are compared with numerical simulation, after the experiment has
been completed. The simulation is performed using the three-dimensional and time-dependent
simulation code GENESIS [16], with parameter values as close as possible to the empirical ones
(see Table 1). Parameters not specified in Table 1 are assumed to have the nominal values
shown in Table 2.

Parameter Symbol Value

Peak current I0 1.5 kA
RMS bunch length σz 24 µm
RMS energy spread σγmec

2 0.5 MeV
Normalized emittance εx,y 1.4 mm mrad
Average of beta function β̄x,y 6 m

Table 2: Nominal FLASH2 parameter values used in the simulation

In the simulation, the initial values of the optical functions and the quadrupole strengths
are chosen self-consistently to give the desired average beta value, independent of the values
used in the experiment.

3.2. Simulation Results

The same multidimensional optimization is performed in simulation. Using Eq. (1) as the
ansatz, the parameters d, n and ∆K/K are scanned for the highest final radiation energy. The
results are shown in Fig. 3. Among all the taper profiles considered in Fig. 3, the optimal linear
taper occurs at n = 7 and ∆K/K = 4%, whereas the optimal quadratic taper occurs at n = 6
and ∆K/K = 6%.
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Figure 4: Simulation results. The evolution of the (a) optical pulse energy and (b) undulator parameter along
the undulator line. The undulator parameter is normalized to the initial value. The blue solid curve, red dashed
curve and yellow dotted curve correspond respectively to no taper (∆K/K = 0), the optimal linear taper (n = 7,
∆K/K = 4%) and the optimal quadratic taper (n = 6, ∆K/K = 6%).

For the optimal linear taper, the optimal quadratic taper and no taper, the simulated pulse
energy evolutions along the undulator line are shown in Fig. 4(a). The corresponding taper
profiles are shown in Fig. 4(b) for reference.

3.3. Comparing Empirical and Simulation Results

Comparing Fig. 1 (empirical) and Fig. 3 (simulation), the optimal taper profiles are consist-
ent. In both cases, the optimal linear taper occurs at n = 7 and ∆K/K = 4%, and the optimal
quadratic taper occurs at n = 6 and ∆K/K = 6%. Figs. 1 and 3 also show good agreement in
the overall trend for the final optical pulse energy E . In both cases, the overall trend for linear
tapering (d = 1) is

E(n = 7,∆K/K) > E(n = 6,∆K/K) > E(n = 8,∆K/K),

whereas the overall trend for quadratic tapering (d = 2) is

E(n = 6,∆K/K) > E(n = 7,∆K/K) > E(n = 8,∆K/K).

However, Figs. 1 and 3 show disagreement in terms of the absolute pulse energies. The range
of pulse energies is generally higher in the simulation than in the experiment.

Next, the pulse energy evolution along the undulator line is compared between simulation
[see Fig. 4(a)] and experiment [see Fig. 2(a)]. In both cases, the pulse energy remains in the
order of 1 µJ before module 5, and exceeds the 10-µJ threshold in module 5. In the absence
of tapering, the initial saturation point is situated around module 8 in both cases (see solid
curves). With the optimal linear and quadratic tapers, final saturation is reached within the
12 undulator modules in both simulation and experiment, but occurs earlier in the experiment
than in the simulation (see dashed and dotted curves).

In the experiment, the optimal linear taper and the optimal quadratic taper yield almost
identical final pulse energy. But in the simulation, the final pulse energy for the optimal quad-
ratic taper is 1.2 times higher than that for the optimal linear taper.

In the experiment, the enhancement factor is

E(optimal taper)

E(no taper)
= 1.5.

But in the simulation, the enhancement factor is

E(optimal taper)

E(no taper)
= 3.9,

which is 2.6 times higher than that in the experiment.
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Figure 5: Simulation results. The evolution of the (a) optical field amplitude E0 and (b) resonant phase ψR along
the undulator line. The blue solid curve, red dashed curve and yellow dotted curve correspond respectively to
no taper (∆K/K = 0), the optimal linear taper (n = 7, ∆K/K = 4%) and the optimal quadratic taper (n = 6,
∆K/K = 6%).

3.4. Discussion on the Taper Start Point

In both the simulation and empirical results, the optimal linear taper starts from module
7, while the optimal quadratic taper starts from module 6. The reason for this difference in
the optimal start point is that the undulator parameter decreases much more slowly at the
beginning of the quadratic taper. This is seen in Figs. 2(b) and 4(b). In module 6 from which
the quadratic taper starts, the undulator parameter K6 is effectively identical to the initial value
K1, as K6 = 99.88% × K1 ≈ K1. It is in module 7 where the undulator parameter starts to
show a significant difference from the initial value. In other words, the optimal quadratic taper
starts effectively from module 7, the same module from which the optimal linear taper starts.

Refs. [7, 17] suggest that the optimal taper start point is two gain lengths before the initial
saturation point. In one-dimensional theory, the gain length is given by

Lg =
λw

4
√
3πρ

, (2)

where

ρ =
1

4

(
I

IAεx,yβ̄x,y

)1/3(λwKfB
πγ

)2/3

(3)

is the dimensionless Pierce parameter, IA = mec
3/e = 17.045 kA is the Alfvén current, σx is

the rms radius of the electron beam, and fB = J0(ξ) − J1(ξ) is the Bessel factor for planar
undulators, with ξ = K2/[2(K2 + 2)].

With the parameters in Tables 1 and 2, the Pierce parameter is ρ = 3.51 × 10−3, and the
gain length is Lg = 0.41 m. Thus, the optimal taper start point is predicted to be 2Lg = 0.82 m
before the initial saturation point, excluding the length of the drift section between undulator
modules. If we assume that the precise initial saturation point is at the beginning of module
8, then the optimal taper start point should lie within module 7. This rough prediction agrees
with the simulation and empirical results.

3.5. Relating Optimal Taper Profiles to the KMR Model

The Kroll-Morton-Rosenbluth (KMR) model [10] is a theoretical analysis of undulator taper-
ing in FELs based on a one-dimensional relativistic Hamiltonian formulation. In Refs. [8, 9], the
KMR model is used as a method to optimize FEL taper profiles in numerical simulations. After
choosing the resonant phase ψR(z), the taper profile K(z) is computed from the differential
equation

dK

dz
= − 2e

mec2
λ

λw
fB(z)E0(z) sin[ψR(z)], (4)
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where E0 is the on-axis field amplitude and z is the position along the undulator line. With
a constant ψR, the optimization is known as the ordinary KMR method. With a variable ψR

which increases gradually from zero, the optimization is known as the modified KMR method.
With the simulation results at hand, the evolution of the resonant phase ψR along the

undulator line can be back-calculated from Eq. (4). This back-calculation requires the taper
profile K(z) [see Fig. 4(b)] and the field amplitude evolution E0(z) [see Fig. 5(a)] as inputs.
Carrying out this back-calculation for the optimal linear taper, the optimal quadratic taper and
no taper, the resulting ψR(z) functions are shown in Fig. 5(b).

The optimal linear and quadratic tapers start from module 7 and module 6, respectively.
Before the taper starts, ψR = 0 [see dashed and dotted curves in Fig. 5(b)]. This is expected,
as dK/dz = 0 implies ψR = 0 according to Eq. (4). For the same reason, in the absence of any
tapering, ψR remains zero at all times [see solid line in Fig. 5(b)].

When the optimal linear taper starts in module 7, ψR increases abruptly from 0 to 12◦,
and remains almost constant afterwards [see dashed curve in Fig. 5(b)]. When the optimal
quadratic taper starts in module 6, ψR increases gradually and monotonically from 0, until it
reaches a value of 36◦ in the final module [see dotted curve in Fig. 5(b)]. The ψR(z) function for
the optimal linear taper resembles one used in the ordinary KMR method, whereas the ψR(z)
function for the optimal quadratic taper resembles one used in the modified KMR method.

4. Post-Experimental Analysis of the Discrepancies

4.1. General Remarks

The empirical and simulation results are in good agreement in terms of:

• the (n,∆K/K) values for the optimal linear and quadratic tapers;

• the overall trend in the plots of the final energy E versus ∆K/K (see Figs. 1 and 3); and

• the module in which the exponential gain crosses the 10-µJ threshold (see Figs. 2 and 4).

However, there are three main discrepancies between the empirical and simulation results:

• In the parameter space (d, n,∆K/K) considered, the E range is generally lower in the
experiment than in the simulation (see Figs. 1 and 3).

• The enhancement factor E(optimal taper)/E(no taper) is 3.9 in the simulation, but only
1.5 in the experiment.

• With the optimal linear and quadratic tapers, final saturation occurs earlier in the exper-
iment than in the simulation (see Figs. 2 and 4).

The exact causes of these discrepancies are not known. Yet, it is possible to exclude a
number of otherwise possible causes, such as the shot-to-shot variability, drift of the machine
and wakefield effects. These are addressed in the upcoming subsections.

The discrepancies in question can also be caused by incorrect assumptions of parameter
values. For the simulation, the nominal FLASH2 parameter values in Table 2 are assumed. The
assumed nominal values in the simulation can be different from the unknown actual values in
the experiment.

As illustrated in the sensitivity study in Ref. [18], a slight change in the emittance, energy
spread or peak current can have a huge impact on the optimized radiation power of a tapered
FEL. In other words, if the actual emittance, energy spread or peak current is worse than
assumed, then the optimized radiation energy will be lower than expected. This will, in turn,
influence the enhancement factor. This can possibly explain the discrepancies in question.
However, the proposition that the emittance, energy spread or peak current is worse than
assumed will be disproved in the following subsections.

7

87



Empirical optimization of undulator tapering at FLASH2 and comparison with numerical simulations

0 1 2 3 4 5 6

∆K / K [%]

400

600

800

1000

1200

1400

1600

1800
P

ul
se

 e
ne

rg
y 

af
te

r 
m

od
ul

e 
12

 [
µ

J]
Linear Taper

(a) Taper starts from module 6
Taper starts from module 7
Taper starts from module 8

0 2 4 6 8 10

∆K / K [%]

400

600

800

1000

1200

1400

1600

1800

P
ul

se
 e

ne
rg

y 
af

te
r 

m
od

ul
e 

12
 [
µ

J]

Quadratic Taper

(b)

Taper starts from module 6
Taper starts from module 7
Taper starts from module 8

Figure 6: Simulation results with normalized emittance increased from 1.4 mm mrad to 1.6 mm mrad. The final
pulse energy is plotted as a function of the taper amplitude ∆K/K for (a) linear tapering and (b) quadratic
tapering.

4.2. Shot-to-Shot Variability

In the empirical results (Figs. 1 and 2), the shot-to-shot fluctuations are accounted for by
the error bar, which indicates the standard deviation of many shots. All the error bars are
within ± 23 µJ, which is too small to account for the discrepancies between the simulation and
empirical results.

4.3. Drift of the Machine

Consider two scenarios in particular, the optimal linear taper and no taper. Since the
optimal linear taper only starts from undulator module 7, the two scenarios are identical before
module 7. In principle, the two scenarios should yield the same pulse energy evolution before
module 7. This is precisely the case in the simulation [see solid and dashed curves in Fig. 4(a)],
which is the ideal case free of any drift. But in the empirical results [see solid and dashed curves
in Fig. 2(a)], the two scenarios yield slightly different energies in modules 5 and 6. The energy
differences can be partly attributed to the drift of the machine. But despite the drift, the energy
differences are still within 24 µJ, which is too small to account for the discrepancies between
the simulation and empirical results.

4.4. Emittance Underestimated

In order to disprove that the emittance is underestimated, the simulation is repeated with
the normalized emittance slightly increased, from 1.4 mm mrad to 1.6 mm mrad. All other
parameters in Tables 1 and 2 are kept unchanged. With the average beta function β̄x,y kept
unchanged, this requires increasing the RMS beam radius σx,y from 82 µm to 87 µm. The new
simulation results are shown in Fig. 6.

If the emittance were indeed underestimated in the original simulation, then the new sim-
ulation (with an increased emittance) would show an improved agreement with the empirical
results. But in the new simulation results, the overall trends of the final pulse energy E change.
As seen in Fig. 6, the overall trend for linear tapering (d = 1) becomes

E(n = 7,∆K/K) > E(n = 8,∆K/K) > E(n = 6,∆K/K),

whereas the overall trend for quadratic tapering (d = 2) becomes

E(n = 6,∆K/K) ≈ E(n = 7,∆K/K) > E(n = 8,∆K/K).

The overall trends actually become further off from those in the empirical results (see Fig. 1).
Meanwhile, there is no improved agreement in the E range and in the enhancement factor. This
disproves that the emittance is underestimated in the original simulation.
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Figure 7: Simulation results with peak current decreased from 1.5 kA to 1.2 kA. The final pulse energy is plotted
as a function of the taper amplitude ∆K/K for (a) linear tapering and (b) quadratic tapering.

Comparing the two sets of simulation results in Fig. 3 and 6, the increased emittance makes
it more favourable to start the taper at a later point down the undulator line. The optimal
quadratic taper in Fig. 3 starts from module 6, whereas that in Fig. 6 starts from module 7.
As for linear taper, module 7 remains the most favourable start module. Yet, while module 8
is the least favourable of the three start modules considered in Fig. 3, it becomes the second
most favourable in Fig. 6.

The shift in the optimal taper start point can be explained as follows. Refs. [7, 17] suggest
that the optimal taper start point z0 is two gain lengths before the initial saturation point. In
one-dimensional theory, this is given by

z0 = Lsat − 2Lg =
λw

ρ
− 2

(
λw

4
√
3πρ

)
=

(
1− 1

2
√
3π

)
λw

ρ
∝ 1

ρ
. (5)

With the definition of the Pierce parameter in Eq. (3), one can deduce that

z0 ∝
1

ρ
∝ (εx,y)

1/3. (6)

The proportionality implies that an increased emittance moves the optimal taper start point
downstream. It also implies that a further increase in emittance would move the optimal taper
start point further downstream, thus making the overall trends of E even further off from those
in the empirical results.

4.5. Peak Current Overestimated

In order to disprove that the peak current is overestimated, the simulation is repeated with
the peak current slightly decreased, from 1.5 kA to 1.2 kA. In order to keep the known bunch
charge in Table 1 unchanged, this requires increasing the RMS bunch length from 24 µm to 30
µm. All other parameters in Tables 1 and 2 are kept unchanged. The new simulation results
are shown in Fig. 7.

Again, by decreasing the peak current in the simulation, the overall trends in the final pulse
energy E become further off from those in the empirical results (see Fig. 1). This disproves that
the peak current is overestimated.

Comparing the two sets of simulation results in Fig. 3 and 7, the decreased peak current
also makes it more favourable to start the taper in a later undulator module. This agrees with
the one-dimensional theoretical prediction from Eqs. (3) and (5) that

z0 ∝
1

ρ
∝ 1

I1/3
. (7)
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Figure 8: Simulation results with energy spread increased from 0.5 MeV to 0.7 MeV. The final pulse energy is
plotted as a function of the taper amplitude ∆K/K for (a) linear tapering and (b) quadratic tapering.

4.6. Energy Spread Underestimated

In order to disprove that the energy spread is underestimated, the simulation is repeated
with the energy spread slightly increased, from 0.5 MeV to 0.7 MeV. All other parameters in
Tables 1 and 2 are kept unchanged. The new simulation results are shown in Fig. 8.

Again, by increasing the energy spread in the simulation, the overall trends in the final pulse
energy E become further off from those in the empirical results (see Fig. 1). This disproves that
the energy spread is underestimated.

Comparing the two sets of simulation results in Fig. 3 and 8, the increased energy spread
also makes it more favourable to start the taper in a later undulator module. However, it is
impossible to use the one-dimensional formulation to explain the shift in the optimal taper
start point caused by the increased energy spread, as it is done for the emittance and the peak
current. Nonetheless, the energy spread effects can be explained by similar arguments using the
generalized formulation of Ming Xie [19].

4.7. Wakefield Effects

In Ref. [16], a simulation study on the effects of wakefields is performed on a case of the TTF-
FEL, which is the predecessor of the FLASH1 and FLASH2 facilities. The machine parameters
used in the simulation study are in the same orders of magnitude as those in Tables 1 and 2. The
study identifies three major sources of wakefields, namely, the conductivity, surface roughness
and geometrical changes of the beam pipe along the undulator. The simulation on the TTF-
FEL case shows that wakefields can reduce the saturation power of the FEL by three orders
of magnitude, while keeping the saturation length almost unchanged. In principle, wakefield
effects can be a possible explanation for the discrepancies between our empirical and simulation
results for FLASH2. However, this can be disproved as follows.

In the empirical optimization of undulator tapering, the optimal taper profile which max-
imizes the final radiation energy is also that which best compensates the energy loss due to
wakefields [4]. Meanwhile, in the simulation which results in Fig. 3, wakefields are not con-
sidered. If wakefield effects were significant, then the optimal taper profile should occur at very
different (n,∆K/K) values in the empirical and simulation results. But as seen in Figs. 1 and 3,
this is not the case. In fact, the experiment and simulation yield the exact same (n,∆K/K)
values for the optimal linear taper, and for the optimal quadratic taper. This leads us to the
conclusion that wakefield effects are not significant in the experiment, and therefore do not
account for the discrepancies in question.

4.8. Beam Trajectory Errors

The ideal trajectory of the electron beam is the central axis along the undulator line. But
if the electron beam undergoes betatron oscillations as a whole, it deviates from the ideal
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trajectory and is subject to trajectory errors. These errors can be caused by a combination of
many factors, which include

• the imperfect alignment of the undulator modules;

• the imperfect alignment of the quadrupole magnets; and

• the inclined injection of the electron beam to the undulator modules.

Trajectory errors can degrade the FEL performance through a number of mechanisms [20].
A complete analysis of all these mechanisms is not trivial. But in taper optimization studies,
it is the undulator parameter K which characterizes a taper profile. The following discussions
shall focus on the implication of trajectory errors to K.

The undulator parameter K is associated with the magnetic field strength B0 on the central
axis of the undulator by the definition

K =
eλw

2πmec
B0. (8)

In the presence of trajectory errors, the electron beam deviates from the central axis. Even if
the on-axis field strength B0 were perfectly accurate, the electron beam would still experience a
field strength different from the desired value B0, hence an undulator parameter different from
the desired value K. As derived in the Appendix, the effective undulator parameter is

Keff = K cosh(kwy) ≥ K, (9)

where y is the deviation of the electron beam from the central axis, and kw = 2π/λw is the
undulator wavenumber. The magnetic field strength experienced by an electron beam with a
trajectory error y in an undulator with parameter K is equivalent to that experienced by an
on-axis electron beam in an undulator of parameter Keff.

The effective undulator parameter Keff also leads to a phase shift error. As mentioned
in Section 2.3, the required phase shift in the drift section depends solely on the K value of
the preceding undulator module. Given an input value K, the phase shifter is automatically
adjusted to ensure proper phase matching at the end of the drift section. But if the effective
value is Keff 6= K, then a phase mismatch will occur. As derived in the Appendix, this phase
mismatch is given by

δφ = −kwLDK
2

(
1 +

K2

2

)−2

[cosh(kwy)− 1], (10)

Here LD is the drift section length, which is 800 mm in FLASH2.
The simulation is now repeated with the Keff and δφ associated with a trajectory error of

y = 250 µm, calculated from Eqs. (9) and (10). With a trajectory error of y = 250 µm, the
difference between Keff and K becomes comparable to the Pierce parameter ρ, and is therefore
significant. The new simulation results are shown in Fig. 9. Again, the overall trends in the final
pulse energy E become further off from those in the empirical results (see Fig. 1). Thus, the
Keff and δφ associated of a trajectory error of y = 250 µm cannot account for the discrepancies
between the empirical and simulation results.

4.9. Combination of Different Factors

In the preceding discussions, the different possible causes of the discrepancies in question
are considered separately. In the following, combinations of these factors will be discussed.

Shot-to-shot fluctuations and the drift of the machine can each affect the measured optical
pulse energy by about 20 µJ. The combined effect is then 40 µJ, which is still too small to
account for the discrepancies in question.

The emittance, the peak current and the energy spread have been considered individually.
As discussed in Sections 4.4–4.6, if any of these three parameters is worse than assumed, then
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Figure 9: Simulation results for Keff and δφ associated with a trajectory error of y = 250 µm. The final pulse
energy is plotted as a function of the taper amplitude ∆K/K for (a) linear tapering and (b) quadratic tapering.

the optimal taper start point z0 will be shifted downstream [see e.g. Eqs. (6) and (7)]. From
this one can deduce that if all three (or at least two of the three) parameters are worse than
assumed, then the optical taper start point z0 will be shifted even further downstream. This
will, in turn, make the overall trends of the final pulse energy E even further off from those
in the empirical results. Thus, the discrepancies between the simulation and empirical results
cannot be explained by the combination of an underestimated emittance, an overestimated peak
current and an underestimated energy spread.

There are no indications that the three parameters are much different from their design
values. But in principle, one could consider different scenarios where one parameter is worse
than assumed while another parameter is better than assumed. One example examined in
numerical simulation is the scenario where the normalized emittance is halved while the energy
spread is doubled (results not shown). The resulting range of optical pulse energies becomes
closer to that in the experiment. Yet, the overall trends of the final pulse energy E , as well as
the (n,∆K/K) values of the optimal tapers, become further off from those in the experiment.

Even though there are possible explanations for some of the discrepancies between the em-
pirical and simulation results, there is no simple explanation that would explain all differences.

5. Conclusion

A multidimensional optimization method has been implemented empirically in FLASH2, to
optimize the taper profile for the maximum radiation energy. The empirical results have been
correlated to simulations.

In the empirical study, the taper profile is characterized by the taper order d, the start
module n and the taper amplitude ∆K/K. For the optimal linear (d = 1) and quadratic
(d = 2) tapers, the evolution of the optical pulse energy along the undulator line was examined.

The empirical results were compared with the corresponding results of numerical simulation.
The two sets of results show good agreement in terms of the overall trend in the variation of
the final pulse energy E with ∆K/K. They also show good agreement for the optimal linear
and quadratic tapers regarding the start module (n), the taper amplitude (∆K/K) and the
exponential gain profile. However, there are discrepancies in terms of the general range of pulse
energies, the enhancement factor from tapering, as well as the final saturation points for the
optimal tapers.

Possible causes of the discrepancies have been examined, and a number of them excluded,
such as emittance, energy spread and peak current deviations. Also, shot-to-shot variation,
the drift of the machine, wakefield effects, as well as the systematic K and phase shift errors
associated with a beam trajectory error have been excluded.

Remaining factors are mainly (i) a poor overlapping between the electron beam and the
optical mode, caused by the misalignment and mismatch of the electron optics; and (ii) phase
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mismatch caused by random errors in the phase shifters. These remaining factors need to be in-
vestigated in more detail. Further studies in numerical simulations and empirical measurements
are planned for the future.
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Appendix: Derivation of Keff and δφ

In Section 4.8, the effective undulator parameter Keff associated with a trajectory error is
discussed. This Appendix gives a derivation for Keff and the subsequent phase mismatch δφ.

Consider a pair of magnetic poles in the undulator, directly opposite to each other. Define
the y-axis as the straight line passing through the middle points of the two pole tips. As usual,
the z-axis is in the direction of beam propagation, perpendicular to the y-axis. A trajectory
error in the y-direction changes the distance between the electron beam and the magnetic pole,
which has a strong impact on the magnetic field strength experienced by the beam. Meanwhile,
an trajectory error purely in the x-direction imposes no change on the beam-pole distance, and
is therefore not treated here.

Following the derivation in Ref. [21], the variation of the magnetic field strength By along
the y-axis is examined using a two-dimensional model in the yz-plane. Along the z-axis, the
magnetic field strength is periodic, with a period of λw = 2π/kw. Assuming that the periodic
variation is perfectly sinusoidal, the following ansatz can be written for the magnetic scalar
potential:

ϕ(y, z) = f(y) cos(kwz). (11)

Here f(y) is an unknown function which depends only on y. The scalar potential ϕ has to
satisfy the Laplace equation

∇2ϕ(y, z) = 0. (12)

Substituting Eq. (11) into Eq. (12) results in the second-order ordinary differential equation

d2f(y)

dy2
− k2wf(y) = 0, (13)

to which the general solution is

f(y) = A1 sinh(kwy) +A2 cosh(kwy) (14)

with arbitrary constants A1 and A2. Inserting this into Eq. (11), the scalar potential may be
rewritten as

ϕ(y, z) = A1 sinh(kwy) cos(kwz) +A2 cosh(kwy) cos(kwz). (15)

The y-component of the magnetic field is then

By(y, z) = −∂ϕ

∂y
= −kwA1 cosh(kwy) cos(kwz)− kwA2 sinh(kwy) cos(kwz). (16)

Recalling that the peak field on the z-axis is By(0, 0) = B0, we have A1 = −B0/kw. Given
the symmetry of the system about the plane y = 0, we have By(+y, z) = By(−y, z) and hence
A2 = 0. With these results, Eq. (16) can be rewritten as

By(y, z) = B0 cosh(kwy) cos(kwz). (17)
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Figure 10: The following quantities are plotted as functions of the trajectory error y: (a) the effective undulator
parameter Keff of an undulator module and (b) the resulting error |δφ| in the phase shift immediately after the
undulator module. These plots are made for a desired K value of 2.638, which is in resonance with the initial
energy of the electron beam.

To examine the variation of By along the y-axis, we set z = 0 and obtain

By(y, 0) = B0 cosh(kwy). (18)

In other words, if the electron beam has a trajectory error of y, then it experiences a field
By(y, 0) as given by Eq. (18). Analogous to Eq. (8), the effective undulator parameter can be
defined as

Keff(y) ≡
eλw

2πmec
By(y, 0) =

eλw

2πmec
B0 cosh(kwy) = K cosh(kwy). (19)

A plot of Keff versus y is shown in Fig. 10(a). Note that Keff(y) > K for all y 6= 0, meaning
that any trajectory error in the y-direction effectively increases the undulator parameter from
the desired value K.

The difference between the effective undulator parameter Keff and the desired value K can
be expressed as

δK = Keff −K = K[cosh(kwy)− 1]. (20)

This difference of δK in an undulator module, in turn, leads to a phase mismatch in the drift
section thereafter. In the drift section, there is a phase advance due to the speed difference
between the electron beam and the radiation emitted in the preceding undulator module. For
a drift length LD after an undulator module with parameter K, this phase advance is [13]

φ = kwLD

(
1 +

K2

2

)−1

. (21)

The phase shifter in the drift section is configured to perform automatic phase matching for the
φ associated with the input value K. Thus, the difference of δK causes a phase shift error of

δφ = −kwLDK

(
1 +

K2

2

)−2

δK = −kwLDK
2

(
1 +

K2

2

)−2

[cosh(kwy)− 1]. (22)

The absolute phase error |δφ| is shown in Fig. 10(b) as a function of y. In this discussion, the
additional phase advance due to the fringe fields at the two ends of an undulator module is not
considered.
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The efficiency of a free-electron laser can be enhanced by the phase jump method. The method
utilizes the phase-shifting chicanes in the drift sections between the undulator segments. By applying
appropriate phase jumps, the microbunched electron beam can decelerate and radiate coherently
beyond the initial saturation, enabling further energy transfer to the optical beam. This article
presents a new physics model for the phase jump method, and supports it with numerical simulations.
Based on the electron dynamics in the longitudinal phase space, the model describes the energy
extraction mechanism, and addresses the selection criteria for the phase jump magnitude. While
the ponderomotive bucket is stationary, energy can be extracted from electrons outside the bucket.
With the aid of the new model, a comparison is made between the phase jump method and undulator
tapering. The model also explores the potential of the phase jump method to suppress the growth
of synchrotron sidebands in the optical spectrum.

I. INTRODUCTION

In most single-pass free-electron laser (FEL) facilities,
the undulator line is segmented by drift sections, where
instruments for beam focusing, trajectory correction and
diagnostics are installed. Often time, phase shifters are
also installed in the drift sections [1–4].

Conventional phase shifters are compact magnetic chi-
canes, made up of either permanent magnets or electro-
magnets. The magnetic chicane can be used to increase
the electron path length in the drift section, thus adjust-
ing the phase angle between the electron beam and the
optical wave.

A common application of phase shifters is phase cor-
rection, equalizing the phase angles at the two ends of
a drift section. This allows the optical waves emitted in
different undulator segments to interfere constructively.
Without the phase correction, the velocity difference be-
tween electrons and light in the drift section can lead
to an unwanted change in the phase angle, causing the
optical waves to interfere destructively.

Another application of phase shifters is the suppres-
sion of the fundamental wavelength in harmonic lasing,
thereby increasing the spectral intensity of the desired
harmonic [5, 6]. In addition, the phase shifter is an es-
sential element of the mode-locking technique [7] for the
generation of attosecond optical pulses.

Moreover, phase shifters can be used for further energy
extraction beyond the initial saturation, and hence the
enhancement of the FEL efficiency. This is achieved by
choosing appropriate phase jumps, and purposely alter-
ing the phase angle between the electron beam and the
optical wave. This phase jump method was first proposed
by Varfolomeev et al. [8], and can be used in place of the
technique of undulator tapering [10–12].

The phase jump method was subsequently studied by
Ratner et al. [9]. The study exploits the mathematical

∗ alan.mak@maxiv.lu.se

equivalence of phase jumps and undulator tapering, and
relies on a pre-optimized taper to deduce the required
phase jumps.

In this article, we further the study of the phase jump
method by developing a physics model independent of
undulator tapering. Our intuitive model illustrates the
particle dynamics in the longitudinal phase space, and
enables a deeper understanding of the energy extraction
mechanism.

In Section II, we start with the steady-state model, fo-
cusing on a single ponderomotive bucket. We propose the
microbunch deceleration cycle, and describes the energy
extraction both in and out of the bucket.

In relation to this mechanism, we discuss the selec-
tion criteria for each phase jump, the requirement on the
undulator segment length, and the origin of the final sat-
uration. We then compare and contrast our phase jump
model with the classic Kroll-Morton-Rosenbluth (KMR)
model [10] of undulator tapering.

In Section III, we verify the features of our steady-state
model by means of a steady-state numerical simulation.

In Section IV, we expand the steady-state model to
include time-dependent effects. In particular, we discuss
the potential of the phase jump method to suppress the
growth of sidebands in the optical spectrum.

In Section V, we perform a time-dependent simula-
tion to demonstrate that the phase jump method remains
valid in the presence of time-dependent effects, and to
demonstrate that the phase jump method is more effec-
tive than undulator tapering in sideband suppression.

II. STEADY-STATE MODEL

A. Problem description

Consider an FEL with a planar undulator line seg-
mented by drift sections, as depicted in Fig. 1. All un-
dulator segments have the same length Lsegm, and all
drift sections have the same length Ldrift. In every drift
section, there is a phase shifter installed. The distance
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FIG. 1. Schematic diagram showing two of the undulator segments and the drift section in between. The phase shifter in the
drift section can increase the electron path length, thus adjusting the phase angle between the electron beam and the optical
wave. Focusing magnets, corrector magnets and diagnostics instruments are also commonly installed in drift sections, but are
not shown in this diagram.

between the centres of every two adjacent phase shifters
is Lsegm + Ldrift, which is constant.

In this section, we develop a one-dimensional, steady-
state model of the phase jump method, which makes use
of the phase shifters to sustain the growth of radiation
power at the fundamental wavelength beyond the initial
saturation point.

In particular, we are interested in the effect of the
phase jumps alone, in the absence of undulator tapering.
We therefore restrict ourselves to a constant undulator
period λu = 2π/ku and a constant undulator parameter

K =
eB0

mecku
, (1)

where e is the absolute value of the electron charge, me

is the electron rest mass, c is the speed of light, and B0

is the peak undulator field.
In addition, we assume the amplitude E0 and phase φ

of the optical field to be slowly varying in the course of
the FEL interaction.

B. Energy definitions

The energy of an electron can be expressed as γmec
2,

and the resonant energy γRmec
2 is defined by

γR =

√
λu
2λ

(
1 +

K2

2

)
, (2)

where λ = 2π/k is the radiation wavelength.
In the case of monochromatic seeding, λ is the wave-

length of the seed radiation, and γR is determined by
λ through Eq. (2). In the case of self-amplified sponta-
neous emission (SASE), γR is determined by the energy
of the incoming electron beam, and λ is determined by
γR through Eq. (2).

With undulator tapering, the undulator parameter K
decreases with the distance z along the undulator line.
According to the definition in Eq. (2), γR decreases with
z to retain the radiation wavelength λ. Without undula-
tor tapering, however, K is constant. According to the
definition in Eq. (2), γR remains constant to retain λ.
In other words, the resonant energy is constant in the

phase jump method. This allows us to express the energy
of an electron as the relative deviation from the resonant
energy, by the variable

η ≡ γ − γR
γR

. (3)

Even though the resonant energy is constant by defini-
tion, if the electrons themselves can decrease in η beyond
the initial saturation point, they can continue to transfer
energy to the optical field.

C. Phase definitions

The longitudinal profile of the electron bunch is cus-
tomarily treated in slices of width λ. During the FEL
interaction, each slice contains a pondermotive potential
well. In the steady-state model, all slices are assumed to
be identical, and it suffices to consider only a single slice.

In the analysis of phase jumps, we are not interested in
the absolute phase of an electron. Instead, it is more con-
venient to consider the phase of an electron relative the
ponderomotive potential well, with the usual definition

ψ ≡ (k + ku)z − ωt+ φ. (4)

Within a single slice, ψ spans from −π to π.
As indicated in Fig. 1, we let ψorig ∈ [−π, π] be the

original phase of an electron at the start point of a drift
section, and ψtarg ∈ [−π, π] be the target phase at the
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end point of the same drift section. We then define the
phase jump as the difference:

ψjump = ψtarg − ψorig ∈ [−2π, 2π]. (5)

Note that ψjump = 0 does not mean that the phase
shifter is turned off. Instead, it means that the phase
shifter is configured merely for phase correction, whereby
the phase angle between the electron and the optical field
at the beginning of the drift section is preserved at the
end of the drift section.

Note also the sign convention that a positive ψjump

corresponds to shifting the electron forward in ψ. How-
ever, a conventional phase shifter applies the phase jump
by increasing the electron path length. It can only shift
electrons backward in ψ, but not forward. In practice, if
the required ψjump is positive, we need to shift the elec-
tron backward to another potential well by a phase of
2nπ − ψjump, where n is a positive integer.

As a side note, this phase jump method for efficiency
enhancement can, in principle, be implemented in com-
bination with the iSASE technique [14] for bandwidth
reduction. This is done by choosing a large n, so that
the optical field emitted by the electrons towards the tail
of the bunch may develop correlations with the electrons
towards the head of the bunch, thus increasing the co-
herence length.

D. Equations of motion

In our model of the phase jump method, we concern
ourselves with the electron dynamics in the longitudinal
phase space (ψ, η). In the undulator segments, the longi-
tudinal dynamics of an electron can be described by two
equations of motion:

dη

dz
= − Ω2

2ku
sinψ, (6)

dψ

dz
= 2kuη. (7)

A derivation of these equations is given in Ref. [13].
In Eq. (6), the quantity

Ω =

√
e

mec2
kuKfBE0

γ2R
∝

√
E0 (8)

is the angular frequency of the synchrotron oscillation,
which has the dimension of inverse length. Meanwhile,
fB = J0(ξ) − J1(ξ) is the Bessel factor for planar undu-
lators, with ξ = K2/[2(K2+2)]. By substituting Eq. (6)
into the derivative of Eq. (7), we can verify that the lon-
gitudinal dynamics satisfies the pendulum equation

d2ψ

dz2
+Ω2 sinψ = 0. (9)

-π -π/2 0 π/2 π

ψ

-h

0

h

η

I

IIIII

IV

FIG. 2. The longitudinal phase space (ψ, η), with electron
trajectories shown by the blue curves. The red curve is the
separatrix, and the region enclosed by it is the ponderomotive
bucket. The straight lines η = 0 and ψ = 0 divide the space
into four quadrants, as indicated by the Roman numerals.

E. Phase space trajectories

The equations of motion (6) and (7) satisfy the Hamil-
ton equations for the Hamiltonian

H(ψ, η) = ckuη
2 +

cΩ2

2ku
(1− cosψ). (10)

The electron trajectories in the longitudinal phase space
(ψ, η) are given by the level set of the function H(ψ, η),
and are shown in Fig. 2.

In particular, the trajectory highlighted in red is known
as the separatrix. Along the separatrix, the Hamiltonian
has the value

Hsep = H(±π, 0) = cΩ2

ku
. (11)

The region enclosed by the separatrix is known as the
ponderomotive bucket. Within the bucket, H < Hsep.
The trajectories are closed orbits, and the electrons are
trapped. Outside the bucket, H > Hsep. The trajectories
are unbounded, and the electrons are detrapped.

The maximum η value along the separatrix gives the
half-height of the bucket,

h =
Ω

ku
. (12)

Invoking the definition of the synchrotron frequency in
Eq. (8), we obtain the proportionality

h ∝
√
E0, (13)
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meaning that the bucket half-height h increases with the
optical field amplitude E0.

In Fig. 2, the horizontal line η = 0 and the vertical
line ψ = 0 divide the longitudinal phase space into four
quadrants, as indicated by the Roman numerals.

In quadrants I and II, ψ > 0. In quadrants III and IV,
ψ < 0. According to Eq. (6), this implies dη/dz < 0 in
quadrants I and II, and dη/dz > 0 in quadrants III and
IV. In other words, electrons decelerate in quadrants I
and II, and accelerate in quadrants III and IV. Due to
the conservation of energy, energy is transferred to the
optical field in quadrants I and II, and energy is absorbed
from the optical field in quadrants III and IV.

In quadrants I and IV, η > 0. In quadrants II and III,
η < 0. According to Eq. (7), this implies that electrons
have increasing ψ in quadrants I and IV, and decreasing
ψ in quadrants II and III.

F. Phase jump commencement

The essence of the phase jump method is microbunch
deceleration. The aim is to decelerate the microbunched
beam after the initial saturation, so that it can continue
to radiate coherently. Thus, the phase jumps should com-
mence in the vicinity of the initial saturation point, where
the microbunching is fully developed.

In the exponential regime, the phase shifters should
be configured for ψjump = 0, or there will be disruption
in the microbunching development. For SASE FELs in
particular, applying ψjump 6= 0 in the exponential regime
can also lead to a red or blue shift in the radiation wave-
length, depending on the magnitudes of the phase jumps
and their positions along the undulator line [6].

G. Microbunch deceleration mechanism

To analyze the microbunch deceleration, it is conve-
nient to follow the motion of an average particle within
the microbunch µ. Let (ψ̄, η̄) be the coordinates of the
average particle in the longitudinal phase space. They
can be defined as

η̄ ≡ 〈η〉µ =
1

N

N∑

j∈µ
ηj , (14)

ψ̄ ≡ arg
〈
e−iψ

〉
µ
= −i ln


 1

N

N∑

j∈µ
e−iψj


 , (15)

where N is the number of particles in µ.
Microbunch deceleration takes place in quadrants I and

II, where particles decelerate and transfer energy to the
optical field (see Fig. 2). Thus, a general principle of
the phase jump method is to increase the time that the
average particle spends in the deceleration quadrants (I
and II), and decrease the time that the average particle
spends in the acceleration quadrants (III and IV).

-π ψ
orig

ψ
targ

π

ψ

-h

η
orig

0

h

η

ψ
jump∆η

segm

∆ψ
segm

1 2

3

IV

III II

I

FIG. 3. The microbunch deceleration cycle as illustrated by
the movement of the average particle within the ponderomo-
tive bucket. Position 1 corresponds to the start point of a
drift section, position 2 the end point of the same drift sec-
tion, and position 3 the end point of the subsequent undulator
segment.

In the longitudinal phase space (ψ, η), a phase jump
moves a particle horizontally. If the average particle lies
in quadrant IV, then we should choose a phase jump that
moves it into quadrant I. If it lies in quadrant III, then we
should move it into quadrant II. If it lies in quadrant II
but is about to enter quadrant III, then we should move
it to a slightly larger phase within quadrant II (i.e. away
from quadrant III).

The mechanism is illustrated in Fig. 3. Suppose that
the average particle has an original phase ψ̄ = ψorig < 0
at the start point of a drift section, as indicated by po-
sition 1. We then apply a phase jump ψjump > 0,
so that the average particle arrives at a target phase
ψ̄ = ψtarg > 0 at the end point of the drift section, as
indicated by position 2.

In an ideal phase shifter, electrons have no energy loss
to synchrotron radiation, and the average particle has
the same η at positions 2 as at position 1.

At position 2, the electrons enter an undulator seg-
ment, and follow the phase space trajectories described
by Eqs. (6) and (7). In particular, the average particle
follows the solid blue curve. So long as ψ̄ > 0, the mi-
crobunch decelerates, and transfer energy to the optical
field.

The average particle then arrives at position 3, as it
reaches the end point of the undulator segment. De-
pending on the length Lsegm of the undulator segment,
position 3 can be located in either quadrant II or III.
In quadrant III, where ψ̄ < 0, the microbunch absorbs
energy from the optical field.

Within the undulator segment, ψ̄ and η̄ of the average
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particle have changed by ∆ψsegm and ∆ηsegm, respec-
tively. Provided that ∆ηsegm < 0, the microbunch has a
net deceleration, and hence a net energy transfer to the
optical field.

In the course of the energy transfer, the optical field
amplitude E0 changes. Consequently, the bucket half-
height h changes according to the proportionality (13).
In principle, this can also lead to a distortion of the par-
ticle trajectories in the longitudinal phase space (ψ, η).
However, since E0 is assumed to be slowly varying, the
distortion of the solid blue curve is negligible as the av-
erage particle transits from position 2 to position 3.

The end point of the undulator segment is also the
start point of the next drift section. We can then repeat
this microbunch deceleration cycle, by taking position 3
of the old cycle as position 1 of the new cycle. The cycle
can continue until the end of the last undulator segment.

As the cycle continues, the microbunch moves towards
the bottom of the ponderomotive bucket. Close to the
bottom of the bucket, further phase jumps will move the
microbunch out of the bucket. In other words, we can
divide the energy extraction process beyond the initial
saturation point into three main stages: (i) the in-bucket
regime, (ii) the out-of-bucket regime, and (iii) the final
saturation regime.

With an appropriate choice of the target phase ψtarg

in every phase jump, we can have ∆ηsegm < 0 in every
undulator segment between the initial saturation and the
final saturation. Obtaining the precise value of the opti-
mal ψtarg is a matter of empirical phase scan. But from
a theoretical perspective, there are general criteria for a
good choice of ψtarg within the deceleration quadrants.

H. In-bucket regime

The in-bucket regime is the first stage beyond the ini-
tial saturation point. At this stage, microbunch deceler-
ation takes place along the closed orbits within the pon-
deromotive bucket.

1. Lower bound for good target phase

In the single-cycle microbunch deceleration illustrated
in Fig. 3, the energy extraction is the most efficient if
the average particle stays within the deceleration quad-
rants throughout the entire undulator segment, and never
manages to enter quadrant III. For this to be the case,
the chosen target phase ψtarg must satisfy the criterion

ψtarg − |∆ψsegm| ≥ 0

⇔ ψtarg ≥ |∆ψsegm|. (16)

In order to proceed from here, we obtain an expres-
sion for ∆ψsegm by integrating both sides of Eq. (7) with

respect to z over one undulator segment. This yields

|∆ψsegm| = 2ku

∣∣∣∣∣

∫ z′+Lsegm

z′
η̄(z)dz

∣∣∣∣∣ . (17)

Within the undulator segment, we expect the average
particle to decelerate, and η̄(z) should therefore be more
negative than the original value ηorig right before the un-
dulator segment. Hence,

|∆ψsegm| ≥ 2ku|ηorig|Lsegm. (18)

Combining the inequalities (16) and (18), we obtain
the lower bound ψmin for the choice of ψtarg:

ψtarg ≥ 2ku|ηorig|Lsegm ≡ ψmin. (19)

When configuring each phase shifter, ψtarg needs to be
at least ψmin, for the average particle to have a chance
of avoiding the acceleration quadrants. If ψtarg is less
than ψmin, then the average particle will definitely enter
quadrant III within the upcoming undulator segment.

2. Upper bound for good target phase

During the in-bucket regime, we should keep the aver-
age particle in the bucket as long as possible. This allows
us to fully exploit the in-bucket regime before the average
particle becomes detrapped.

Thus, the upper bound ψmax for the target phase ψtarg

is given by the separatrix in the deceleration quadrants
(see Fig. 3). This can be expressed mathematically as

H(ψmax, ηorig) = Hsep. (20)

To proceed from Eq. (20), we can substitute the right-
hand side by Eq. (11), and the left-hand side by Eq. (10)
with (ψ, η) = (ψmax, ηorig). Cognizant of the fact that
0 ≤ ψmax ≤ π, we can then solve for ψmax, and obtain
the expression

ψmax = 2arccos

(
k2u|ηorig|

Ω2

)
. (21)

This is the upper bound for the choice of ψtarg, in order
to avoid entering the out-of-bucket regime.

3. Undulator segment length

Within the first few cycles of the mechanism depicted
in Fig. 3, the average particle should have reached the
η < 0 region, i.e. quadrants II and III. For the mi-
crobunch deceleration to be efficient, the average particle
should stay within quadrant II, without entering quad-
rant III. However, this will not be possible if ∆ψsegm is
too large (see Fig. 3). From the inequality (18), we no-
tice that ∆ψsegm increases with the undulator segment
length Lsegm. This imposes an upper limit on Lsegm.
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As a particle undergoes one complete orbit in the pon-
deromotive bucket, it travels down the undulator magnet
by a distance of one synchrotron period Lsync = 2π/Ω.
As the particle sweeps across one quadrant in the bucket,
it undergoes a quarter of a complete orbit, and travels
down the undulator magnet by a distance of Lsync/4.

Thus, for the average particle to stay within a single
quadrant (namely, quadrant II), an undulator segment
should be no longer than Lsync/4. Since Lsync varies with
z, the requirement for the undulator segment length is

Lsegm <
1

4
min[Lsync(z)]. (22)

I. Regime transition

As the microbunch deceleration cycle continues, the
relative energy deviation η̄ of the average particle be-
comes more and more negative, meaning that |ηorig| be-
comes larger with every phase jump.

Throughout the in-bucket regime, ψmin increases with
|ηorig| according to Eq. (19), and ψmax decreases with
|ηorig| according to Eq. (21). As the average particle is
close to the bottom of the bucket, we will eventually en-
counter a scenario where ψmin > ψmax.

In such a scenario, it is no longer possible to choose a
target phase ψtarg in the range of ψmin ≤ ψtarg ≤ ψmax.
We are then forced to choose ψtarg > ψmax, and move
the average particle out of the bucket. This marks the
end of the in-bucket regime, and the beginning of the
out-of-bucket regime.

J. Out-of-bucket regime

In the out-of-bucket regime, the trajectories in the lon-
gitudinal phase space (ψ, η) are unbounded. Nonetheless,
microbunch deceleration is possible. The mechanism is
similar to that in the in-bucket regime, and is illustrated
in Fig. 4.

1. Deceleration efficiency

The deceleration efficiency in each undulator segment
depends on the slope of the particle trajectory in the
deceleration quadrants of the (ψ, η) space. The steeper
is the slope, the higher is the rate at which a particle
loses energy.

The slope is given by the derivative dη/dψ. Dividing
Eq. (6) by Eq. (7), we can obtain an expression for the
derivative as follows:

∣∣∣∣
dη

dψ

∣∣∣∣ =
Ω2

4k2u|η|
sinψ. (23)

Note that in the deceleration quadrants, we have 0 ≤ ψ ≤
π and hence 0 ≤ sinψ ≤ 1. As a result, |dη/dψ| is in-
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FIG. 4. The microbunch deceleration cycle as illustrated by
the movement of the average particle outside the bucket. Po-
sition 1 corresponds to the start point of a drift section, po-
sition 2 the end point of the same drift section, and position
3 the end point of the subsequent undulator segment.

versely proportional to |η|, and the deceleration efficiency
decreases with |η|.

For the in-bucket regime, |η| < h. For the the out-of-
bucket regime, |η| > h. Thus, the deceleration efficiency
is lower in the out-of-bucket regime than in the in-bucket
regime. As the microbunch deceleration cycle continues,
the deceleration efficiency decreases with every undulator
segment.

2. Lower bound for good target phase

For the in-bucket regime, the deceleration in an un-
dulator segment can be made more efficient by keeping
the average particle in the deceleration quadrants and
preventing it from entering the acceleration quadrants.
This argument also applies to the out-of-bucket regime.
Thus, the lower bound for a good ψtarg in the out-of-
bucket regime is also given by Eq. (19):

ψmin = 2ku|ηorig|Lsegm.

3. Upper bound for good target phase

In the out-of-bucket regime, the average particle is al-
ready outside the bucket. The separatrix does not impose
any limit on ψtarg. In principle, the upper limit of ψtarg
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in the out-of-bucket regime is π, which is the maximum
phase in the deceleration quadrants.

However, it is not favourable to let the average parti-
cle get too close to π, or a fraction of the particles within
the microbunch will leak into the π < ψ < 3π region,
which corresponds to the acceleration quadrants associ-
ated with the bucket ahead. In that region, particles
absorb energy from the optical field.

The precise upper bound for the choice of ψtarg de-
pends on the ψ spread of the microbunch. But roughly
speaking, the upper bound for a good ψtarg is slightly
below π.

K. Final saturation regime

According to the relation (18), |∆ψsegm| increases with
|ηorig|. At some point in the out-of-bucket regime, |ηorig|
will have become so large that

|∆ψsegm| = π. (24)

This signifies the onset of the final saturation regime.
Beyond that point, it is no longer possible to prevent

the average particle from moving into quadrant III within
a single undulator segment, regardless of the choice of
ψtarg (see Fig. 4). The microbunch deceleration cycle
then becomes inefficient, and ∆ηsegm approaches zero.

As ∆ηsegm approaches zero, the inequality (18) can be
approximated by

|∆ψsegm| ≈ 2ku|ηorig|Lsegm ≡ ψmin. (25)

With this approximation, the relative energy deviation
at the onset of the final saturation regime is then

|ηorig| =
π

2kuLsegm
. (26)

The final saturation point is reached when ∆ηsegm ≥ 0,
i.e. when it is no longer possible to maintain a net transfer
of energy from microbunch to the optical field.

L. Small subtlety about phase jump

When using a non-isochronous phase shifter, it is im-
portant to note that the specified phase jump is only valid
for particles at a certain reference energy. In other words,
a particle which is not at the reference energy experiences
a different phase jump from the specified value.

In applying the phase jump method, it is convenient
to use the resonant energy γRmec

2 as the reference en-
ergy, as it is constant. But in our model, we are mainly
concerned about the phase jump applied to the average
particle, which has γ 6= γR in general. Therefore, we need
a conversion formula between the phase jump ψA

jump for

the average particle and the phase jump ψR
jump for parti-

cles at the resonant energy.

To obtain such a conversion formula, we model the
phase-shifting chicane as a one-period undulator, with

undulator period λ̂u and deflection parameter K̂. After

the one undulator period, the slippage λ̂ is given by

λ̂ =
λ̂u
2γ2

(
1 +

K̂2

2

)
. (27)

For particles at the resonant energy, γ = γR. The

slippage λ̂ is related to the phase jump ψR
jump by

ψR
jump

2π
= − λ̂

λ
, (28)

where λ (without the caret) is the actual radiation wave-
length of the FEL. The negative sign in the equation
arises from the sign convention of ψR

jump.
In general, the average particle has γ 6= γR. In the

same one-period undulator, the average particle experi-

ences a different slippage λ̂+∆λ̂, which is related to the
phase jump ψA

jump by

ψA
jump

2π
= − λ̂+∆λ̂

λ
, (29)

To proceed from here, we take the differential on both
sides of Eq. (27), and obtain

∆λ̂ =
λ̂u
2

(
1 +

K̂2

2

)(−2∆γ

γ3

)

= −2λ̂
∆γ

γ
= −2λ̂η̄. (30)

As usual, η̄ is the relative energy deviation of the average
particle. Using Eqs. (28), (29) and (30), we can eliminate

λ, λ̂ and ∆λ̂. This results in the conversion formula

ψA
jump = ψR

jump(1 + 2η̄). (31)

M. Comparison with undulator tapering

Apart from the phase jump method, undulator ta-
pering is another common technique for efficiency en-
hancement in FELs. In this subsection, we compare and
contrast the two techniques. In particular, we discuss
the similarities and differences between our phase jump
model and the classic Kroll-Morton-Rosenbluth (KMR)
model [10] of undulator tapering.

Both models make use of one-dimensional Hamiltonian
mechanics to describe the particle dynamics in the longi-
tudinal phase space (ψ, η). The KMR tapering model fol-
lows the motion of a resonant particle, which defines the
stable point in the middle of the ponderomotive bucket.
Our phase jump model follows the motion of the average
particle within the microbunch.

In the KMR model, we directly control the undulator
parameter K, and move the resonant particle vertically
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in the (ψ, η) space. In our phase jump model, we directly
control the phase jump ψjump, and move the average par-
ticle horizontally in the (ψ, η) space.

In both models, the energy extraction is sustained be-
yond the initial saturation point by bringing a fraction of
particles towards lower energies. As these particles de-
celerate, energy is transferred to the optical field, due to
the conservation energy.

However, the underlying principle of the particle de-
celeration is different in the two models. In the KMR
model, particle deceleration relies on the deceleration of
the bucket itself. In our phase jump model, particle de-
celeration relies on the microbunch deceleration cycle.

In the KMRmodel, the bucket moves towards lower en-
ergies during the energy extraction. In this process, the
phase of the resonant particle increases, and the width
of the bucket decreases. In our phase jump model, the
bucket is stationary, and does not reduce in width. Dur-
ing the energy extraction process, the optical field am-
plitude increases, and the height of the bucket increases.

In the KMR model, particles need to be trapped in the
bucket in order to decelerate. In our phase jump model,
the microbunch deceleration cycle continues in the out-
of-bucket regime. Energy extraction outside the bucket
is impossible for the former, but possible for the latter.

In the KMR model, the efficiency of particle deceler-
ation is determined by the rate at which the bucket de-
creases in energy. This, in turn, depends on the dK/dz,
the rate at which the undulator parameter decreases
along the undulator line. In the phase jump model, the
efficiency of particle deceleration is determined by dη/dψ,
the slope of the particle trajectory in the longitudinal
phase space. This, in turn, depends on the relative en-
ergy deviation η̄ of the average particle, as evident by
Eq. (23).

In the KMR model, the undulator segment length re-
quired for the efficient deceleration of particles is Lsegm <
min[Lsync(z)], as discussed in Ref. [12]. In our phase
jump model, the requirement is Lsegm < min[Lsync(z)]/4,
which is a more stringent one.

In the KMR model, the main causes of the final sat-
uration are the weakening of refractive guiding and the
detrapping of particles. In our phase jump model, the
main causes of the final saturation are the decrease of
|dη/dψ| and increase of |∆ψsegm| with particle energy.

III. STEADY-STATE SIMULATION

A. Case definition

So far, our physics model of the phase jump method is
a one-dimensional and steady-state one. For the purpose
of verifying the model, we perform a three-dimensional
and steady-state simulation study, using the numerical
simulation code GENESIS [15].

We first define a case for the simulation study. The
main parameters are listed in Table I.

TABLE I. Parameters of the steady-state simulation.

Parameter Symbol Value

Electron beam energy γmec
2 5 GeV

Energy spread σγ/γ 1× 10−4

Beam current I 3 kA
Normalized emittance εx,y 0.4 mm mrad
Average of beta function β̄x,y 7 m
Radiation wavelength λ 2 Å
Undulator period λu 20 mm
Undulator parameter K 1.35
Length of each undulator segment Lsegm 1 m
Length of each drift section Ldrift 0.2 m

In the chosen case, SASE is the start-up mechanism of
the FEL. The effective shot-noise power is 830 W.

Planar undulator segments are used. Undulator taper-
ing is not implemented.

The lattice for strong focusing is in a FODO configu-
ration, with one quadrupole magnet in every other drift
section. The length of the FODO cell is 4.8 m. Within
the cell, the centres of the two quadrupole magnets are
separated by a distance of 2.4 m. The length of each
quadrupole magnet is 80 mm.

The strengths of the quadrupole magnets and the ini-
tial twiss parameters are matched self-consistently to give
the average beta β̄x,y specified in Table I.

In the GENESIS simulation, we place a phase shifter
in every drift section, by putting an AD element in the ex-
ternal magnet file. We control the phase jump by setting
the AD element to an appropriate value.

Here the undulator segment length of Lsegm = 1 m is
smaller than what is used in most existing FEL facilities.
The small Lsegm is chosen to fulfill the requirement (22).

B. Initial saturation

In order to obtain information about the initial satu-
ration point, we first run the simulation in the absence of
phase jumps, by setting ψjump = 0 for all drift sections.
The simulation shows that the initial saturation occurs

at z = 38.2 m within the 32th undulator segment. The
saturation power is 2 GW. At the initial saturation point,
the bunching factor b = |〈e−iψ〉| is the highest, and has
a value of 0.4.

C. Phase jump commencement

We then repeat the simulation with the introduction
of phase jumps. We start the phase jumps in the vicinity
of the initial saturation point, where the microbunching
is fully developed. Thus, the first non-zero phase jump
occurs in the drift section at z = 37 m, immediately
preceding the 32th undulator segment. Meanwhile, we
keep ψjump = 0 for all the drift sections before z = 37 m.
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While there are infinite possible sets of phase jumps,
we shall discuss one chosen set which yields an increase in
radiation power beyond the initial saturation. The phase
jumps are obtained by coarse tuning within the selection
criteria discussed in Section II.

It is possible to obtain even higher radiation power by
fine-tuning the phase jump. However, the purpose of this
simulation study is to verify the steady-state model, and
not to perform a thorough optimization.

D. Radiation power evolution

Figure 5(a) shows the radiation power P as a function
of z, for the chosen set of phase jumps. Along the ra-
diation power curve, there are short, straight, horizontal
sections, where the power is neither increasing nor de-
creasing. These sections correspond to the drift sections,
where the radiation does not exchange energy with the
electron beam.

After the first non-zero phase jump at z = 37 m, the
radiation power continues to grow. Up until z = 50 m,
the power grows monotonically. But after that, the power
fluctuates. Within every undulator segment, the power
first increases, and then decreases. Nonetheless, there is
still a net power increase.

In the undulator segment which begins at z = 64.8 m,
there is no longer a net power increase within an un-
dulator segment. This indicates the arrival of the final
saturation. The power at the final saturation is 36 GW,
which is 18 times the power at the initial saturation.

The FEL efficiency can be defined as the power ratio of
the output radiation to the injected electron beam. With
this definition, the chosen set of phase jumps enhance the
FEL efficiency by a factor of 18. It is possible to obtain an
even larger enhancement factor by fine-tuning the phase
jump values. But again, the purpose of this simulation
study is to verify the model, and not to perform a thor-
ough optimization.

E. Energy evolution of the average particle

We now turn our attention to the average particle
within the microbunch. The relative energy deviation η̄
of the average particle is defined by Eq. (14). Figure 5(b)
shows η̄ as a function of z.

Before the first non-zero phase jump at z = 37 m, η̄
remains close to zero, meaning that the energy of the
average particle is close to the resonant energy.

After the first non-zero phase jump at z = 37 m, η̄
exhibits an overall decreasing trend. The energy of the
average particle deviates further and further from the
resonant energy. This is an evidence of microbunch de-
celeration.

As η̄ becomes more and more negative, the rate of η̄
decrease becomes lower and lower. This agrees with the
prediction of Eq. (23).

Up until z = 50 m, η̄ decreases monotonically. But
after that, η̄ fluctuates. Comparing Fig. 5(a) and (b),
we notice that a decrease in η̄ corresponds to an increase
in P , and vice versa. This can be explained by the con-
servation of energy. When η̄ decreases, the microbunch
loses energy. This energy is transferred to the radiation,
leading to an increase in P .

The onset of the final saturation regime is defined by
Eq. (26). According to this definition, the final saturation
regime begins when η̄ = 5 × 10−3. As seen in Fig. 5(b),
this corresponds to z = 55.5 m.

F. Phase evolution of the average particle

The ponderomotive phase ψ̄ of the average particle is
defined by Eq. (14). Figure 5(c) shows ψ̄ as a function
of z. After the first non-zero phase jump at z = 37 m, ψ̄
oscillates in z. The upward slopes coincide with the drift
sections, while the downward slopes coincide with the un-
dulator segments. In other words, a crest coincides with
the start point of an undulator segment, while a trough
coincides with the end point of an undulator segment.

In terms of the microbunch deceleration cycle (see
Figs. 3 and 4), a crest corresponds to position 2, while
a trough corresponds to position 1 or 3. The period of
the oscillation is one microbunch deceleration cycle. The
crest value of each cycle is the target phase ψtarg. The
phase change represented by an upward slope is ψjump,
while the phase change represented by a downward slope
is ∆ψsegm.
Figure 5(c) also shows the lower bound ψmin and the

upper bound ψmax for the target phase ψtarg in each drift
section. The values are given by Eqs. (19) and (21). Re-
call that ψmax is defined by the separatrix of the pon-
deromotive bucket in the ψ ≥ 0 region, and that ψmin

is the minimum requirement for the average particle to
avoid entering the ψ < 0 region.
In Fig. 5(c), the region immediately after the first non-

zero phase jump at z = 37 m is the in-bucket regime, as
evident by the fact that ψ̄ < ψmax. The decrease of ψmax

with z reflects that the average particle is moving towards
the bottom of the bucket.
In the in-bucket regime, ψtarg is made to increase with

ψmin, so as to fulfill the requirement that ψtarg > ψmin.
As a result, the average particle is prevented from en-
tering the ψ < 0 region. Within every undulator seg-
ment, the average particle transfers energy to the radia-
tion, without absorbing energy from the radiation. This
explains the monotonic decrease of η̄ [see Fig. 5(b)].

Prior to z = 46.5 m, the choice of ψtarg satisfies the re-
quirement that ψmin < ψtarg < ψmax. But in the vicinity
of z = 46.5 m, the average particle is so close to the bot-
tom of the bucket that we encounter the situation where
ψmin ≈ ψmax. We are then forced to choose ψtarg > ψmax,
thus placing the average particle outside the bucket. This
marks the beginning of the out-of-bucket regime.

Even though the average particle is outside the bucket,
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FIG. 5. Result of steady-state simulation. The following quantities are plotted as functions of the distance z along the undulator
line: (a) the radiation power, (b) the relative energy deviation η̄ of the average particle, and (c) the ponderomotive phase ψ̄
of the average particle (in blue), together with the lower bound ψmin (in red) and the upper bound ψmax (in yellow) for the
target phase ψtarg in each drift section. The dashed vertical lines mark the beginning of the in-bucket, out-of-bucket and final
saturation regimes.

a fraction of the particles in the microbunch are still in-
side the bucket. For the next two periods of the oscil-
lation, a part of the microbunch follows the in-bucket
trajectories, while a part of the microbunch follows the
out-of-bucket trajectories. The average particle, tracing
the average behaviour of the entire microbunch, moves in
and out of the bucket. At z = 49 m, ψmax = 0, indicating
that the average particle is at the same energy level as
the lowest point of the bucket.

In the out-of-bucket regime, ψmin continues to increase,
and becomes closer and closer to π. However, we want to
prevent the average particle from getting too close to π,
or a fraction of the particles in the microbunch will enter
the acceleration region associated with the bucket ahead.
This concern forces us to choose ψtarg < ψmin. The con-
sequence is that the average particle enters the ψ < 0

region, thus absorbing energy from the radiation. Hence,
η̄ no longer decreases monotonically [see Fig. 5(b)]. In-
stead, η̄ decreases and increases within a single undulator
segment.

The final saturation regime begins at z = 55.5 m,
where ψmin = π [see Fig. 5(c)]. In this regime, it is no
longer possible to prevent the average particle from en-
tering the ψ < 0 region, regardless of the choice of ψtarg.
As the average particle enters deep into the ψ < 0 region,
the energy extraction becomes far less effective.

G. Direct observation in phase space

Next, we observe the microbunch deceleration cycle
directly in the longitudinal phase space (ψ, η). Figure 6
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FIG. 6. Result of steady-state simulation. Snapshots in the longitudinal phase space (ψ, η) showing a microbunch deceleration
cycle in the in-bucket regime. The red dot represents the average particle within the microbunch.
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FIG. 7. Result of steady-state simulation. Snapshots in the longitudinal phase space (ψ, η) showing a microbunch deceleration
cycle during the transition from the in-bucket regime to the out-of-bucket regime.
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FIG. 8. Result of steady-state simulation. Snapshots in the longitudinal phase space (ψ, η) showing a microbunch deceleration
cycle at the onset of the final saturation regime.
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shows a cycle in the in-bucket regime. Figure 7 shows a
cycle during the transition from the in-bucket regime to
the out-of-bucket regime. Figure 8 shows a cycle at the
onset of the final saturation regime.

In each of these phase space snapshots, the red curve
represents the separatrix of the ponderomotive bucket,
and the red dot represents the average particle. These
snapshots clearly show that the electron beam remains
microbunched along the undulator line. From these snap-
shots, it is also apparent that the microbunch moves to-
wards lower η as z increases, verifying the microbunch
deceleration once again.

In each cycle, position 1 corresponds to the start point
of the drift section, position 2 the end point of the drift
section, and position 3 the end point of the subsequent
undulator segment.

In position 1 and position 2, the average particle has
the same η. This is expected for an ideal phase shifter,
wherein the phase jump ψjump changes only the phase,
but not the energy, of the average particle.

In the transition from position 2 to position 3, the par-
ticles pass through an undulator segment, where there
is energy exchange between the particles and the radia-
tion. The energy exchange alters the bucket half-height
h slightly. This is also expected, as h depends on the
slowly varying optical field amplitude E0 according to
the proportionality (13).

In all the three cycles shown here, the average particle
ends up with a lower η at position 3 than at position 1,
meaning that there is a net energy transfer from the mi-
crobunch to the radiation in the undulator segment. The
motion of the average particle in these snapshots reflects
the mechanism depicted in Figs. 3 and 4.

H. Trace of the average particle

Figure 9 shows the trace of the average particle in the
longitudinal phase space (ψ, η) over the entire undulator
line. Within the trace, there are straight, horizontal sec-
tions, each representing the transition from position 1 to
position 2 within a microbunch deceleration cycle.

As the average particle moves from high η to lower
η, the η spacing between successive horizontal sections
decreases, meaning that the amount of energy lost by
the average particle decreases with every cycle. In other
words, the deceleration efficiency decreases with η, as
predicted by Eq. (23).

At η ≈ −6 × 10−3, the η spacing between successive
horizontal sections approaches zero. There is no longer a
net energy transfer from the microbunch to the radiation.
This indicates the arrival of the final saturation.

I. Undulator segment length

In the simulation, the synchrotron period Lsync varies
as a function of z (data not shown). The smallest value is
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FIG. 9. Result of steady-state simulation. The trace of the
average particle in the longitudinal phase space (ψ, η) over
the entire undulator line.

min[Lsync(z)] = 5.9 m, which occurs at z = 49 m. With
a undulator segment length of Lsegm = 1 m as specified
in Table I, the requirement (22) is satisfied.

IV. TIME-DEPENDENT MODEL

A. Problem description

In this section, we extend the steady-state model of
the phase jump method into a time-dependent model. As
before, we consider the longitudinal profile of the electron
bunch as a series of slices, each with a width of λ.

The steady-state model assumes all slices to be iden-
tical. For every slice, the optical field that slips into the
slice ahead is identical to the optical field that comes
in from the slice behind. This implies that the electron
bunch has an infinite length and a constant current. The
resulting FEL signal has only a single frequency compo-
nent, and hence zero bandwidth.

The time-dependent model departs from these assump-
tions, and accounts for the interactions between distinct
slices in a profile of finite length. For example, in a Gaus-
sian profile, the current I at any position t within the
electron bunch is given by

I(t) = I0e
− t2

2σ2
t , (32)

where I0 is the peak current and σt is the RMS bunch
length.
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B. Average average particle

There is one average particle for every slice. In the
steady-state model, all average particles behave in the
exact same manner, as all slices are identical. The opti-
mal phase jump for any one average particle is also the
optimal for the entire electron bunch.

In the time-dependent model, however, all these aver-
age particles generally have distinct (ψ̄, η̄) values at any
given position z along the undulator line. The optimal
phase jump for one average particle is generally not the
optimal for another. In order to optimize the phase jump
for the electron bunch as a whole, we need a compromise
between all the average particles.

In obtaining the compromise, the average particles
should not be treated equally, as the slices generally do
not have the same charge. Thus, we propose to optimize
the phase jump for an average average particle, which is
the weighted average of all the average particles.

Let ( ¯̄ψ, ¯̄η) be the coordinates of the average average
particle in the longitudinal phase space. They can be
defined as

¯̄η ≡
∑

µ

wµη̄µ, (33)

¯̄ψ ≡ arg

(∑

µ

wµe
−iψ̄µ

)
, (34)

where

wµ =
I(tµ)∑
ν
I(tν)

(35)

is the weighting factor based on the slice current I(tµ).
Note that the definitions (33), (34) and (35) are ap-

plicable to any electron profile, and not specifically to a
Gaussian profile. With these definitions, the higher is the
current in a slice, the better is the slice represented by
the average average particle.

C. Ansatz for optimization

In the steady-state model, the average particle of a
single slice is put through the microbunch deceleration
cycles depicted in Figs. 3 and 4. The deceleration of the
average particle is optimized by choosing an appropriate
target phase ψ̄ = ψtarg for each cycle.

In the time-dependent model, this same mechanism is
applicable to the average average particle of the entire
electron bunch. The deceleration of the average average
particle is optimized by choosing an appropriate target

phase ¯̄ψ = ψtarg for each cycle.
For the average average particle, the in-bucket and out-

of-bucket regimes can be defined in relation to an imagi-
nary bucket with half-height h determined by the optical
field amplitude E0 averaged over all slices. The selection

criteria for ψtarg then remain the same as in the steady-
state model. In this subsection, we develop an ansatz for
the optimal evolution of ψtarg along the undulator line,
based on these selection criteria.

Among the selection criteria, the most important one is
the common lower bound ψmin in both the in-bucket and
out-of-bucket regimes, given by Eq. (19). This criterion
is a necessary condition for the microbunch to have a net
deceleration, ∆ηsegm < 0, within an undulator segment.
In contrast, the upper bound ψmax in the in-bucket

regime, given by Eq. (21), is not as crucial. Even if ψtarg

exceeds ψmax by a small amount, the energy extraction
can still continue in the out-of-bucket regime.

According to Eq. (19), ψmin increases with |¯̄η| of the
average average particle. Beyond the initial saturation
point, |¯̄η| increases gradually from zero as the electrons
decelerate. Hence, ψmin is expected to increase gradu-
ally from zero, and this is precisely the observation in
the steady-state simulation [see Fig. 5(c)]. It is therefore
logical that the optimal ψtarg should increase with every
phase shift.
However, ψtarg cannot increase indefinitely, due to the

upper bound in the out-of-bucket regime. The upper
bound is a chosen value ψ1, which is slightly less than π.
This criterion is a necessary condition for preventing a
microbunch from leaking into the acceleration quadrants
associated with the bucket ahead. Therefore, the optimal
ψtarg should increase gradually beyond the initial satu-
ration point only until it reaches ψ1, and remains at ψ1

for all subsequent phase shifts.
We label the phase shifters along the undulator line

with the index m ∈ {1, 2, ...}. Suppose that the initial
saturation point is in the vicinity of m = m0. Then, all
the phase shifters with 1 ≤ m ≤ m0 should be config-
ured for ψjump = 0, or equivalently, ψtarg = ψorig. For
m > m0, we propose the following ansatz for the optimal
evolution of ψtarg:

ψtarg(m) =




ψ1 ×

m−m0

m1 −m0
for m0 < m < m1

ψ1 for m ≥ m1.
(36)

The growth of ψtarg is chosen to be linear for simplicity,
and the phase shifterm = m1 defines where ψtarg reaches
ψ1 for the first time.
The expression (36) can be regarded as a functional

form, with every value of the parameter m1 yielding a
different function ψtarg(m).

D. Sideband suppression

Sideband instability is a known issue of the FEL. It
was first predicted theoretically [16] and observed exper-
imentally [17] in the 1980s.

The origin of sideband instability is the synchrotron
oscillations during the FEL interaction. In the longitudi-
nal phase space (ψ, η), trapped electrons orbit around the
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stable centroid of the bucket, thus oscillating back and
forth in ψ at an angular frequency Ω given by Eq. (8).
These oscillations give rise to a longitudinal modulation
of amplitude and phase in the optical pulse.

The modulation manifests itself in the FEL spectrum
as sidebands at parasitic wavelengths. The wavelength
offset of these sidebands from the desired central wave-
length λ is given by [16]

∆λ

λ
= ± λu

Lsync
, (37)

where Lsync = 2π/Ω is the synchrotron period.
When the sidebands are amplified, a significant frac-

tion of optical power is drawn from the central wave-
length to the parasitic wavelengths. This degrades the
spectral purity and the efficiency of the FEL.

In the steady-state model, the FEL efficiency is de-
termined solely by the fraction of the electron beam’s
power that is converted into optical power. In the time-
dependent model, the FEL efficiency is determined also
by the power ratio between the central wavelength and
the sidebands. Even with a high optical power extracted
from the electron beam, the FEL can still be inefficient if
much of the optical power is channelled to the sidebands
instead of the central wavelength.

For undulator tapering, sideband growth can be sig-
nificantly detrimental to the amplification of the central
wavelength, especially when the post-saturation undula-
tor section is multiple synchrotron periods long. This is
discussed in Refs. [10], [18] and [19].

While synchrotron oscillations are responsible for the
sideband growth, the phase jump method has the poten-
tial to suppress the sideband growth by disrupting the
synchrotron oscillations.

In the longitudinal phase space, a complete orbit
within the bucket corresponds to a full period of syn-
chrotron oscillation. In the in-bucket microbunch decel-
eration cycle depicted in Fig. 3, the trajectory of the
particle from position 2 to position 3 is a portion of a
complete orbit. In every cycle, the orbit is disrupted by
the applied phase jump, which brings the particle from
position 1 to position 2.

Provided that the undulator segment length Lsegm sat-
isfies the requirement (22), the particle will never manage
to make a complete orbit after the initial saturation.

V. TIME-DEPENDENT SIMULATION

A. Case definition

In this section, we conduct a three-dimensional and
time-dependent simulation study, using the same simu-
lation code GENESIS [15]. In particular, we apply the
ansatz (36) and optimize the phase jumps for the average
average particle.

The purpose of this simulation study is two-fold: (i) to
demonstrate that the phase jump method remains valid

when time-dependent effects are taken into account; and
(ii) to compare the phase jump method to undulator ta-
pering in terms of efficiency.

The case chosen for the simulation study is a seeded
FEL, using longer undulator segments than in the previ-
ous simulation. The longitudinal profile of the electron
bunch is a Gaussian function. The main parameters are
listed in Table II.

TABLE II. Parameters of the time-dependent simulation.

Parameter Symbol Value

Electron beam energy γmec
2 16 GeV

Energy spread σγ/γ 1× 10−4

Peak current I0 4 kA
RMS bunch length σt 1 µm
Normalized emittance εx,y 0.3 mm mrad
Average of beta function β̄x,y 10 m
Radiation wavelength λ 1 Å
Seed radiation power Pseed 5 MW
Undulator period λu 40 mm
Default undulator parameter K 2.79
Length of each undulator segment Lsegm 4 m
Length of each drift section Ldrift 1 m

To examine the performance of the FEL over a longer
distance, we simulate the undulator line from z = 0 up
to z = 200 m.

At λ = 1 Å, no suitable external laser is available.
The seed radiation essentially needs to come from self-
seeding. The production mechanism of the seed radiation
is beyond the scope of this simulation study. Therefore,
we input the seed radiation at z = 0 without any regard
to how it is produced.

The lattice for strong focusing is in a FODO configura-
tion, with one quadrupole magnet in every drift section.
The length of the FODO cell is 10 m. Within the cell, the
centres of the two quadrupole magnets are separated by
a distance of 5 m. The length of each quadrupole magnet
is 80 mm.

The strengths of the quadrupole magnets and the ini-
tial twiss parameters are matched self-consistently to give
the average beta β̄x,y specified in Table II.

B. Optimization results

The initial saturation point is located at z = 44 m, i.e.
the end of the 9th undulator segment, where the optical
pulse energy is 22 µJ.

For the phase jump method, we set m0 = 8 in the
ansatz (36), so that the first non-zero phase jump takes
place immediately after the 9th undulator segment. Fur-
thermore, we arbitrarily set ψ1 = 170◦ = 2.97 rad for
simplicity. We then scan the parameter m1 for the high-
est optical pulse energy at the final saturation, and this
optimization process yields m1 = 16. The synchrotron
period has a minumum value of 24 m. With the undula-
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FIG. 10. Result of time-dependent simulation. The optical
pulse energy is plotted as a function of the distance z along
the undulator line for the optimal phase jumps (blue) and
the optimal taper (red). The dashed vertical line indicates
the common start point for the phase jump method and the
taper. The vertical axis is on a logarithmic scale.

tor segment length of 4 m, the requirement (22) is well
satisfied.

For undulator tapering, we use the same start point as
for the phase jump method, so as to obtain a fair com-
parison. Immediately after the 9th undulator segment,
the undulator parameter decreases quadratically with ev-
ery segment, but remains uniform within every segment.
We then scan the taper strength ∆K/K for the high-
est optical pulse energy at the final saturation, and this
optimization process yields ∆K/K = 8 %. The taper
strength ∆K/K is defined such that K is the default un-
dulator parameter in resonance with the initial energy of
the electron beam, and K −∆K is the parameter of the
last segment before z = 200 m.

C. Evolution of the optical pulse energy

Figure 10 shows the evolution of the optical pulse en-
ergy with z for the optimal phase jumps and the optimal
taper. The dashed vertical line indicates the initial sat-
uration point, which is the common start point for the
phase jump method and the undulator taper.

For the phase jump method, the final saturation occurs
at z = 100 m. The optical pulse energy at the final
saturation is 0.53 mJ, which is 24 times higher than that
at the initial saturation. This enhancement in the optical
pulse energy shows that the phase jump method remains
valid in the presence of time-dependent effects.

For the undulator taper, the final saturation occurs
at z = 130 m. The optical pulse energy at the final
saturation is 1.5 mJ, which is three times the value for
the phase jump method.

Comparing the undulator taper and the phase jump
method, the former extracts a larger fraction of the elec-
tron beam’s energy in the chosen case. However, this is

true only when the undulator line is long enough for the
energy extraction to reach the final saturation.

Immediately after the initial saturation, the phase
jump method exhibits a faster growth in optical pulse
energy (see Fig. 10). This is because the phase jump
method allows particles to decelerate more rapidly in the
region immediately following the initial saturation.

For tapering, the particle trapping region [11] comes
right after the initial saturation point. In this region, a
mild taper is needed to capture particles into the shrink-
ing and descending bucket. A milder taper corresponds
to a slower deceleration of the trapped particles.

In contrast, the phase jump method does not require
such trapping process, as the microbunch deceleration
cycle can take place both in and out of the bucket. Par-
ticles can be made to decelerate rapidly right after the
initial saturation.

D. Evolution of the optical spectrum

Figure 11 illustrates the evolution of the optical spec-
trum for the optimal taper, with the snapshots at six
positions along the undulator line. Figure 12 shows the
corresponding snapshots for the optimal phase jumps.

In each snapshot, the spectral power is normalized to
that at the central wavelength, to help compare the power
ratio between the central wavelength and any sideband.
Furthermore, the same binning for ∆λ/λ is used in all
the snapshots.

In Fig. 11 for the optimal taper, snapshot (d) corre-
sponds to the vicinity of the final saturation. Before the
normalization, the absolute power at the central wave-
length is 0.12 TW/fm.

In Fig. 12 for the optimal phase jumps, snapshot (c)
corresponds to the vicinity of the final saturation. Be-
fore the normalization, the absolute power at the central
wavelength is 0.14 TW/fm, close to the corresponding
value for the optimal taper.

In the FEL interaction, it is the central wavelength
that we intend to amplify. At the final saturation, even
though the taper extracts more energy from the electron
beam, it does not channel more energy to the central
wavelength than the phase jumps do.

If we define the FEL efficiency in terms of the absolute
spectral power at the central wavelength upon the final
saturation, then the phase jump method and undulator
tapering are almost equally as efficient in this case.

Between the initial and final saturations, the syn-
chrotron period Lsync has a mean value of 29 m for the
taper, and 30 m for the phase jumps. The values for the
taper and the phase jumps are almost identical. Accord-
ing to Eq. (37), the synchrotron oscillations trigger the
growth of sidebands around ∆λ/λ = ± 1.5× 10−3.
For the taper, there is significant growth of sidebands

around these wavelengths after the initial saturation (see
Fig. 11). In the vicinity of the final saturation, the side-
band power even exceeds 40 % of the central wavelength
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FIG. 11. Result of time-dependent simulation. The evolution of the optical spectrum for the optimal taper is illustrated with
the snapshots at six positions along the undulator line.
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FIG. 12. Result of time-dependent simulation. The evolution of the optical spectrum for the optimal phase jumps is illustrated
with the snapshots at six positions along the undulator line.

power [see Fig. 11(d)].

For the phase jumps, there are also sidebands growing
around these wavelengths, but the power remains mostly
below 20 % of that at the central wavelength (see Fig. 12).

Beyond the final saturation, new sidebands emerge
around ∆λ/λ = ± 8×10−3 [see Fig. 12(e)–(f)]. However,
these new sidebands can be prevented by disengaging all
the undulator segments located downstream of the final
saturation point.

From these results, it is apparent that the phase jump
method is more effective in suppressing the synchrotron
sidebands around ∆λ/λ = ± 1.5 × 10−3. Out of the
energy extracted from the electron beam, a smaller frac-

tion is channelled to the sidebands, and a larger fraction
is channelled to the central wavelength.

Hence, if we define the FEL efficiency in terms of the
power ratio between the central wavelength and the side-
band, then the phase jump method is more efficient than
undulator tapering in this case.

E. Phase jumps and the driven oscillator

It is apparent from Eq. (9) that the synchrotron motion
in ψ is mathematically equivalent to the simple pendu-
lum, which is a simple harmonic oscillator at small ψ.
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The applied phase jumps act as a periodic external
driving force, turning the system into a driven oscillator.
The period of the driving force is the distance between
successive phase shifters, given by Lsegm + Ldrift.

In this driven oscillator, there is a competition between
the natural period and the driving period. By disrupting
the synchrotron oscillations, the driving force channels
power away from the sidebands associated with the nat-
ural period, which emerge at optical wavelengths given
by Eq. (37). This explains the suppression of these side-
bands in Fig. 12.

Beyond the final saturation, the optical field amplitude
no longer grows. Furthermore, as the microbunch is out
of the bucket, the trajectories in (ψ, η) do not form closed
orbits, and synchrotron motion no longer has a natural
period. The competition is then dominated by the driv-
ing force. In analogy to Eq. (37), the periodic driving
force can trigger new sidebands at

∆λ

λ
= ± λu

Lsegm + Ldrift
. (38)

With the parameter values in Table II, Eq. (38) pre-
dicts the new sidebands to occur at ∆λ/λ = ± 8× 10−3.
This agrees with the observation in Fig. 12(e)–(f).

According to Eq. (38), it is, in principle, possible to
influence the new sidebands by varying Lsegm and Ldrift

as functions of z.

VI. COMBINING PHASE JUMPS AND TAPER

In our time-dependent simulation, undulator tapering
yields a higher optical pulse energy at the final satura-
tion. However, the phase jump method is more effec-
tive in suppressing the synchrotron sidebands, thus chan-
nelling a larger fraction of the optical energy to the de-
sired central wavelength. This provides a motivation for
combining the strengths of the two techniques.

In a recent simulation study by Duris et al. [20], a
strong taper is used for the rapid deceleration of elec-
trons, while phase shifters are used for the suppression
of synchrotron sidebands.

In that scheme, each phase shift is chosen such that
the total slippage in the drift section corresponds to a
phase of 2nπ with respect to the central wavelength, and
(2n′+1)π with respect to the sideband wavelength. Here
n and n′ are positive integers.

In our phase jump method, the total slippage in each
drift section corresponds to a phase of 2nπ− ψjump with
respect to the central wavelength. The phase shifts used
by Duris et al. can therefore be seen as a special case of
the phase jump method, where ψjump ≡ 0.

With ψjump ≡ 0, the phase shifters do not take part in
decelerating the particles. The deceleration relies solely
on undulator tapering. As a result, there is no out-of-
bucket regime. In general, energy can only be extracted
from particles which manage to stay within the rapidly
shrinking bucket.

In the simulation study by Duris et al., the value of
n ranges from 100 to 330. This means that the slippage
introduced by a phase-shifting chicane can be as large as
330 times the optical wavelength. If the chicane is not
isochronous, then the large dispersion can significantly
degrade the bunching and the trapping.

In our phase jump method, however, the requirement
on the isochronism of the chicane is far less stringent, as
the method does not rely on large slippage to suppress the
synchrotron sidebands. Instead, the method disrupts the
synchrotron oscillations by the microbunch deceleration
cycles.

In our time-dependent simulation, n is chosen to be
as small as possible, and is always less than 20. The
smallest possible value of n depends on the length of the
drift section and the energy of the electron beam.

Beyond this work, a possible subject of further study
is the combined use of taper and phase jumps, such that
both take part in decelerating the particles, and such that
the out-of-bucket regime can be exploited.

VII. CONCLUSION

In this article, we have examined the underlying mech-
anism of the phase jump method for enhancing the ef-
ficiency of an FEL. We have developed a new physics
model, and supported it with numerical simulations.

Our model expands beyond previous models by propos-
ing the microbunch deceleration cycle. The model also
sets out the selection criteria for the target phase in each
phase jump, eliminating the need to deduce the required
phase jumps from a pre-optimized undulator taper.

In addition, the model opens up the possibility to ex-
tract energy from particles outside the ponderomotive
bucket, as well as the possibility to suppress the growth
of synchrotron sidebands.

In our time-dependent simulation, the phase jump
method yields a lower optical pulse energy at the final
saturation than undulator tapering. Nonetheless, the
fraction of energy channelled to the sidebands is smaller
for the phase jump method than for the taper. As a
result, the two techniques yield almost identical spectral
power at the central wavelength near the final saturation.

If we define the FEL efficiency in terms of the spectral
power at the central wavelength, then the phase jump
method is just as efficient as the taper in this case.
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FEL OPERATION MODES OF THE MAX IV SHORT PULSE FACILITY
Alan Mak∗, Francesca Curbis, Sverker Werin, MAX IV Laboratory, Lund University, Sweden

Abstract
The Short Pulse Facility (SPF) of the MAX IV Labora-

tory in Lund, Sweden features the production of ultrashort,
incoherent x-ray pulses. It is driven by a 3-GeV linac and
comprises two 5-metre undulator modules. While the SPF
is designed for spontaneous radiation, we explore alternative
operation modes in which the SPF functions as a simple
free-electron laser (FEL). In this article, we characterize
two of them in time-dependent numerical simulations. We
perform a sensitivity study on the electron beam parameters
and examine the technique of single-step tapering.

INTRODUCTION
The MAX IV facility in Lund, Sweden includes a Short

Pulse Facility (SPF) [1] in addition to two storage rings.
Commissioning is in progress as of 2015.

The SPF is situated at the end of the 3-GeV injector (see
Fig. 1). It consists of two variable-gap, planar undulator mod-
ules, with a length of 5 metres each. The injector provides
short electron bunches, which enable the SPF to produce
incoherent x-ray pulses as short as 100 fs. From the same
injector, electrons are also extracted at 1.5 GeV and 3 GeV
for the top-up of the two storage rings (see Fig. 1).

In addition, the MAX IV facility was designed to enable
future expansion. Two x-ray FELs (shown in grey in Fig. 1)
can potentially be constructed as branch lines parallel to
the SPF. They are set out in the long-term strategic plan
of the laboratory [2]. In one of the branch lines, an extra
linac section is envisaged, so as to provide the FEL with an
electron energy of 5 – 6 GeV.

While the SPF is designed for spontaneous radiation, we
explore alternative operation modes which enable the obser-
vation of coherent gain as a result of self-amplified sponta-
neous emission (SASE). In these operation modes, the SPF
functions as a simple FEL, whereby the necessary techniques
for a full-fledged FEL can be developed and tested.

To lay the foundation for future experimental work, we
investigate two of such operation modes with the simulation
code GENESIS [3]. In the first case, we study the sensitiv-
ity of the radiation power to the electron beam parameters.
In the second case, we study the technique of single-step
tapering [4, 5].

THEORETICAL BACKGROUND
Saturation Length and Power

Many properties of a high-gain FEL are characterized by
the dimensionless Pierce parameter, which is defined as [6]

ρ =
1

2γ

(
I

IA

)1/3 (
λwK fB
2
√

2πσx

)2/3
. (1)

∗ alan.mak@maxlab.lu.se

Here γ is the electron beam energy normalized to the elec-
tron rest energy mec2. I is the peak current. IA = mec3/e =
17.045 kA is the Alfvén current. σx is the rms radius of the
electron beam. λw is the undulator period. K is the undula-
tor parameter. fB = J0(ξ) − J1(ξ) is the Bessel factor for
planar undulators, with ξ = K2/[2(K2 + 2)].

Using the Pierce parameter, the saturation length can be
estimated by the relation

Lsat ≈ λw
ρ
, (2)

and the saturation power by the relation

Psat ≈ ρPbeam, (3)

where Pbeam = γmec2I/e is the electron beam power [6].
According to these relations, Lsat decreases with ρ, while
Psat increases with ρ.

In the SPF, the total undulator length Lw is only 10 m. In
order to observe exponential power growth, it is preferable
to choose an operation mode with Lsat < Lw , so that the ex-
ponential growth regime will, in principle, occur completely
within the undulator line.

Single-Step Tapering
The purpose of single-step tapering is to enhance the

power, and hence the energy extraction efficiency, of an
FEL. It involves the use of two undulator segments with
different undulator parameters. While the parameter of the
first segment is K , the parameter of the second segment
is decreased to K − ∆K . A recent work by Li and Jia [5]
provides a theoretical estimate of the optimal ∆K , given by

∆K
K
= 2
√

2ρ
(
1 +

2
K2

)
. (4)

According to this relation, the optimal ∆K depends on the
Pierce parameter ρ.

OPERATION MODES
We study two selected operation modes of the SPF using

the simulation code GENESIS [3] in the time-dependent
mode. The main parameters are shown in Table 1.

In Table 1, the saturation length Lsat and saturation power
Psat are estimated by Eqs. (2) and (3). For case A, the param-
eters are chosen so that the estimated Lsat is slightly shorter
than the total undulator length Lw . For case B, the parame-
ters are chosen so that the estimated Lsat is within the first
of the two undulator modules.

In the simulations, there is a break section of 1 m between
the two 5-metre-long undulator modules. As in the real fa-
cility, no focusing elements are inserted to the break section.
The electron beam size in the SPF can be adjusted only by
changing the twiss parameters at the entrance.
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Figure 1: Schematic diagram of the SPF (in highlighted box) and its injector. Two potential FELs foreseen in the long-term
strategic plan of the laboratory are shown in grey.

Table 1: Main Parameters of the Two Operation Modes
Selected for the Simulation Studies

Parameter Case A Case B
Electron beam energy (GeV) 1.8 0.5
RMS bunch length (µm) 8 8
Peak current (kA) 2.5 2.5
Normalized emittance (µm rad) 0.4 0.4
Relative energy spread 1 × 10−4 1 × 10−4

Average β function (m) 13 11
Undulator period (mm) 15 15
Undulator parameter K 2.1 1.8
Radiation wavelength (nm) 2 20
Pierce parameter ρ 0.0017 0.0039
Estimated Lsat (m) 9 4
Estimated Psat (GW) 7.7 4.8

RESULTS AND DISCUSSIONS
General Results for Case A

The results of the GENESIS time-dependent simulation
for case A are summarized in Fig. 2.

Figure 2(a) shows the radiation power as a function of
the distance z along the undulator line. Within the first
undulator module (z ≤ 5 m), the radiation does not exhibit
any appreciable growth. Exponential growth occurs within
the second undulator module (z = 6 − 11 m). At the exit of
the undulator line (z = 11 m), the final power is 2.64 GW.
While the estimated saturation length is Lsat = 9 m, power
saturation is not seen within the total undulator length of
Lw = 10 m.

Figure 2(b) shows the evolution of the beam sizes along
the undulator line. The blue and red solid curves correspond
to the rms radius of the electron beam in the horizontal
and vertical planes, respectively. The green dotted curve
corresponds to the rms radius of the optical beam. At z =
3 − 5 m, the effect of optical guiding manifests itself in the
decrease in optical beam size. In the break section (z =
5 − 6 m), the increase in optical beam size is due to vacuum
diffraction. In the second undulator module (z = 6 − 11 m),
the exponential power growth [see Fig. 2(a)] causes strong
gain guiding, and hence a rapid decrease in optical beam
size. At around z = 10 m, the decrease slows down, and the
optical beam size approaches a turning point. This reflects

the weakening of gain guiding, which is an indication that
the radiation power is close to saturation.

Figure 2(c) shows the on-axis field amplitude as a function
of z. The field grows monotonically within the undulator
modules. In the break section (z = 5 − 6 m), there is a
small decrease in field amplitude, due to the increase in the
optical beam size [see Fig. 2(b)]. At around z = 10 m, the
growth in field amplitude begins to slow down, as the power
is approaching saturation.

Figure 2(d) shows the bunching factor as a function of
z. Here the bunching factor is defined as the absolute value
of 〈e−iψ〉, where the brackets denote the average over all
particles, and ψ is the particle phase in the ponderomotive
potential. The bunching factor grows with the field ampli-
tude [see Fig. 2(c)], and the growth also begins to slow down
at around z = 10 m. As the power is approaching satura-
tion, the microbunching is close to fully developed, and the
bunching factor reaches 0.35 at z = 11 m.

Sensitivity Study on Case A
The emittance, energy spread and peak current listed in Ta-

ble 1 are stringent requirements on the quality of the electron
beam. To quantify the effect of loosening these requirements,
we perform a sensitivity study on case A using GENESIS
time-dependent simulations. In particular, we probe the
reduction in final radiation power (at z = 11 m) upon vary-
ing the emittance, the energy spread and the peak current,
one at a time. The study is summarized in Table 2. The
results show that the radiation power is very sensitive to the
emittance and the peak current, and is fairly sensitive to the
energy spread.

Single-Step Tapering in Case B
Since the SPF is made up of two variable-gap undulator

modules, single-step tapering can be implemented by setting
the parameters of the first and the second modules to K and
K − ∆K , respectively. In case B, the estimated saturation
length Lsat = 4 m is within the first module. By applying a
single-step taper, we aim to observe post-saturation power
growth in the second module.

The first module is fixed at K = 1.8. In GENESIS time-
dependent simulations, we vary ∆K and probe the final ra-
diation power at the exit of the second module (z = 11 m).
The results are summarized in Fig. 3.
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Figure 2: Simulation results for case A. The following quantities are plotted as functions of the distance z along the undulator
line: (a) the radiation power; (b) the rms radii of the electron beam (solid curves) and the optical beam (dotted curve); (c)
the field amplitude on axis; (d) the bunching factor.

Table 2: Results of the Sensitivity Study on Case A

Normalized emit- Final power Percentage
tance (µm rad) (GW) power decrease

0.4 2.64 -
0.6 0.70 73.6%
0.8 0.13 95.0%

Relative energy Final power Percentage
spread (GW) power decrease

1 × 10−4 2.64 -
3 × 10−4 1.82 31.3%
5 × 10−4 1.06 59.9%

Peak current Final power Percentage
(kA) (GW) power decrease
2.5 2.64 -
1.8 0.74 72.1%
1.2 0.09 96.7%

Without any tapering (∆K/K = 0), the final power is 2.58
GW. With single-step tapering, the final power is maximized
at ∆K/K = 1.4%. The maximized final power is 3.51 GW,
which is 36% higher than the final power in the no-taper
scenario. In comparison, the theoretical estimate of the
optimal ∆K/K , given by Eq. (4), is 1.8%.

In Fig. 4, we compare the evolution of various quantities
in the simulations of the optimized taper (∆K/K = 1.4%)
and no taper (∆K/K = 0).

As seen in Figure 4(a), the radiation power grows expo-
nentially between z = 3 m and 5 m. Saturation is reached at
the end of the first undulator module (z = 5 m), which is a
little further than the estimated 4 m. The saturation power is
2.58 GW, which is lower than the estimated 4.8 GW. Without
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Figure 3: Simulation results for single-step tapering in case
B. The final radiation power at the exit of the undulator line
is plotted as a function of the step size ∆K/K .

tapering, the power remains at the same level subsequently.
With the optimized single-step taper, the power continues
to grow after the 1-metre break section, and reaches final
saturation at around z = 7 m in the second module.

In Figure 4(b), the decrease in optical beam size between
z = 3 m and 5 m matches the regime of the exponential
power growth, due to gain guiding. After the exponential
regime, the optical beam size increases again, due to the
absence of gain guiding.

In Figure 4(c), the on-axis field amplitude reaches its
maximum at z = 5 m. Beyond the power saturation, the
curve for optimized taper shows an additional bump at z =
6 − 8 m over the curve for no taper.

In Figure 4(d), the bunching factor also reaches its maxi-
mum at z = 5 m. Beyond the power saturation, the optimized
taper yields a smaller bunching factor than in the case of
no taper. This can be attributed to the detrapping of parti-
cles during the deceleration of the ponderomotive bucket in
phase space.
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Figure 4: Simulation results for optimized taper (∆K/K = 1.4%) and no taper (∆K/K = 0) in case B. The following
quantities are plotted as functions of z: (a) the radiation power; (b) the rms radius of the optical beam; (c) the field amplitude
on axis; (d) the bunching factor.
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Figure 5: Simulation results for the optimized taper
(∆K/K = 1.4%) in case B. (a) Radiation power of different
slices within the electron bunch. (b) The longitudinal profile
of the electron bunch.

Radiation Properties of Case B
As the simulations are performed in the time-dependent

mode, we can also compare the radiation power at different
slices within the electron bunch. This comparison is made
in Fig. 5(a) for the case of optimized taper (∆K/K = 1.4%).
The colour scale shows the radiaion power. The vertical axis
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Figure 6: Spectral intensity spectra for optimized taper
(∆K/K = 1.4%) and no taper (∆K/K = 0) at z = 5 m,
8 m and 11 m.

shows the distance z along the undulator line. The horizontal
axis shows the longitudinal position t within the electron
bunch, normalized to the rms bunch length σt . Meanwhile,
the longitudinal profile of the electron bunch is shown in
Fig. 5(b).
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Paper V

From Fig. 5(a), we see that the radiation is the most intense
in the second undulator module (z = 6−11 m). Furthermore,
it is the central part of the electron bunch (−σt ≤ t ≤ 2σt )
that contributes significantly to the average radiation power
shown in Figure 4(a). Towards the head and the tail of the
bunch, the contribution is much smaller.

In Fig. 6, we compare the spectral intensity distributions
for the scenarios of optimized taper (∆K/K = 1.4%) and no
taper (∆K/K = 0). At z = 5 m, the radiation power has just
reached saturation, there is very little difference in the two
spectral intensity distributions.

Beyond the saturation point, the single-step taper sustains
the radiation at the central wavelength, and the central spike
is still seen in the spectral intensity distribution at z = 8
m and 11 m (see Fig. 6). But in the no-taper scenario, the
original resonant condition is no longer maintained after
the saturation point. As a result, the radiation power shifts
towards longer wavelength in the spectral intensity distribu-
tions for z = 8 m and 11 m (see Fig. 6).

Another observation in the spectral intensity distribution
is the growth of sidebands (see Fig. 6). For the optimized
taper, at z = 11 m, sidebands are seen around ∆λ/λ = 0.018
and −0.014. The sideband at ∆λ/λ = 0.005 even surpasses
the central spike in intensity. The growth of the sidebands
can be attributed to synchrotron oscillations [7].

CONCLUSION AND OUTLOOK
In this article, we have discussed two operation modes of

the SPF, referred to as case A and case B. With the use of
time-dependent simulations in GENESIS, we have demon-
strated that these operation modes lead to exponential power
growth within the length of the undulator line. In these
operation modes, the SPF functions as a simple FEL.

In case A, we have performed a sensitivity study, quanti-
fying the effect on the radiation power after loosening the
requirements on the quality of the electron beam.

In case B, we have applied the technique of single-step
tapering, and compared the optimal step size∆K/K obtained
in our simulations to that given by theoretical estimation in
Li and Jia [5]. With the simulation results, we have examined
the radiation properties, which include the evolution of the
spectral intensity distribution along the undulator line.

Beyond this article, we envision to test the two FEL oper-
ation modes experimentally at the SPF. The experience of
operating the SPF as a simple FEL shall provide insight into
the laboratory’s future development of a full-fledged FEL.
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