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Frequency Dependence of Speckle in Continuous-Wave Ultrasound with Implications for Blood Perfusion Measurements

Tomas Jansson, Rytis Jurkonis, T. Douglas Mast, Member, IEEE, Hans W. Persson, Member, IEEE, and Kjell Lindström, Member, IEEE

Abstract—Speckle in continuous wave (CW) Doppler has previously been found to cause large variations in detected Doppler power in blood perfusion measurements, where a large number of blood vessels are present in the sample volume. This artifact can be suppressed by using a number of simultaneously transmitted frequencies and averaging the detected signals. To optimize the strategy, statistical properties of speckle in CW ultrasound need to be known. This paper presents analysis of the frequency separation necessary to obtain independent values of the received power for CW ultrasound using a simplified mathematical model for insonation of a static, lossless, statistically homogeneous, weakly scattering medium. Specifically, the autocovariance function for received power is derived, which functionally is the square of the (deterministic) autocorrelation function of the effective sample volumes produced by the transducer pair for varying frequencies, at least if a delta correlated medium is assumed. A marginal broadening of the modeled autocovariance functions is expected for insonation of blood. The theory is applicable to any transducer aperture, but has been experimentally verified here with 5-MHz, 6.35-mm circular transducers using an agar phantom containing small, randomly dispersed glass particles. A similar experimental verification of a transducer used in multiple-frequency blood perfusion measurements shows that the model proposed in this paper is plausible for explaining the decorrelation between different channels in such a measurement.

I. INTRODUCTION

CW DOPPLER ultrasound can be used to estimate local blood perfusion changes as one of several methods (e.g., laser Doppler [1], plethysmography [2], and various ultrasound-based methods [3]–[6]).

The first moment of the Doppler power spectrum (i.e., the spectrum obtained after mixing the received and transmitted signals, followed by low-pass filtering) is, under certain conditions, a measure of "true" (capillary) perfusion [7]–[9]. The first moment can be interpreted as the mean velocity times the total power of the spectrum [10]. An estimate of this quantity can be obtained by applying a linear filter with amplitude function $A(f) = \sqrt{f}$ to the mixed and low-pass filtered signal, followed by squaring and temporal averaging. This is identical to the processing employed in laser Doppler instruments [6], [11], [12]. As this is the only filter used (i.e., no wall filter is present), the method is vulnerable to movement artifacts just as laser Doppler measurements. This problem can be reduced by rigid mounting of the Doppler probe onto the skin. The effect of muscle tosus [13] has not yet been investigated but appears to be small for the regions of interest, as the signal remains low during periods of occlusion.

As the scattered power is not proportional to the number of red blood cells, only relative changes in perfusion can be observed using this technique. Further, two perfusion values obtained at different locations are not directly comparable as two different vascular situations have been investigated, but perfusion changes over time can be tracked (assuming no other changes in hemodynamic characteristics known to affect the scattered signal intensity during this time [44]). Examples include detection of decreased perfusion in an index finger after the subject smoked one cigarette [9] and reactive hyperaemia [8]. Thus, potential application areas of the technique are studies of perfusion changes in extremities and parenchymal organs in clinical practice or experimental settings after stress provocations or delivery of (vasoactive) drugs.

For long observation times, it has been noted that the perfusion signal fluctuates significantly [12]. Because entirely different values were obtained by shifting the transmitted frequency only slightly (50 kHz or about 5% of the transmitted frequency), it was assumed that these variations did not reflect true perfusion changes but were a result of interference, i.e., speckle. This was also verified in a later study [14].

To reduce variability over time, several averaging strategies are possible, namely spatial (multiple sample volumes, multiple transducers), temporal (averaging of the signal over time), and frequency domain (multiple transmit frequencies, each used for detection in separate channels). The two former techniques obviously decrease either spatial or temporal resolution. The multi-frequency method was suggested and analyzed by Eriksson et al. [15]. Four
simultaneously transmitted frequencies all gave different perfusion estimates; the mean was more stable over time. The four frequencies, spaced in 50-kHz increments around 10 MHz, were chosen heuristically by noting a periodicity in the frequency response at the receiver when the transducer was applied to the calf of the subject.

Properties of speckle have been extensively studied for ultrasound imaging [16]-[18]. The speckle can be reduced either by changing the position of the aperture [19], [20] or by altering the transmitted frequency [21], similar to the proposed multi-frequency technique described previously (frequency compounding). The latter strategy was adapted from optics where multicolor processing was used for decreasing speckle noise contrast in laser images. The frequency separations necessary to achieve uncorrelated images to be superimposed was first analyzed by George and Jain [22]-[24]. Although a similar problem, the properties of speckle in the CW ultrasound case seem not to have been investigated. This is presumably because CW ultrasound is generally used in Doppler measurements on larger vessels, and Doppler speckle does not obscure the diagnostic information to the same degree as speckle in ultrasound imaging. The term “Doppler speckle” often refers to noise within a sonogram (spectrogram), even though this noise is mainly a result of the large variance produced by the fast Fourier transform (FFT) estimator [25]. Here, “Doppler speckle” refers to observed variations of the total power of the Doppler spectrum when a collection of randomly ordered vessels are probed and the transmit frequency is altered [14]. Fluctuations in estimated perfusion, caused by such variations of the Doppler spectrum, are the motivation of the present investigation.

The aim of this investigation is to provide a basic understanding of the speckle phenomenon observed in multi-frequency blood perfusion measurements and, specifically, to suggest a method to choose the frequencies properly in a multi-frequency system for a given transducer configuration. However, as a starting point, the analysis will be limited to the static case: statistical properties of the received power from a random inhomogeneous medium containing independent scattering objects, insonated with CW ultrasound, will be investigated. Specifically, an expression will be derived for the autocovariance function \( C_p(f_0, f_1) \) of the power in the received signal, which will also be verified experimentally. The validity of this model for a moving medium such as blood, or in other words, to explain variations in the Doppler signal described previously, will also be discussed.

II. THEORY

Speckle is an interference phenomenon and is the result of the coherent summation of a large number of scattered waves with random phase over the transducer face. The situation investigated here is described by a transmitter emitting CW ultrasound and a receiver, angled relative to the transmitter, so that a sample volume is formed from which echoes are received. To analyze the speckle effect for this configuration, the sample volume is considered to contain small (i.e., much smaller than a wavelength), weakly scattering, randomly dispersed particles. Because the sample volume extends for many wavelengths, the phase of the returning echoes will be uniformly distributed on the interval \([0, 2\pi]\).

An inhomogeneous medium, such as one with randomly dispersed particles, can be treated as a continuous fluid with compressibility and density variations \( \gamma_c \) and \( \gamma_d \) defined as:

\[
\gamma_c = \frac{k_c - k_0}{k_0}, \quad \gamma_d = \frac{\rho - \rho_0}{\rho_0}
\]

where the local compressibility is \( \kappa_c \), and the local density is \( \rho \). The ambient quantities are denoted \( \kappa_0 \) and \( \rho_0 \), respectively. Assuming that these variations are sufficiently small for the Born approximation to hold, the scattered pressure \( p_s \) at a location \( r \) for the CW case can be written:

\[
p_s(r) = \iiint_{V_0} \left\{ \gamma_c(r_0)k^2p_T(r_0)g(r - r_0) + \nabla_0 \cdot \left[ \gamma_d(r_0)\nabla_0p_T(r_0) \right] g(r - r_0) \right\} d^3r_0.
\]

Here, \( k \) denotes the wave number, \( p_T \) is the pressure generated by the transmitter at the point \( r_0 \), and \( g \) is the Green’s function for an unbounded medium:

\[
g(r) = \frac{e^{-ik|r|}}{4\pi|r|}.
\]

The vectors employed in (1) are drawn schematically in Fig. 1.
For a transducer set in an infinite baffle, the emitted pressure \( p_T \) can be written:

\[
p_T(r_0) = C_0 \int_{A_T} g(r_0 - r_T) \, d^2 r_T \tag{2}
\]

where \( C_0 \) is a constant (assuming that the transducer surface is rigid), and \( A_T \) is the active surface of the transducer.

Substituting (2) into (1), integrating by parts, and making use of Green's theorem yields the following expression for the scattered pressure:

\[
p_s(r) = C_1 \int_{V_0} \int_{V_0} g(r - r_0)(\gamma + \mathbf{1} \cdot \mathbf{0}) I_T(r_0) \, d^3 r_0. \tag{3}
\]

In (3), \( I_T \) is the integral from (2), and the constant \( C_0 \) is incorporated into \( C_1 \). This expression has employed the approximations \( |r_0 - r_T| \approx |r_0| - |r| \), \( I_T(r_0) \approx I_T(r_0) \), and \( I_T(r_0) \approx I_T(r_0) \), so that the autocorrelation function of the inhomogeneity can be written:

\[
B_s(r_0 - r_1) = \langle \gamma(r_0) \gamma^*(r_1) \rangle.
\]

Now, if the structure of the medium is such that the correlation length of the medium is small compared with the wavelength (as if it contains small, randomly and sparsely dispersed particles), \( B_s \) can be set equal to the Dirac delta function [28]. Then, the autocorrelation function becomes:

\[
R(f_0, f_1) = C_3 \int_{V_0} \int_{V_0} \Lambda(f_0, r_0) \Lambda^*(f_1, r_1) \, d^3 r_0 \, d^3 r_1. \tag{6}
\]

This is a general result from statistics, this expected value of a product of four random variables can be expanded as:

\[
R_p(f_0, f_1) = \langle N(f_0) N(f_1) N^*(f_0) N^*(f_1) \rangle. \tag{8}
\]

Using a general result from statistics, this expected value of a product of four random variables can be expanded as:

\[
R_p(f_0, f_1) = \langle N(f_0) N^*(f_0) \rangle \cdot \langle N(f_1) N^*(f_1) \rangle + \langle N(f_0) N^*(f_1) \rangle \cdot \langle N(f_1) N^*(f_0) \rangle, \tag{9}
\]

as outlined in [23]. The second term is equivalent to \( |R(f_0, f_1)|^2 \), and the received power autocorrelation can be written as:

\[
R_p(f_0, f_1) = \langle P(f_0) \rangle \cdot \langle P(f_1) \rangle + |R(f_0, f_1)|^2. \tag{10}
\]
By definition [27], the autocovariance of the received power, $C_P(f_0, f_i)$ is then:

$$C_P(f_0, f_i) = |R(f_0, f_i)|^2.$$  \(11\)

Any frequency dependence of the transducers (such as included in $C_2$) will cancel if $C_P$ is normalized to obtain the correlation coefficient [27]:

$$\tau = \frac{C_P}{\sqrt{\sigma_{f_0}^2 \sigma_{f_i}^2}}$$  \(12\)

where $\sigma_{f_i}^2$ is the variance of the power obtained at $f_i$, $i = 0$ or 1.

Notable is that the covariance function is dependent not only on the difference of the frequencies, but also on their absolute values.

The emitter and detector integrals, $I_T$ and $I_R$, respectively, were evaluated for these experiments using the impulse response method. The time domain solution for the integral in (2) has been shown by Oberhettinger [29] to be the aperture impulse response for the velocity potential at the field point $r$. For a circular aperture, the impulse response can be calculated analytically using the so-called equidistant line method [30] for the three common types of boundary conditions [31], [32]. In the theory developed previously, an infinite rigid baffle was assumed, which was employed in these calculations. Strictly, this is not the case in the experimental situation, but the choice of boundary condition is not critical for a transducer with a diameter extending over many wavelengths and in the region where $\Lambda(f_r)$ is significant [33]. The pressure at the field point is then obtained by evaluating the Fourier transform of the impulse response (34).

To calculate the beam function $\Lambda(f, r)$, it is necessary that the two transducers share the same coordinate system. Consider a single transducer placed in a Cartesian coordinate system with the transducer face in the $xy$-plane and the acoustic axis being aligned with the $z$-axis. For a two-transducer setup similar to the one in Fig. 2, the common coordinate system $(x', y', z')$ is found via the transformation

$$\begin{bmatrix} x' \\ y' \\ z' \end{bmatrix} = \begin{bmatrix} \theta & 90 & 90 - \theta \\ 90 & 0 & 90 \\ 90 + \theta & 90 & \theta \end{bmatrix} \begin{bmatrix} x - x_0 \\ y - y_0 \\ z - z_0 \end{bmatrix}$$  \(13\)

where

$$\begin{bmatrix} x_0 \\ y_0 \\ z_0 \end{bmatrix} = \begin{bmatrix} R \sin \theta \\ 0 \\ R(1 - \cos \theta) \end{bmatrix}$$  \(14\)

is the point of the aperture center when the beams intersect with an angle $2\theta$ on the $z$-axis at distance $R$, as defined in Fig. 2.

III. MATERIALS AND METHODS

For experimental verification of the theory, an agar phantom was produced that fulfilled the requirements stated previously, i.e., it contained small, randomly dispersed scattering objects. The phantom had a cylindrical shape with a diameter of 34 mm and a length of 120 mm. The phantom was molded to a holder that fit a stepper motor fixture, allowing uncorrelated measurements at different angles and cross sections.

The procedure for manufacturing the phantom is described elsewhere [35]. For these experiments, 4 g of glass spheres with mean diameter of 93 $\mu$m (type A2429 glass, Potters Industries, Valley Forge, PA) were added per liter agar solution to serve as scattering sources, corresponding to a number density of 5.37 spheres/mm$^3$. However, here, sodium benzoate was used for preservation instead of formaldehyde. The phantom was checked for flaws and uniform sphere distribution using a commercial ultrasound scanner equipped with a broadband 5- to 12-MHz probe.

Two circular 5-MHz transducers were used to verify the theoretical calculations just described. The transducers were manufactured in-house and had a physical diameter of 6.35 mm. They were fitted in a specially designed holder so that their acoustic axes could be angled 30°, 45°, and 60° to each other. To check for non-uniformities in the produced fields, a 0.2-mm hydrophone (Precision Acoustics, Dorchester, UK) was used to scan the transducers in a plane parallel to the transducer face (distance = 1 mm) and in a plane including the acoustic axis. The measured areas were 8 mm $\times$ 8 mm (0.1-mm steps) and 9 mm $\times$ 40 mm (0.2-mm steps), respectively.

From these measurements, the effective radiating diameter was calculated by noting the distance to the boundary between the Fresnel and Fraunhofer regions (theoretically found at $a^2/\lambda$, where $a$ is the transducer radius and $\lambda$ is
the wavelength). This was found by fitting a fourth-order polynomial to the measured amplitude along the acoustic axis from the point of the last minimum, extending into the far field, and finding the maximum of the polynomial. The effective diameter was then used in the theoretical calculations of the beams that were then used in the autocovariance function.

Four different transducer configurations, denoted subsequently as (a)–(d), were analyzed both theoretically and experimentally. Configurations (a)–(c) had angles of 30°, 45°, and 60° between the acoustic axes \( \theta = 15, 22.5, 30 \) in Fig. 2. The beams intersected 30 mm from the transducer faces \( R = 30 \text{ mm} \) in Fig. 2, which was approximately 7 to 8 mm beyond the boundary between the Fresnel and Fraunhofer regions in water for these particular transducers. In configuration (d), the angle between the acoustic axes was 60°, but the beams intersected only 12 mm from the transducer faces; this was done to investigate whether the theory would hold also in the nearfield case.

The sample volumes produced by the transducer pair were measured in a plane including the acoustic axes of the transducers. This was achieved by emitting a 4.9-MHz, 50-cycle, 8-V peak-to-peak burst on the emitter, moving a steel tip in the field, and detecting the amplitude on the receiver (the burst mode was employed to avoid any standing waves between the emitter and the tip or its holder). The tip was made from a 2-mm diameter steel rod, tapered so that the end of the rod had a flat, round surface of 0.2-mm diameter. For each transducer configuration (i.e., for the different angles and the nearfield case), these measurements were compared with the theoretical sample volume \( S(f, r) \) evaluated in the measured plane.

The phantom to be scanned was mounted in a stepping motor fixture that allowed the phantom to be rotated and translated vertically. The movements of the phantom were controlled using the same software as for data collection (LabView, National Instruments, Austin, TX). The phantom was scanned in a water tank where the walls had been covered with a sound-absorbing material. The material was a rubber-based, in-house prepared material with a documented reflection coefficient of <0.01.

For the experiments, a continuous 5-V peak-to-peak voltage was applied to the transducer acting as a transmitter. The frequency synthesizer (Hewlett Packard HP3325A, Andover, MA) was controlled via GPIB from a standard personal computer so that the frequency could be altered automatically. The receiving transducer was connected via an amplifier with 40-dB gain over 0.5 to 20 MHz (Panametrics 5676, Waltham, MA) to an ac-coupled digitizing oscilloscope (Tektronix TDS 360, Wilsonville, OR). A time window corresponding to roughly five wavelengths was transferred via GPIB to the computer, where the amplitude of the acquired waveform was determined.

To find the translations of the phantom necessary to obtain uncorrelated intensities, initial experiments were performed using a single frequency (4.9 MHz), and the covariance function for received power versus translated angle and distance was calculated using setup (c). The resulting correlation functions were found to approach 0 after 4° and 2.8 mm, respectively. Based on this, measurements were made at 6° rotational increments and 5-mm vertical translations to ensure uncorrelated measurements, which meant that a total of 300 independent positions was measured.

For each position, amplitude values were collected around the center frequency of the transducers (4.85 MHz), starting from 4.7 to 5.0 MHz with 5-kHz increments.

The correlation function for power was finally calculated from the square of the measured amplitude values using standard routines in MATLAB (The MathWorks, Natick, MA).

The beam functions \( A(f, r) \) were calculated in a rectangular volume of dimensions \( 8 \times 8 \times 20 \text{ mm} \), centered on the intersection of the acoustic axes of the transducers, with 0.25-mm steps. The impulse responses were calculated using a sampling rate of 256 MHz.

IV. RESULTS

To compare the theory with experimental results, it was necessary to verify that the transducers produced symmetric fields with minimal or no drop out on the active surface. The hydrophone scan of the plane parallel to the transducer face in Fig. 3 (left panels) reveals that the soldering point on the silver surface of the piezo-ceramic is noticeable, as has been seen in nearfield measurements such as this [36]. A scan of the plane aligned with the arrows in Fig. 3 shows, however, that this has little effect on the overall beam pattern (Fig. 3; right panels). The spot producing higher intensity on transducer two can be seen to cause a somewhat asymmetrical beam in the far field.

A comparison between theoretical and measured sample volumes in the plane, including the acoustic axes of the transducers, are shown in Fig. 4. The asymmetry of the beams, noted previously, causes the experimental sample volumes not to match the theoretical volumes perfectly.

The theoretical normalized covariance functions for the sample volumes corresponding to the four investigated transducer configurations are shown in Fig. 5 to 8. Basically, these are the results from evaluating (12) with the geometries given as in configurations (a) to (d). Note that the diameter of the transducer used in the calculations is not the physical diameter, but rather the effective radiating diameter as determined from the measured distance to the boundary between the Fresnel and Fraunhofer regions.

The experimental results are shown in the same figures as dashed lines. The correlation coefficient was calculated for each vertical translation (i.e., a group of 60 measurements). The average of the resulting five functions and the standard deviation divided by \( \sqrt{5} \) are plotted in Fig. 5 to 8. Normalization of the covariance function using (12) cancels any variations caused by bandwidth limitations of the transducers or to increased scattering from small particles at higher frequencies. The only limiting factor is that the
measurements should be made within the bandwidth of the transducers so that the signal-to-noise ratio (SNR) remains reasonably high. It is interesting to note that SNR values of the speckle, defined as the mean amplitude divided by the standard deviation, are 1.938, 1.956, 1.954, and 1.901 for the four measurements, compared with the number 1.913 predicted for uncorrelated speckle by other investigators [16], [17].

V. DISCUSSION

The present model, based on the autocorrelation of the beam function, appears to predict the frequency separation necessary for uncorrelated speckle adequately. Deviations between the modeled and experimental decorrelation results are most likely caused by discrepancies between the experimental and theoretical sample volumes (Fig. 4), an issue that will be discussed subsequently.
Attenuation is not included in the model, but could easily be included in the beam functions, either by noting the mean distance to the transducer face from each field point or by introducing a complex wave number. However, as the attenuation of the agar medium is rather low (0.032 f10.64 dB/cm; [35]), this is believed to be a minor effect here (Fig. 4). In any case, the effect of attenuation would probably be to broaden the covariance function (see subsequent discussion).

The SNR of the speckle was found to be somewhat higher than that expected for fully developed, uncorrelated speckle, suggesting that a somewhat different form of speckle may be encountered here. This effect could, however, be a result of the limited SNR of the measurement in itself, which was about 60, taken as the mean square detected amplitude divided by the mean square noise amplitude.

Another explanation for the measured speckle SNR could be the particle size. The mean diameter of the glass spheres was stated to be 93 μm, but 10% of the glass spheres had a diameter exceeding 138 μm (based on the manufacturer’s specifications). This radius is sufficiently large (ka = 1.4 for a = 69 μm) that some of the spheres clearly failed to meet the Rayleigh scattering criterion ka << 1 [37]. A consequence of larger particles in the sample volume is an increase of the SNR [38]. As for the influence of particle size on the covariance function, larger particles would also be expected to have a broadening effect [Eq. (6)].

The number of spheres (/mm³) corresponds to an average number of 63, 45, 37, and 200 spheres within the 6 dB limits of the sample volumes in the four cases (a) to (d). As few as 10 scatterers per resolution cell, however, have been shown sufficient to produce developed speckle [38], [39].

Another consequence of the relatively large glass spheres is that the angular dependence of the scattered
field is no longer constant as a function of frequency. This means that as the scattering angle is larger in the part of the sample volume close to the transducer and smaller in the part farther away, the scattering phase and amplitude will change differently in these regions when the frequency is altered. Consequently, this is a factor that would tend to make the decorrelation faster. However, the angle differences are small (approximately 6° at the -6 dB limits of the sample volume for cases (a) to (c) and approximately 24° for case (d)). The frequency range for significant covariance functions is also small (approximately 150 kHz). To assess the effect of finite scatterer size on the present results, the scattered field for a single glass sphere (90-µm diameter) was computed using physical parameters provided by the manufacturer [35], an exact series solution [40], and a small scatterer approximation [26, Eq. (8.2.19)].

The difference between the exact and the approximate solution was found to be relatively large at 4.7 MHz, but this difference only affects the interpretation of the exact size and position of the glass sphere, as the sphere is stationary. The only differences significant to the covariance function are relative changes in the frequency dependence of the computed phase and amplitude over the angles encountered in the different sample volumes.

A comparison indicates that the computed approximate amplitude increases about 3% more than the exact solution over the scattering angles 102° to 126° (case (d)) when the frequency is increased 150 kHz from 4.7 MHz. The phase increases less than 0.1° more. In cases (a) through (c), the corresponding numbers are less than 0.7%, and less than 0.01° for the scattering angles in those cases. Thus, it appears that any effect on the measured covariance functions arising from non-ideal characteristics of the glass spheres is very small. The coarseness of the spatial and temporal discretization in calculating the beam functions has a very small effect on the resulting covariance function, as long as a sufficient number of points is included. Covariance functions calculated with 0.5-mm steps differ <0.02% (maximum at any point) from those presented here (using 0.25-mm steps between field points). A similar result was obtained for a 25% coarser temporal discretization when calculating the impulse responses. A random spatial grid, with 0.4-mm mean distance between points, changed the covariance functions <0.4%.

From the results of the decorrelation for angular and vertical translation, it is interesting to note that the criterion of one-half aperture length for decorrelated speckle, as predicted by other investigators, holds also in this CW case (the transducer radius, 2.7 mm, corresponds to approximately 5° at a 30-mm distance).

After this discussion of the results, how can an intuitive understanding of the significance of the covariance function be provided? Clearly, the covariance function is directly dependent on the size and form of the sample volume, as the beams at two frequencies are integrated over space (7). Therefore, it seems reasonable to assume that the frequency shift needed to decouple the intensity is associated with the difference in path length from various parts of the sample volume. When the transmitted frequency is altered, the number of wavelengths that fit into a ray from a point on the emitter, via the scattering object, and back to the receiver, will change. For one frequency, waves traveling along two different rays may be in phase. For a large enough frequency shift, they may be out of phase and cancel each other. Presumably, this first occurs where the pathlengths are the longest (i.e., at the edges of the sample volume). Also, from this, it can be seen that a large sample volume needs a relatively smaller frequency shift for this to occur.

A more formal way of examining the effect of sample volume size is to consider a wavespace formulation of the autocorrelation function (7). Under the assumption of a statistically homogeneous medium, the convolution theorem allows (6) to be rewritten in the form:

$$R(f_0, f_1) = C_0 \int \hat{\Lambda}(f_0, k) \hat{\Lambda}^*(f_1, k) \hat{B}_\gamma(k) \, d^3 k$$  \hspace{1cm} (15)$$

where a beam function $\hat{\Lambda}$ denotes the three-dimensional Fourier transform of the real-space sensitivity function $\Lambda$ and $\hat{B}_\gamma(k)$ is the power spectrum of the medium variations $\gamma$. If the medium variations are nearly constant over the spatial-frequency range, where the wavespace beam functions $\hat{\Lambda}$ are significant, then (15) can be approximated as:

$$R(f_0, f_1) \approx C_0 \hat{B}_\gamma \left( \frac{\pi (f_0 + f_1)}{c} (i - o) \right) \int \hat{\Lambda}(f_0, k) \hat{\Lambda}^*(f_1, k) \, d^3 k,$$  \hspace{1cm} (16)$$

which is a wavespace analog of (8). Because wide coverage in real space corresponds to narrow beam functions in wavespace, the assumption that $\hat{B}_\gamma$ is constant (or similarly, the assumption that the medium autocorrelation function $B_\gamma(r_0 - r_1)$ is a Dirac delta function) leads to better approximations when the sample volume is large [41].

Also, because the central wavespace location of each beam function depends directly on the frequency employed, the wavespace autocorrelation function (16) provides another explanation for the decorrelation that occurs with small frequency shifts and large sample volumes. For narrowly concentrated wavespace beam functions, a small frequency shift can result in a wide relative separation, so that the autocorrelation function defined by (16) becomes increasingly narrow for larger sample volumes. For the limiting case of an infinite sample volume (a "one-transducer" CW-Doppler system, which could be made using a very high dynamic range in the receiving stage), the corresponding wavespace beam function would be the narrowest [41], and, consequently, only a small frequency shift would be needed to decouple the intensity of the detected signal.

In summary, a simple explanation of the phenomenon may be that the effective size and proportions of the sample volume are the determinants of the frequency shift.
needed for decorrelation—the longer the path differences in the sample volume, the smaller the frequency shift.

From the results in this study, one can also see a relationship between sample volume size and the frequency needed for decorrelation. For instance, consider the sample volume of case (c). The main peak of the sample volume is about 3 mm in the range direction (6-dB limit). Therefore, the two-way path difference is roughly 6 mm for rays via the front and back of the sample volume, respectively. For a 180° phase shift over this distance, a “wavelength” of 12 mm is needed, which, in water, corresponds to a frequency (or frequency increase) of 125 kHz. This is consistent with the findings in the experimental and theoretical study (Fig. 7). As the angle between the transducers decreases, and thereby the sample volume lengths (Fig. 5 to 8), the covariance function becomes increasingly narrow, consistent with the reasoning presented previously.

The purpose of setup (d) was to determine whether the theory is also applicable for nearfield configurations. Based on Fig. 8, one may be led to believe that this is not the case. However, this is probably an effect of the discrepancy of the experimental sample volume relative to the theory (Fig. 4). The reason for the relationships not to hold in the nearfield is the angular dependence of scattering caused by density variations. However, Ueda and Ichikawa [42] have found that this effect is only appreciable as close to the transducer as one radius of the transducer, for a density contrast of 2.7 in their case. In the experiments presented here, the density contrast is 2.489/1.015 ≈ 2.5 [35]. When considering that the closest part of the sample volume is some 8 mm from the transducer face, the theory would presumably be valid in this case and probably also as close to the transducer as it is practically possible to form a sample volume. When applying these results to blood perfusion measurements, the density contrast would be for blood cells to surrounding plasma, where this ratio is, of course, much smaller.

The theoretical model presented in this study holds for a medium containing small, weak scattering, randomly dispersed particles. The experiments also show that there is still adequate agreement even if the particles pass the limit to be considered small and have a high compressibility/density contrast. For blood, which is the medium in which this model has its application area, conditions are reversed. Red blood cells are indeed small and weak scattering, but not necessarily randomly dispersed. In fact, blood cells are very densely packed and, therefore, give rise to both coherent and incoherent scattering [43]. The blood cells can, therefore, be said to be neither uncorrelated nor perfectly uncorrelated. Thus, the assumption of \( B_r \), as a Dirac delta function may not hold for blood, and the result will be a broadened covariance function. The size of this effect needs to be further investigated, but can be expected to be small when the correlation length of the medium is small compared with the spread of the beam product \( \Lambda(f_0, f_0) \Lambda^*(f_1, f_1) \). This assumption is most likely to hold for blood, even under varying flow conditions [44], [45].

The question remains whether these results can be applicable to moving blood or, more specifically, to determine uncorrelated frequencies in a multi-frequency system for blood perfusion estimation. In the study by Eriksson et al. [15], the perfusion value was estimated as the first moment of the Doppler power spectrum, as obtained after demodulation and low-pass filtering (the power is the same as the power described by the covariance functions). If one considers a large number of blood vessels in the sample volume, instead of a large number of stationary scatterers, it seems plausible that Doppler signals would interfere in the same way as those from stationary scatterers. In other words, the assumption would then be that the scatterers producing the Doppler shifts \( \Delta f \) using transmit frequency \( f_0 \) would produce (nearly) the same Doppler shift at transmit frequency \( f_1 \), but with uncorrelated amplitude (power), provided that the transmit frequencies are chosen in this manner. Naturally, this also assumes that the Doppler shifts are small compared with the width of the covariance function.

The experiment reported in [15] does support the assumption that the frequencies chosen there were uncorrelated, at least for those vessels under investigation. The detected Doppler shifts did not extend beyond 200 Hz (limited by a filter), so the condition of small Doppler shift was also fulfilled. One should, however, avoid jumping to conclusions. A measurement on the glass sphere phantom as described previously, with the same transducer used in the experiments described by Eriksson et al., shows that a frequency separation of nearly 150 kHz is necessary for uncorrelated intensities.

This may be compared with the 50-kHz separation found heuristically by those investigators, which apparently resulted in uncorrelated perfusion values between channels. However, one needs to consider how the Doppler signal was obtained in that case: by mixing the received signal with the transmitted and thus obtaining only the in-phase component of the Doppler signal. Preliminary results show that the covariance function for the squared amplitude of the phasor of the Doppler signal (i.e., as obtained after quadrature demodulation) follows closely the one obtained in the static case described previously [46]. The covariance function for the in-phase component appears from the preliminary experiments to be an oscillating function, with an envelope defined by the covariance function for the phasor magnitude. When employing only the in-phase component, one would seemingly need a smaller frequency shift between channels to obtain independent Doppler signals than predicted by the theory here. However, only slight changes in the shape of the sample volume, for instance as a result of refraction, may cause an uncertainty in estimates of the necessary frequency separation.

In summary, it seems plausible that the model presented here predicts the frequency separations necessary to obtain independent Doppler power in a multi-frequency system used for blood perfusion estimation.
VI. Conclusion

A theoretical model that predicts the necessary frequency shift to obtain independent received power from a random medium in a CW ultrasound setup has been presented. The model correlates well with experimental data and may serve as a prediction for how to choose frequencies in multi-frequency blood perfusion measurements for independent perfusion estimates on each channel.
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