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Comparison of spatially and temporally resolved diffuse-reflectance measurement systems for determination of biomedical optical properties

Johannes Swartling, Jan S. Dam, and Stefan Andersson-Engels

Time-resolved and spatially resolved measurements of the diffuse reflectance from biological tissue are two well-established techniques for extracting the reduced scattering and absorption coefficients. We have performed a comparison study of the performance of a spatially resolved and a time-resolved instrument at wavelengths 660 and 785 nm and also of an integrating-sphere setup at 550–800 nm. The first system records the diffuse reflectance from a diode laser by means of a fiber bundle probe in contact with the sample. The time-resolved system utilizes picosecond laser pulses and a single-photon-counting detection scheme. We extracted the optical properties by calibration using known standards for the spatially resolved system, by fitting to the diffusion equation for the time-resolved system, and by using an inverse Monte Carlo model for the integrating sphere. The measurements were performed on a set of solid epoxy tissue phantoms. The results showed less than 10% difference in the evaluation of the reduced scattering coefficient among the systems for the phantoms in the range 9–20 cm⁻¹, and absolute differences of less than 0.05 cm⁻¹ for the absorption coefficient in the interval 0.05–0.30 cm⁻¹.
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1. Introduction

Measuring the optical properties of biological tissue has grown into a mature procedure in the field of biomedical optics. Knowing the light-scattering and absorption properties of tissue is the basis of a wide range of both diagnostic and therapeutic applications. Examples include laser-induced fluorescence to diagnose malignant tissue\(^1,2\) as well as laser-induced hyperthermia\(^3,4\) and photodynamic therapy\(^5,6\) to treat diseased tissue. Novel techniques for optical analysis of deep structures, based on so-called optical tomography, are also being developed.\(^7,8\)

The goal of such methods is to obtain spatial maps of the optical properties of the tissue volume. In the development of these techniques, for validation purposes it is important to be able to accurately measure optical properties locally. Small sampling volumes must then be used in which the tissue can be regarded as homogeneous.

A number of techniques to measure the local optical properties of tissue have been developed. Common to most methods is measurement of the diffuse reflectance, and in some cases transmittance, from a sample of the tissue either \textit{in vitro} or \textit{in vivo}. The data are then related to the optical properties by means of a suitable inverse algorithm based either on a theoretical light-propagation model or on calibration by use of standards with known scattering and absorption properties. When spatially resolved reflectance measurements are performed, the sample is illuminated by a cw light source in a spot, and the diffuse reflectance is recorded at different radial distances.\(^9–15\) Time-resolved measurements, however, utilize subnanosecond pulses from a laser. After a pulse has passed passing through a portion of the tissue, its time dispersion can be measured.\(^16–23\)

Both of these methods are two-parameter techniques; i.e., the extracted properties are absorption coefficient \(\mu_a\) and reduced scattering coefficient \(\mu_s'\).

Even though measurements of these two types are now common in biomedical optics, to our knowledge no systematic investigation to experimentally compare the performance of various systems seems to have been made. We have evaluated the perfor-
mance of a spatially resolved and of a time-resolved system on the same samples. In addition, we compared the results with those from integrating-sphere measurements, which are known to give accurate results for in vitro samples.\(^5,24–27\) When a measurement of the collimated transmittance is added to the integrating-sphere measurements, this technique becomes a three-parameter method and permits the determination of \(\mu_a\), scattering coefficient \(\mu_s\), and scattering anisotropy factor \(g\). Reduced scattering coefficient \(\mu_s'\) is defined as \(\mu_s' = (1 - g)\mu_s\).

Our aim in this study was to compare the results and investigate the limitations of the three systems. Inhomogeneous samples are also discussed. In each of the following three sections, one of the three systems is briefly described, with references to publications in which thorough descriptions of the technical details and the data-evaluation methods may be found. Next, data from a phantom study and in vivo measurements are presented.

2. Spatially Resolved Diffuse Reflectance System

A. Fiber-Probe System

The fiber-probe system was extensively described in Ref. 15. The system was designed with real-time measurements of the skin surface in a clinical environment in mind. It consists of a probe head with a 200-\(\mu\)m source fiber in the center surrounded by five equally spaced concentric rings of 250-\(\mu\)m detector fibers. Light from four replaceable low-power diode lasers is coupled into the source fiber. The diode lasers may be selected arbitrarily to suit different applications. In the research reported in this paper, diode lasers at wavelengths of 660 and 785 nm (with output powers of 2 mW at the probe head) were used. The fibers of each single ring of detector fibers are bundled and terminated on a separate silicon photodiode for each ring. In addition, three photodiodes and a temperature sensor are mounted directly near the perimeter of the probe head. Thus, diffuse reflectance \(R(r)\) can be collected at six distances, i.e., \(r = 0.6, 1.2, 1.8, 2.4, 3.0, 7.8\) mm. Furthermore, a separate reference detector monitors the output of the source fiber at the probe head. Data acquisition and storage are controlled by a laptop PC connected to a digital signal processing board. One cycle of four successive measurements (i.e., one at each wavelength) including dark measurements can be performed in \(\sim 10\) ms; thus the maximum sampling rate of the system is \(\sim 100\) Hz. To minimize any interference from background light or drift of the light source, the dark measurements are subtracted from the measured reflectance data, after which they are normalized relative to the source reference. The digital signal processing board accomplishes this before the data are analyzed, displayed, and stored by the PC.

B. Calibration and Prediction Algorithms

Because the unknown numerical apertures of the fiber-probe light source and detectors were not know the system was calibrated directly on a set of phantoms instead of by use of a mathematical light-propagation model. The phantoms consisted of epoxy resin with well-defined quantities of TiO and absorbing pigment added for scattering and absorption, respectively. The scattering and absorption spectra were determined from integrating-sphere measurements. A set of 72 calibration phantoms was used, with 8 different scatterer concentrations and 9 different absorber concentrations. The calibration phantoms were prepared in the same way as the validation set described below in Section 5. The ranges of optical properties used in the calibration phantoms were, at 660 nm, \(0.01 < \mu_a < 0.5\) and \(4.5 < \mu_s < 25\) \(\text{cm}^{-1}\). At 785 nm the ranges were \(0.05 < \mu_a < 0.5\) and \(4.0 < \mu_s < 20\) \(\text{cm}^{-1}\).

In theory, \(\mu_a\) and \(\mu_s'\) can be determined by use of \(R(r)\) data from only two of the six detector distances of the fiber probe. However, to reduce the influence of tissue inhomogeneity and of noisy measurement conditions we included the signals from all source–detector distances in the analysis. We did this for each measurement by first applying principal-component analysis to the data from all six source–detector distances of the probe system and then using the resultant weight coefficients for the two main principal components, \(P_1\) and \(P_2\), in the analysis. \(P_1\) and \(P_2\) from all phantoms were then fitted to two-dimensional polynomials by least-squares regression to create a calibration model to extract \(\mu_a\) and \(\mu_s'\) from the spatially resolved measurements in the same way as described in Ref. 15. We call this technique the multiple polynomial regression (MPR) method. The next step was to solve the inverse problem of determining \(\mu_a\) and \(\mu_s'\) from \(R(r)\) measurements of a set of prediction samples. We did this by employing a two-dimensional Newton–Raphson algorithm of the two principal components from each measurement.

3. Time-Resolved System

A. Instrument for Time-Resolved Measurements

Picosecond pulsed diode lasers at 660 and 785 nm (SEPIA; PicoQuant GmbH, Germany) were used as light sources. The light was brought to the sample from integrating-sphere light sources. The light was brought to the sample by a 50-\(\mu\)m-diameter gradient-index optical fiber. A 600-\(\mu\)m-diameter fiber was used to collect the diffusely reflected light and guide it to the detector, a microchannel plate-photomultiplier tube (R2566U; Hamamatsu Photonics K. K., Japan). A time-correlated single-photon-counting technique\(^17\) was employed to record the time-dispersion curves. To this end, an SPC-300 computer card (Becker & Hickl GmbH, Germany) provided the fast electronics for this measurement. The whole system fits neatly on a small cart for portability and to facilitate use in a clinical environment. The system is controlled from a flat-panel PC with a touch-sensitive screen. The system is intended either for surface measurements of time-resolved reflectance or for invasive measure-
ments by means of interstitial fibers inserted into the tissue.

The overall temporal response function of the system was approximately 100 ps (full width at half-maximum) when the average power after the fiber was tuned to approximately 2 mW. Tuning to higher power resulted in a broader response function. For tissues, these specifications give an optimal range of interfiber distances of approximately 1–2 cm. The measurements were performed at an interfiber distance of 15 mm. For each measurement, 100,000 counts were acquired.

B. Data Evaluation

We obtained the absorption and reduced scattering coefficients by fitting the solution of the diffusion equation for a semi-infinite homogenous medium, with the extrapolated boundary condition, to the measured data. The diffusion coefficient, $D$, was assumed to be independent of the absorption of the medium; i.e., $D = 1/3\mu_s'$. The theoretical curve was convolved with the instrumental transfer function, as measured with the source and the detector fiber facing each other, with collimating lenses to collect the light for the detector fiber. The resultant curve was fitted to the data over a range starting at 80% of the maximum intensity on the rising flank and ending at 1% on the trailing flank. We accomplished the fit with a Levenberg–Marquardt algorithm by varying $\mu_a$ and $\mu_s'$ to minimize $\chi^2$.

4. Integrating-Sphere System

A. Optical Setup

The integrating-sphere setup was similar to the one described in Ref. 26, with a 75-W Xe lamp used as the light source. The sphere (Oriel Corporation, Stratford, Conn.) allows detection of total transmittance $T$ and total reflectance $R$ from a sample placed at either the entrance or the exit port. We guided the light to the sphere by using a 600 $\mu$m-diameter fiber and collimated it by using a lens and a pair of apertures. The light from the sphere was guided by an optical fiber bundle to a spectrometer (270M; SPEX Industries, Inc., Edison, N.J.). A cryocooled CCD camera (OMA-Vision; EG&G PARC, Princeton, N.J.) was used for detection. The collimated transmittance was measured in a separate setup in which a series of collinear apertures served to suppress the scattered light such that only the nonscattered light was collected by a fiber bundle guiding the light to the spectrometer. Attenuation filters were used to increase the dynamic range of this measurement, which yielded total attenuation coefficient $\mu_t = \mu_a + \mu_s$ from the Beer–Lambert law. To measure the epoxy phantoms we prepared 1.0-mm-thick slabs.

B. Determination of Optical Properties

We extracted the optical properties from the measured values $R$, $T$, and $\mu_t$, using an MPR method based on Monte Carlo simulations that in principle was similar to the method used for the fiber-probe system. A previously computed database of $R$ and $T$ spanning the expected range of optical properties ($0 < \mu_a < 0.7$ cm$^{-1}$, $1 < \mu_s < 70$ cm$^{-1}$, $0.4 < g < 0.9$, $n = 1.55$) was fitted to a polynomial model. The properties $\mu_a$, $\mu_s$, and $g$ were extracted from the model by a Newton–Raphson algorithm. Unlike in the method described in Ref. 27, which used a fixed value of $g$, three-dimensional rather than two-dimensional polynomials were used in the regression. Because of the limited sizes of the ports of the integrating sphere, there were losses of light at the outer parts of the sample. This effect was incorporated in to the Monte Carlo simulations, as otherwise the losses would have led to an overestimation of the absorption properties. We accomplished this by incorporating the sphere entrance and exit port diameters in to the Monte Carlo simulations. For evaluation of tissue samples a different database was used ($0 < \mu_a < 0.5$ cm$^{-1}$, $5 < \mu_s < 120$ cm$^{-1}$, $0.8 < g < 0.985$, $n = 1.4$).

5. Test Samples

A. Solid Tissue Phantoms

Twenty-five phantoms were prepared from clear, solvent-free epoxy resin with an aliphatic amine as hardener (NM 500; Nils Malmgren AB, Ytterby, Sweden), according to the guidelines given by Firbank et al. The epoxy had a pot life of ~6 h after the two components were mixed. TiO powder (T-8141; Sigma-Aldrich, St. Louis, Missouri) was used as a scatterer. Based on integrating-sphere measurements, TiO was found to give a reduced scattering coefficient $\mu_s'$ of approximately 6 cm$^{-1}$/(mg/g) at 785 nm when it was dispersed in the epoxy, linear to at least 30 cm$^{-1}$. As absorbing pigment, toner from a copying machine was used; it had a fairly flat absorption spectrum throughout the visible and near-infrared regions. The toner also had some scattering characteristics, which means that the absorption coefficient is not trivially obtained from spectrophotometer readings alone. Again based on integrating-sphere measurements, the absorption coefficient of the toner dispersed in epoxy was found to be approximately 1 cm$^{-1}$/(mg/g) at 785 nm. A stock solution of hardener and toner (1.2 mg/g) was prepared for preparation of the phantom. The TiO was weighed directly for each phantom, with 1-mg accuracy. The concentrations of TiO and absorbing pigment are shown in Table 1. Cylindrical polypropylene cups were used as molds, resulting in phantoms with a diameter of 6.5 cm and a height of 5.5 cm. After hardening for 12 h at room temperature, the phantoms were hardened at 55 °C for 24 h, and then their upper surfaces were machined smooth. For the integrating-sphere measurements, cuvettes were made from microscope slides into which ~1 mL from each phantom was poured before the epoxy hardened, yielding 1.0-mm-thick samples, approximately 3 cm by 3 cm wide.

No settling of the TiO during the curing process was observed by other groups of researchers, and by
visual inspection we could not detect any settling. However, in the slabs prepared for the integrating-sphere measurements, a weak curtain pattern was visible as the viscous resin was poured into the cuvette chamber. The implications of this pattern are discussed in Section 7 below.

B. Measurements of Pork Meat

Measurements of bone-free pork chops were made with all systems. The pork chops were purchased at the local supermarket on the same day as the measurements were made and were kept wrapped in plastic at room temperature for 3–4 h before the measurements. For the integrating-sphere measurements the meat was cut into 1.0-mm thick slices and placed between microscope slides, with pieces of slides used as spacers, and then clamped together.

C. In vivo Measurements

We also performed measurements on the insides of the forearms of two of the experimenters, using the spatially and time-resolved systems. The procedure was otherwise identical to the measurements of the phantoms.

6. Results

A. Solid Tissue Phantoms

A spectral characterization of the phantoms obtained from the integrating-sphere measurements is presented in Fig. 1. The spectra evaluated for \( \mu_s' \) [Fig. 1(a)], \( \mu_a \) [Fig. 1(b)], \( \mu_r \) [Fig. 1(c)], and \( g \) [Fig. 1(d)] are shown as averages of the phantoms with equal amounts of scattering or absorption agents added. The absorption spectra [Fig. 1(b)] were determined both by the added toner and by the intrinsic absorption of the epoxy resin.

Figure 2 shows the values of \( \mu_s' \) and \( \mu_a \) obtained from each system for wavelength 660 nm. The results at 785 nm were similar, although the absolute values were shifted somewhat (data not shown).

The \( \mu_s' \) values generally agreed within 10% among the systems, except for the row of lowest scattering (row A according to Table 1), where the fiber-probe and time-resolved data were as much as 35% lower than for the integrating sphere.

The values of \( \mu_a \) are similar for the time-resolved and the integrating-sphere systems but are somewhat higher with the fiber-probe system. The integrating-sphere values are, however, more unevenly distributed, and there seems to be a trend toward lower values of \( \mu_a \) for the phantoms with lower scattering (A and B), as we discuss in Section 7 below.

B. Pork Meat and In Vivo Measurements

The meat sample was included in the study as an example of realistic biological tissue. Nine measurements were performed with both the fiber-probe and the time-resolved systems at three positions, with the probes moved by \( \pm 0.5 \) cm between positions. For the integrating-sphere experiment, measurements of diffuse transmittance and reflectance were made on three samples. The results from the measurements are presented in Table 2. The fiber-probe measurements could vary by as much as a factor of 2 when the probe head was moved only \( \pm 1 \) cm, indicating that the sample was not particularly homogeneous even though it seemed so by visible inspection.

The time-and spatially resolved systems were tested on the forearms of two of the experimenters. Although in vivo measurements of the skin surface represent an inhomogeneous sampling volume, all measurements were nevertheless evaluated with the assumption of homogeneity. Three measurement at approximately the same position were performed. The results are presented in Table 3. The discrepancies between the systems are discussed in Section 7 below.

7. Discussion and Conclusion

The integrating-sphere method has a proven record of producing accurate values of the scattering coefficient, as verified by tests of polystyrene microspheres in water suspensions, for which the scattering could be calculated exactly from Mie theory. The results from that investigation showed that the relative difference between the measured values of \( \mu_s' \) and the predicted (by Mie theory) values of \( \mu_s' \) was on average 1.7%. The method used to extract the optical properties, the MPR method based on Monte Carlo simulations, can also be regarded as state of the art in terms of inverse algorithms for integrating-sphere measurements.

The slabs designed for the integrating-sphere measurements are a potential source of error compared with the large phantoms, because the slabs exhibit slight inhomogeneities. When the slabs were inspected closely, weak curtain patterns were visible in them where the epoxy resin had been running down the sides of the glass cuvette. In preparing the phantoms we had taken much care to mix the resin and the scattering–absorbing agents both mechanically and by use of an ultrasonic bath, so we anticipate that the phantoms themselves were homogeneous. Deviations in the integrating-sphere results may
thus also be the result of measuring not quite the same properties as in the bulk phantoms.

As we stated in Subsection 5.A, the toner had some scattering characteristics. However, they were negligible compared with the scattering from the TiO. No increase in the scattering coefficient could be observed when the concentration of toner was increased (Fig. 2), and it is clear from Table 1 that the concentration of toner was very low compared with that of TiO. The evaluation of the $g$ factor [Fig. 1(d)] was of little importance for comparison with the other systems. However, the results may be of interest when one is discussing the merits of the integrating-sphere technique itself. In performing the $\mu_s$ measurement it is imperative that the amount of scattered light that is collected by the detector be negligible. The collimated beam setup was therefore rigorously characterized before being used, and we determined that attenuation coefficients of as much as 120 cm$^{-1}$ could be measured with the setup, well above the numbers found in this study.

The absorption coefficients extracted by the integrating-sphere method deviated more among phantoms that should have the same properties, shown in Fig 2(f). This result was expected because the evaluation of $\mu_a$ is problematic when $\mu_a$ is low. Monte Carlo simulations showed that the difference between no black pigment and the lowest concentration of pigment corresponds to less than 1% difference in the measurement of $R$ or $T$, and thus the evaluation is highly susceptible to measurement noise. A problem with integrating-sphere measurements in this respect is losses of light caused by the finite diameters of the sphere ports, which translate directly into an over-

Fig. 1. Spectral characteristics of the phantoms as measured with the integrating sphere. (a) $\mu_s$ spectra presented as averages of the phantoms with the same amount of TiO added, corresponding to A–E in Table 1. (b) $\mu_a$ spectra presented as averages of the 1–5 phantoms in Table 1. (c) $\mu_s$ spectra for A–E. The anisotropy factor $g$ is presented in (d) as an average of all phantoms. Error bars represent one standard deviation.
estimation of the absorption. These losses, which can amount to 5% if the attenuation of the sample is low, were compensated for in the Monte Carlo model. In our setup the losses correspond to a detection limit of \(\mu_a\) of \(-0.5\,\text{cm}^{-1}\) if no correction is applied. If the true absorption coefficient is lower than this value, the losses will become the determining factor, and without corrections the evaluated value of \(\mu_a\) can never be lower. However, even with corrections it is difficult to model the experimental conditions exactly, and the trend of lower values of \(\mu_a\) for the low-scattering phantoms (A and B) is most likely an artifact that is due to

Table 2. Results of Measurements of the Meat Sample

<table>
<thead>
<tr>
<th>Property</th>
<th>Fiber-Probe Method</th>
<th>Time-Resolved Method</th>
<th>Integrating-Sphere Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\mu_s^s) (cm(^{-1}))</td>
<td>(\mu_s^a) (cm(^{-1}))</td>
<td>(\mu_s^s) (cm(^{-1}))</td>
</tr>
<tr>
<td>Mean</td>
<td>6.9</td>
<td>0.043</td>
<td>6.6</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.4</td>
<td>0.014</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Fig. 2. Values of \(\mu_s^s\) and \(\mu_s^a\) of the solid phantoms, as determined by the three systems, at 660 nm. The results are presented as functions of phantoms with the same amounts of TiO or black pigment added, according to Table 1. (a), (d) \(\mu_s^s\) and \(\mu_s^a\), respectively, from the fiber-probe system; (b), (e) corresponding results from the time-resolved system; (c), (f) corresponding results from the integrating-sphere system. Error bars represent one standard deviation for repeated measurements. Note that, for the integrating sphere, repeated measurements were performed only for phantoms A1, A5, C3, E1, and E5.
the fact that the compensation in the Monte Carlo model was not exact. Nevertheless, the results show that the integrating-sphere method can produce useful results even for low-absorption coefficients, provided that proper compensation for losses is made. In this study the detection limit for \( \mu_a \) was lowered an order of magnitude to \( \sim 0.05 \text{ cm}^{-1} \).

The time-resolved method, however, produced an even distribution of \( \mu_a \) for the low-absorption phantoms [Fig. 2(e)]. The slope of the trailing flank of the time-dispersion curve is determined largely by the absorption coefficient, and for low absorption the fit with the diffusion equation is fairly robust. Our conclusion is that the time-resolved technique is preferable when one is measuring low-absorption coefficients. Another interpretation is that the path length of the light is very long for the diffusely propagating light, which makes the measurement sensitive even to small absorption coefficients. The \( \mu_a \) values for the highest concentration of absorber and the lowest amount of scatterer dip slightly compared with the rest, a result that can be explained by the fact that the diffusion approximation is starting to lose validity for those parameters. The fiber-probe system gave values of \( \mu_a \) that were more evenly distributed than the integrating-sphere results [Fig. 2(d)]. The value for phantom E5 is likely an outlier, probably because of the low signal for this high attenuation phantom. In as much as we calibrated the fiber system by utilizing a regression method, which tends to smooth irregularities in the calibration data, it is expected that the results will be more evenly distributed than the integrating-sphere results for \( \mu_a \). The absorption values are consistently higher for the fiber-probe system than for the other systems, which may be indicative of slight cross talk in the evaluation model, because the values of \( \mu_s' \) are at the same time the lowest of the three systems.

As for scattering, the fiber-probe system yielded values of \( \mu_s' \) within 5% of the integrating-sphere results [Figs. 2(a) and 2(c)], except for the row with the lowest scattering. During the experimental work it was apparent that the fiber-probe system had problems with low-scattering (below 5 cm\(^{-1}\)) coefficients. This may be attributed to the fixed detection distances. For low-scattering coefficients the probe would have needed to measure at longer distances to provide data for a robust evaluation. The scattering results for the time-resolved system look similar [Fig. 2(b)], and, again, it is apparent that the values of \( \mu_s' \) are underestimated for low-scattering samples. In this case the reason can be attributed to the limited validity of the diffusion equation for this combination of \( \mu_s' \), \( \mu_a \), and interfiber distance. The determination of \( \mu_s' \) was somewhat sensitive to assumptions made in the fitting process. We achieved the best fit, in terms of the lowest value of \( \chi^2 \), by allowing starting time \( t_0 \) of the time-dispersion curve to be a fitting parameter, together with \( \mu_s' \) and \( \mu_a \). It is reasonable to be able to improve the fit by increasing the number of fitting parameters. However, it seems unphysical to have the starting time as a free parameter in the fitting procedure when the actual value of \( t_0 \) is known from the reference pulse in the measurement. Even though the \( \chi^2 \) values were slightly worse for fitting with fixed \( t_0 \), the results obtained were closer to the integrating-sphere results. The results presented in this paper were thus obtained with a fixed value of \( t_0 \). Because it is known that the diffusion approximation is less accurate for early times, Cuddon et al. used the 80% point of the rising flank of the curve as the starting point of the fitting and the 1% point of the trailing flank as the end point. This approach was practiced in the study reported here too.

A general trend for the time-resolved data is that \( \mu_s' \) is slightly higher and \( \mu_a \) slightly lower than for the other systems. The reason for this systematic trend can probably be found in higher-order effects that are not accounted for by the diffusion approximation, i.e., most notably that the model is not accurate for early times. It has also been suggested that the radiative lifetimes (of the order of 100 fs) of the scattering events may have to be taken into account, which could explain the deviation trends in \( \mu_s' \) and \( \mu_a \).

The absolute accuracy of the fiber-probe system can be traced to the accuracy of the integrating-sphere measurements of the calibration set. The errors in the calibration set are comparable to the errors in the validation set measured with the integrating sphere, because the calibration set was made in an identical manner. However, the final calibration for the fiber-probe system is more accurate than the individual calibration points; this is a result of using the regression technique.

The variation in the measurements of the meat sample is indicative of the heterogeneity of the sample and also reflects the different sampling volumes of the systems. The sampling depth depends critically on the interfiber distance between source and detector fiber. The time-resolved system has the largest sampling volume and tends to average small variations. This phenomenon can be seen from Table 2, where the time-resolved system can be seen to exhibit the lowest standard deviations. The two other systems sample in millimeter-sized regions, and the results are thus more sensitive to small inhomogeneities, such as small streaks of fat or connective tissue. For the fiber probe the evaluation of the reduced scattering coefficient is especially sensitive to small inhomogeneities, as the scattering coefficient is determined primarily by the reflectance at the closest distance.

One way to reduce sensitivity to small inhomogeneities and to noise in the detected signals when the

<table>
<thead>
<tr>
<th>Person</th>
<th>Fiber-Probe Method ( \mu_s' ) (cm(^{-1}))</th>
<th>Time-Resolved Method ( \mu_s' ) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.6</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>11.8</td>
<td>5.0</td>
</tr>
</tbody>
</table>

*For both persons, the fiber-probe method measured \( \mu_a \) as 0.19 cm, and the time-resolved method measured \( \mu_a \) as 0.20 cm.*
fiber-probe system is used was to use the signals from all detector distances rather than just two, as was done in previous studies. In principle, $\mu_a$ and $\mu_s'$ may be determined by use of $R(r)$ data from only two of the six detector distances of the fiber probe. A previous paper\textsuperscript{15} reported application of the MPR technique to create a calibration model and subsequently to extract $\mu_a$ and $\mu_s'$ from $R(r)$ measurements at $r_1 = 0.6$ mm and at $r_2 = 7.8$ mm. As only two optical properties were extracted, i.e., $\mu_a$ and $\mu_s'$, the MPR method implies exactly two input variables as well, i.e., $R(r_1)$ and $R(r_2)$. In the research reported in this paper, all source–detector distances from the measurements were used. The number of independent signals was then reduced to two by application of principal-component analysis as a dimension reduction method.

As was pointed out above, the sampling volume in the \textit{in vivo} skin measurements is inherently inhomogeneous, because the skin and the underlying tissues are a layered structure. This inhomogeneity would pose no problem in a comparison of the systems if the sampling volumes were the same, because the inhomogeneities would average out. Such is not the case here, however, as is obvious when one compares the systems if the assumption of homogeneous tissue is fulfilled, the three methods produce results for reduced scattering coefficient $\mu_s'$ that coincide within 10% of one another over most of the relevant parameter space for biological soft tissue. The results for absorption are more complicated in terms of the relative errors, because the absorption coefficient in some tissues can be quite low. However, the differences in the evaluated absolute values for $\mu_a$ were within 0.05 cm$^{-1}$ for the three measurement techniques.
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