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I. INTRODUCTION

Present-day high-repetition-rate table-top laser systems deliver focused intensities approaching $10^{20}$ W/cm$^2$ while large-scale petawatt class lasers pledge intensities beyond $10^{21}$ W/cm$^2$ for the foreseeable future. These technological advances in the development of multi-terawatt short pulse lasers have spurred research activities in a new intensity regime of laser matter interaction identified as high-intensity physics.$^1$ Appealingly, a number of experiments in this vigorously pursued new area of physics indicate that moderate size table-top laser systems could conceivably replace the large accelerator facilities for a number of applications. Indeed, using 10 Hz, TW table-top lasers the generation of MeV $\gamma$-rays in the interaction of solid targets with femtosecond-laser pulses has been reported.$^2,3$ Generation of XUV radiation in form of harmonics of the fundamental has also been demonstrated.$^4-6$ Furthermore, fusion neutrons using either deuterated planar targets$^7$ or deuterium clusters$^8$ heated with femtosecond laser pulses have been observed. More recently, $10^{10}$ electrons per laser pulse were produced in a low emittance beam with average energies of 5 MeV and maximum extending to over 12 MeV.$^9$ In a miniaturized scheme analogous to the one utilized in linear accelerators, these MeV laser accelerated electrons were used to generate anti-particles, namely positrons.$^{10}$

Independently, the propagation of ultrashort high-intensity laser pulses through fully ionized plasma and the accompanied process of electron acceleration is of particular interest for three main reasons: (a) It is intimately connected to the physics of the plasma based accelerators that can sustain extremely large acceleration gradients of the order of $\sim 1$ GV/cm. Because this is four orders of magnitude higher than in conventional accelerators, they hold out the promise to replace the large scale rf linacs with more compact devices.$^{11}$ (b) In the advanced inertial confinement fusion scheme known as “fast ignitor,” the laser accelerated electrons play an important role in transporting the energy through an overdense plasma to the fuel.$^{12}$ (c) Laser based production of nuclear radiation ($\gamma$-rays, neutrons, positrons, pions) or laser induced nuclear reactions require large fluxes of relativistic electrons.$^{13,14}$

In this report we give a comprehensive account of the work we have performed on the generation of a relativistic electron beam employing a table-top laser system delivering femtosecond pulses at the rate of 10 Hz. Also, of an application in which, using the laser accelerated electrons, we produced $10^6$ positrons ($e^+$) per laser pulse with a mean energy of $\sim 2$ MeV. The measured electron energy spectra, resolved in angle and absolutely calibrated, pertain to electron acceleration during self-channeling in a previously unexplored regime, characterized by fs-laser pulses of relatively low energy ($< 1$ J) interacting with a high-density gas jet producing electron densities $n_e \sim 0.3 n_c$ where $n_c = m \omega_p^2 / (4 \pi e^2)$ is the plasma critical density corresponding to the laser frequency $\omega_L$. A brief account of this work has already been communicated in Refs. 9 and 10. Even though the generation of relativistic electrons with short laser pulses...
in gas-jet targets has been reported in a number of similar investigations,\textsuperscript{15–18} to our knowledge this is the first experiment in which an 1-TW table-top laser system operating at 10 Hz was utilized for that purpose. Recently, similar measurements were reported using the same type of laser but at higher intensities.\textsuperscript{19} In this context, our work represents a further development toward a particle source of table-top size. When operating at 10 Hz, radiation safety rules concerning the personnel performing the experiment require careful shielding of the area around the gas-jet target in order to reduce the radiation dosage to acceptable level. This makes the experimental setup inflexible and the experimentation cumbersome. To avoid this complication, we have chosen to perform the measurements using single laser pulses. It should be stressed here though that there are no technical constraints hindering the operation of the source at the laser repetition rate, i.e., 10 Hz. Under these circumstances, this experiment demonstrates the realization of a switchable \( e^+ \) source with an equivalent activity of \( 2 \times 10^8 \text{ Bq} \).

After an epigrammatic review of the interaction physics of TW laser pulses with gas-jet targets and of the electron acceleration mechanisms in Sec. II, we present the experimental setup along with the main experimental results from the fast electron generation in Sec. III. The application of positron generation and detection is described in Sec. IV. The conclusions and some potential prospects are given in Sec. V.

II. HIGH-INTENSITY LASER PULSE INTERACTION WITH UNDERDENSE PLASMA

A. Self-focusing and channel formation

The first phase of the interaction of a high-intensity pulse with neutral gas is the rapid medium ionization by its leading edge so that the subsequent interaction is that of an intense pulse with an underdense plasma. A Gaussian-like radial intensity profile would produce ionization an excess of electrons around the beam axis, which would lead to defocusing because of the lensing effect associated with such a density profile. In addition, the defraction of the beam leads to defocusing independently of density or intensity. A counteracting process is the relativistically induced self-focusing due to the electron mass increase in high-intensity regions followed by the ponderomotive self-focusing as a result of the expulsion of electrons from the region around the propagation axis.

In the limit where the laser pulse contains many laser oscillations, the refractive index of the plasma \( \eta \) is given by\textsuperscript{20–23}

\[
\eta \approx 1 - \frac{1}{2} \frac{\omega_p^2}{\omega_L^2},
\]

where \( \omega_p \approx (4 \pi e^2 n_e / m)^{1/2} \) is the plasma frequency, \( n_e \) the electron density, and \( \omega_L \) the laser frequency. The factor \( \gamma \) in Eq. (1) is due to relativistic mass increase of the electron executing a quiver motion in the laser field and in terms of the normalized vector potential \( a_L = eE_L / mc \omega_L \) is given by \( \gamma = (1 + a_L^2/2)^{1/2} \) with \( E_L \) the peak electric field. For low (nonrelativistic) intensities \( a_L^2 \approx 0 \) thus its effect diminishes.

Given that \( \omega_p^2 \sim n_e \), one sees that the ionization of the medium at the high-intensity region results in a decrease of the index of refraction, but at the same time the higher value of \( a_L \) counteracts this increase via the factor \( \gamma \) with a decrease.

In the case of high intensities and low \( Z \) gases, the medium ionizes completely so that the pulse propagates through a homogeneous plasma of constant electron density. Under these circumstances, there are no contributions from the ionization defocusing term in Eq. (1) and the relativistic self-focusing has to compete with defraction only.\textsuperscript{24} For the relativistic self-focusing to dominate over diffraction the well known condition \( P_L > P_c \) has to be fulfilled with \( P_L \) the laser beam power and \( P_c \approx 16.4(\omega_p^2 / \omega_L^2) \) GW the critical power for a given electron density and laser frequency.\textsuperscript{20,25–28} The ponderomotive contribution to self-focusing is generally stronger than the relativistic but not instantaneous. This is because it is associated with charge displacement which involves an inertial response.

Theoretical has shown that depending on the initial laser and plasma conditions, the intense short-pulse undergone relativistic self-focusing can propagate either in a stable single channel mode or can break up in filaments thus exhibiting unstable behavior.\textsuperscript{29} Recently, the transition from whole beam focusing to strong filamentation regime has been observed.\textsuperscript{30} More insight in the process of filamentation has been gained by three-dimensional Particle-In-Cell (PIC) simulations.\textsuperscript{31} It is believed that the filamentation is seeded by the Weibel instability occurring in the flow of energetic electrons produced by, e.g., stimulated Raman scattering and propagating in the laser direction. The current filamentation is accompanied by light filamentation and strong quasi-static magnetic fields. However, the three-dimensional PIC simulations have revealed a new phenomenon in which after the beam passes through an unstable filamentary phase it shrinks into a single channel having a diameter of a few wavelengths.\textsuperscript{31} The coalescence of the light and current filaments into a single channel for \( a_L > 1 \) is attributed to the mutual attraction of nearby located current filaments and it is accompanied by a factor >10 enhancement of the on-axis light intensity. The plasma channel acts as a dielectric light guiding waveguide which can transport the high-intensity pulse over considerable distances. This effect of relativistic self-channeling leading to the formation of a single channel has been observed experimentally.\textsuperscript{32}

B. Electron acceleration

Concomitant to the self-focusing is the generation of relativistic electrons with energies of several tens of MeVs. These energies greatly exceed the maximum kinetic energy \( a_L^2 m c^2 / 2 \) acquired by a single electron in the focused laser beam, which for \( a_L \approx 1 \) would be 250 keV only. Obviously, collective effects associated with the plasma through which the laser plasma propagates are responsible for the observed relativistic electron energies. Two mechanisms are currently under scrutiny: The Laser Wakefield Acceleration (LWFA) and the Direct Laser Acceleration (DLA).

In the LWFA, a short laser pulse excites an electron plasma wave by expelling the electrons from the space that it
occupies. This is due to the ponderomotive force associated with the pulse envelope and it is optimally driven when the pulse length $L = cT_L$ matches half the plasma wavelength $\lambda_p/2 = \pi\varepsilon_0/\omega_p$. This process combined with the restoring force due to ion inertia leads to the creation of a longitudinal electrostatic wake field propagating with a phase velocity equal to the group velocity of the laser pulse in the plasma. Background electrons are trapped in the potential well of such a wave and they are accelerated in the direction of propagation. When the amplitude of the electron oscillations in the plasma well becomes comparable with the plasma wavelength, wave-breaking occurs in which the plasma wave loses its coherent nature. The trapped electrons damp the wavelength, wave-breaking occurs in which the plasma wave loses its coherent nature. The trapped electrons damp the wave irreversibly and appear as a collimated relativistic electron beam. The maximum energy to which the self-trapped electron can be accelerated depends primarily on two factors. First, on the maximum possible acceleration gradient before wave-breaking occurs and second, on the phase slip between electron plasma wave and accelerated particles. The last factor is referred to as “dephasing limit” and it corresponds to the case where the electron has acquired so much energy that it moves ahead of the accelerating flank of the potential well and starts de-accelerating. The maximum electron energy gain through this process has been shown to be $\gamma_{\text{max}} = 2\omega_p^2/\omega_m^2$ which indicates that lower plasma densities favor high energy gain, but this presumes long acceleration lengths which is difficult to produce in practice. In the high density regime in which the laser pulse duration encompasses several plasma periods, i.e., $\tau_L > 2\pi/\omega_p$, the laser envelope undergoes an instability and becomes “self-modulated” at the plasma period. The pulse breaks up into multiple pulses each having the optimum length and thus it resonantly drives large-amplitude plasma waves. The associated process of electron acceleration in the wake field thus created is referred to as Self-Modulated Laser Wakefield Acceleration (SM-LWFA).

The second mechanism of Direct Laser Acceleration presumes the existence of strong quasi-static fields inherent to the formation of the channel. A part of the initial electron population occupying the channel volume is displaced because of the radial ponderomotive force exerted by the laser pulse. As a result of the charge separation, a strong radial electric field is generated. Another part of the initial number of electrons is pre-accelerated in the axial direction by the excitation of a plasma wave in the leading edge of the laser pulse via the forward Raman instability. These energetic electrons carry an electric current which produces an azimuthal magnetic field. A relativistic electron moving in the combined radial electric and azimuthal magnetic field executes a motion which is similar to the one in a wiggler field of a free electron laser. It oscillates in the transverse direction at the betatron frequency $\omega_b = \omega_p/(2\gamma)^{1/2}$ in these fields while drifting along the channel together with the laser pulse. When the frequency of betatron oscillations coincides with the Doppler shifted laser frequency, as seen by the relativistic electron, a resonance occurs, leading to an effective energy exchange between the laser and the electron. As described in Ref. 37, this mechanism is similar to that of inverse free electron lasers (IFEL). with the wiggler field replaced by the self-generated quasi-static electric and magnetic fields in the channel.

It should be noted here that no delimitation for the validity of the two mechanisms in the pertinent parameter space (laser intensity, plasma density, pulse duration, focusing geometry) is available. However, three-dimensional PIC code simulations indicate that for high plasma densities and relatively long laser pulses where the condition $\tau_L > \pi/\omega_p$ is satisfied, the DL-A is most likely the dominant mechanism. On the other hand, for short laser pulses and low plasma densities the LWFA appears to be the main acceleration mechanism.

III. GENERATION AND CHARACTERIZATION OF THE RELATIVISTIC ELECTRON BEAM

A. The experimental setup

The experiment was performed with the first module of the 10 Hz advanced Ti:sapphire laser ATLAS at Max-Planck-Institut für Quantenoptik that delivers pulses at 790 nm as short as 130 fs and with a maximum energy of 250 mJ. The whole laser chain consisting of the oscillator, stretcher, two amplification stages (regenerative plus multi-pass amplifier), and compressor is assembled on two optical tables. To avoid deterioration of the high-intensity pulse, the beam after compression is transported to the experimental chamber in vacuum. The main experimental setup is shown in the perspective view of Fig. 1.

The laser beam was focused with an $F_p = 3$ high-quality off-axis parabolic mirror, which ensures high focal intensities. The radial beam profile at focus was measured using the equivalent focal plane technique in which a high resolution multi-element objective with $F_p = 2.5$ and $f = 10$ cm is employed to image the focal spot plane into a charge-coupled device (CCD) camera with a magnification factor of $\sim 50$ and a spatial resolution of $\sim 1\mu$m. The overall dynamic range of the CCD camera was extended using several ND filters and numerically combining records taken under different exposure conditions. The thus obtained radial beam profile was numerically integrated to obtain the azimuthally averaged power within a radius $r$, i.e., $P(r) = \int_0^r \int_0^{2\pi} P(\rho, \phi) \rho d\phi d\rho$. The result is given in Fig. 2. One immediate observation is that 86% of the beam energy is confined in a spot size having a radius of $\approx 7.5\mu$m. The azimuthally averaged radial intensity distribution is approximately obtained by fitting a double Gaussian of the form $P(r) = P_L[A(1 - e^{-2(\pi r/l)^2}) + (1 - A)(1 - e^{-2(\pi r/l)^2})]$ to the experimental data for the power. This corresponds to a double Gaussian intensity profile of the form: $I(r) = I_a + I_b = P_L[(2A/\pi r_b^2) e^{-2(\pi r/l_a)^2} + (2(1-A)/\pi r_b^2) e^{-2(\pi r/l_b)^2}]$.

The relative amplitude of the two Gaussian profiles $A$ and their $1/e^2$ intensity radii $r_a, r_b$ are the free parameters used for the fitting. The fitted power $P(r)$ and the corresponding intensity distribution $I(r)$ are included in Fig. 2. As it can be seen, the focal spot profile consists of a narrower peak with a $1/e^2$ intensity radius of $r_a = 3.0\mu$m superimposed on a low level broad background with radius of $r_b = 10.0\mu$m. Furthermore, for $A = 0.46$ the relative contribution to the peak intensity of the two Gaussians is $9:1$ result-
ing in a combined peak intensity at focus of $I(0) \sim 4.5 \times 10^{18}$ W/cm$^2$. The data presented here were acquired over a number of experimental series during which the peak intensity fluctuated between $4.0 \times 10^{18}$ W/cm$^2$ and $6.5 \times 10^{18}$ W/cm$^2$ mainly due to replacement of optical components in the laser system. This results in a normalized vector potential range of $\alpha_L = 1.4–1.7$. Of importance here is the confocal parameter defined for a single Gaussian beam as twice the Rayleigh length $2z_0 = 2 \pi r_0^2/\lambda$ with $r_0$ the $1/e^2$ intensity radius. The high-intensity Gaussian peak is responsible for the self-focusing and channeling of the laser beam and hence, it is reasonable to compare the channel length to the confocal parameter $2z_0 \approx 70 \mu m$ corresponding to its $1/e^2$ intensity radius $r_0 \approx r_a \approx 3.0 \mu m$. The observed axial profile of the vacuum focus confirms this estimate (see Fig. 4 below). As discussed in Ref. 24, the focal spot profile plays a decisive role on the beam interaction processes with a gas jet. In the early stages of the interaction when refractive defocusing is important, the double Gaussian profile might be of advantage as it provides an environment of fully ionized plasma through which the high-intensity peak propagates.

The focus was placed at the edge of a free expansion gas jet generated by a high pressure gas nozzle with a circular orifice of 500 $\mu$m in diameter.$^{24,41}$ The gas density profile was measured interferometrically for the different gases used in the present experiment including, hydrogen, argon and nitrogen. The density profiles at a distance of 100–400 $\mu m$ from the nozzle outlet can be adequately characterized by a simple Gaussian radial profile and an exponential density fall off with distance from the nozzle orifice. The accuracy of the density measurements was estimated to be $\pm 25\%$. As shown in Fig. 3, the radial (along the laser direction) density profile in the interaction region located $\sim 100 \mu m$ above the nozzle tip corresponds to a Gaussian profile with half the peak density at the edge of the orifice. The peak molecular density at this position is linearly proportional to the backing pressure up to a maximum value of $3 \times 10^{20}$ cm$^{-3}$ (see Fig. 3). Most of the measurements reported here were made using helium producing electron densities in the range $n_e/n_c \approx 0.05–0.3$.

In order to diagnose self-focusing and channel formation, a side-scattering imaging system at 90° to the laser beam direction was utilized (see Fig. 1). Using an interference filter this system took self-scattered time integrated images of the radiation at the fundamental laser wavelength

![FIG. 1. Schematic of the experimental arrangement showing two of the diagnostics used. The side view CCD camera for the self-scattered image with which the channel formation was established and its length measured (lower right insert) and the scintillating screen used for the visualization and optimization of the generated electron. The appearance of MeV electrons is demonstrated by utilizing a magnetic field that deflects the electron according to their energy (top left insert).](image)

![FIG. 2. Radial beam profile at focus. Squares: measured radial power distribution. Dashed line: double Gaussian fit. Solid line: The total focal intensity distribution resulting from the sum of the two Gaussian profiles $I_a$ and $I_b$ (thin dotted lines).](image)

![FIG. 3. Interferometrically measured molecular density dependence on the nozzle back pressure (solid line). The normalized axial and radial density profile at a distance of $\sim 100 \mu m$ above the nozzle orifice are also shown (dotted lines).](image)
with a spatial resolution of 5 μm. The same setup was also used to precisely position the vacuum focus of the laser beam relative to the gas plume emanating from the nozzle orifice. First, by static fill of the experimental chamber with 10 mbar nitrogen the vacuum focus was localized. This is shown in Fig. 4(b) where also the confocal parameter of the focusing optics is seen to be in good agreement with the estimate obtained from the focal spot size (see Fig. 2). The position of the nozzle orifice and the exact magnification of the setup was obtained by back-lighting a 400 μm diameter wire inserted in the opening of the nozzle [Fig. 4(a)]. This way the position of the vacuum focus could be varied in the laser beam direction relative to the peak of the density profile. It was found experimentally that the longest channels are formed when the vacuum focus is at the position where the density is about half maximum independently of peak density value. This is depicted in Fig. 4(c) where a ~400 μm long channel is shown relative to the radial density profile.

Two different diagnostics for electron detection were employed. The first one is shown schematically in Fig. 1 and consists of a phosphorescent screen placed behind a 100-μm-thick aluminum foil that blocked the laser light and electrons with energies less than 200 keV. The purpose of this device was to visualize the relativistic electrons and qualitatively optimize their production. At an electron density of $3 \times 10^{19} \text{ cm}^{-3}$ a faint round spot appeared on the screen centered on the laser axis and it became brighter at higher densities. When a static magnetic field of 1 kG was applied between the filter and the screen, this spot moved in the direction expected for a beam of electrons (see Fig. 1). A line-out of the electron spot on the phosphorescent screen is given in Fig. 5. This gives an approximate estimate of the overall electron beam divergence as \( \sim 15^\circ \text{ FWHM} \) (full width at half maximum). This is an upper limit because the low energy electrons suffer multi-Coulomb scattering in the aluminum foil and thus increase the size of the spot.

The main electron diagnostic was a compact 45-channel magnetic spectrometer, which after beam optimization replaced the filter and screen and with which quantitative measurements of the electron energy distribution in a range from 500 keV up to 12.5 MeV were performed. Figure 6 illustrates the setup for the electron spectrum measurements. The electrons were collimated by an aperture of 5 mm in diameter, dispersed by a permanent dipole magnet and finally detected by scintillating/light-guiding plastic fibers which were coupled via a fiber optics to a cooled CCD camera. Subsequently, from the recorded image of the fiber array the energy spectrum was deduced. The aperture was located 14 cm away from the laser focus resulting in 1 msr collection angle for the spectrometer.

The spectrometer was absolutely calibrated using various β-emitters. The detailed description and operational characteristics of this novel spectrometer are given in Ref. 42. The compact size of the spectrometer and its flexible connection via the plastic fiber bundle to the detector made possible the rotation of the whole permanent magnet unit horizontally as well as vertically around the interaction region up to an angle of 10° relative to the laser beam direction. A schematic of this arrangement is shown in Fig. 7. This
way measurement of the angular dependence of the electron energy distribution was made feasible.

B. Experimental results

1. Electron energy distribution

A typical energy spectrum that was measured in the laser beam direction (from now on denoted by 0°) at the maximum laser intensity (see Fig. 2) and at an electron density of \(2 \times 10^{20} \text{ cm}^{-3}\) is shown in Fig. 8. As has already been established in experiments with longer laser pulses,\textsuperscript{16–18} the high energy electrons (\(E > 1 \text{ MeV}\)), exhibit a Boltzmann-like distribution \(N(E) = N_0 e^{-E/T_{\text{eff}}}\) with an effective temperature of \(T_{\text{eff}} = 5 \text{ MeV}\). The maximum energy detected is 12.5 MeV, which was the spectrometer limit. It should be pointed out here that the sensitivity of the electron detector allows the acquisition of this spectrum in a single laser pulse. It was found that for the same set of parameters the energy spectrum is very reproducible. Thus, as seen from Fig. 8, about \(10^8\) electrons per msr with mean kinetic energy of 5 MeV can be readily generated at the rate of 10 Hz. In what follows the results of the experimental investigation of the electron energy distribution dependence on density, angle, laser intensity and gas medium are outlined.

2. Electron density dependence

For a given laser power and frequency, the threshold for relativistic self-focusing \(P_{\text{RSF}} = P_c \approx 16.4(\omega_d^2/\omega_0^2) \text{ GW}\) can be traversed by lowering the critical power via density variation. The onset of self-focusing can be observed experimentally this way and it is depicted in Figs. 9 and 10 where the parallel evolution of the channel length and that of the effective electron temperature is given. As seen from Fig. 10, at an electron density of \(3 \times 10^{19} \text{ cm}^{-3}\), i.e., slightly above the threshold for self-focusing the channel length starts to become longer than the confocal parameter (twice the Rayleigh length \(2z_0 \approx 70 \mu\text{m}\)) and the first relativistic electrons appear (see Fig. 9). When the density is increased to \(5 \times 10^{19} \text{ cm}^{-3}\), a self-focused channel of \(220 \mu\text{m}\) is observed and the temperature of the fast electrons measured at 0° rises strikingly from 300 keV to 1 MeV (see Fig. 9). This tendency continues under further density increase until a density of \(2 \times 10^{20} \text{ cm}^{-3}\) where the maximum temperature of 5.0 MeV and the longest channel of \(\sim 400 \mu\text{m}\) are detected. Simultaneously, an increase in the total number of MeV-electrons is perceived reaching a value of \(3.3 \times 10^9/\text{msr}\) at...
optimum density (see Sec. III B 3). As can be seen from Fig. 10, additional increase in density reverses this trend and results in a drop of the effective temperature and channel length.

As the plasma density increases, the self-focusing power threshold drops, and the effective ratio \( P_L / P_c \) rises. A larger portion of the laser beam is trapped in the channel and its length grows. At the plasma density of \( n_e = 2 \times 10^{20} \text{ cm}^{-3} \) we observe an optimum at which most of the laser energy is trapped in the channel (Fig. 10). Both channel length and effective temperature of fast electrons are maximized here. At higher densities, the number of electrons still increases, but the temperature as well as the channel length decrease again. This is attributed to higher energy losses due to electron heating as \( n_e \) approaches \( n_c \). Losses to ionization and ionization defocusing occur at the channel boundaries, but play no role in the channel center, where electron trapping and acceleration takes place. It appears that this optimal plasma density is set by the laser pulse parameters since under different conditions one observes a decrease of the effective temperature with density at lower densities.

### 3. Angular dependence

The emittance of electron beam emerging from the plasma channel has been studied using the setup shown in Fig. 7. By keeping constant the distance to the focus at 14 cm and the angle subtended at \( \Delta \Omega = 1 \text{ msr} \), the spectrometer was rotated in the horizontal plane in steps of \( \Delta \theta = 2.5^\circ \) up to a maximum angle of \( \theta = 10^\circ \). In Fig. 11, the spectra for three different angles and for an electron density of \( 10^{20} \text{ cm}^{-3} \) are given. The form of the off axis spectrum remains more or less Boltzmann like, but the effective temperature is strongly reduced at larger angles. The full angle at which the number of all electrons with energy greater than 1 MeV is reduced to half is found to be \( \theta_{\text{FWHM}} = 13^\circ \), somewhat smaller than the value obtain from the phosphorescent screen (see Fig. 5). This divergence appears to be in agreement with the results from similar experiments at lower density and higher power obtained with a completely different method.\(^{18}\)

Measurements at optimum electron density \( n_e = 2 \times 10^{20} \text{ cm}^{-3} \) reveal that the hottest electron spectrum is made up of a hot component of 5 MeV in the center of the beam at \( 0^\circ \) and colder components in the outer parts, namely 4 MeV at \( 5^\circ \) and finally 2 MeV at \( 10^\circ \). This indicates that the very fast electrons with energies exceeding 10 MeV are more collimated than the less energetic ones. An analysis of all data at various angles in which the electron energy is divided into bins of \( \pm 1 \text{ MeV} \) illustrates this behavior and is given in Fig. 12. Here, the angular spread of electrons in five different energy ranges is shown. It diminishes from 16.5° FWHM for 1-MeV-electrons to 9° for 11-MeV-electrons. Similar measurements in the perpendicular direction show that, within the accuracy of the measurements, the electron beam is azimuthally symmetric. This confirms the result obtained with the phosphorescent screen and shown in Fig. 5.

The angle integrated spectra for various densities are shown in Fig. 13. They represent the electron distribution within a cone with angle of \( 20^\circ \) corresponding to a solid angle of 100 msr. Here similar tendency is observed as in the on-axis spectra of Fig. 9. The effective temperature increases with the density to a maximum of 3.3 MeV and then drops for higher densities. Since the outer parts of the beam are somewhat “colder,” the angle averaged temperatures are generally lower.

The total number of all electrons emitted with energy \( E > 1 \text{ MeV} \) inside the \( 20^\circ \) cone along the laser axis is given

![FIG. 11. Measured electron energy distribution within the solid angle of \( \Delta \Omega = 1 \text{ msr} \) for the in the inset indicated angles relative to the laser axis and for \( n_e = 10^{20} \text{ cm}^{-3} \). The effective temperature corresponding to each distribution is noted on the curve.](image1)

![FIG. 12. Angular dependence of the electron emission within an energy bin of \( \pm 1 \text{ MeV} \) around the indicated energies. The experimental data (symbols) are for the optimum density \( n_e = 2 \times 10^{20} \text{ cm}^{-3} \). The lines are Gaussian fits to the data.](image2)

![FIG. 13. Dependence of the electron-spectrum integrated over \( \Delta \Omega = 100 \text{ msr} \) solid angle on different electron densities (labeled by normal letters). Bold letters give the effective temperatures of the (not shown) exponential fits.](image3)
in Fig. 14 as a function of electron density. It is seen that the number of fast electrons increases sharply with density in accordance with the results in Fig. 10 and once more confirming that efficient acceleration is only possible when \( P_L > P_{\text{RsF}} \). Although it exhibits a saturation tendency at high densities, the fast electron number increases further beyond the optimum density of \( 2 \times 10^{20} \, \text{cm}^{-3} \) to a maximum value of \( 3 \times 10^{10} \) MeV electrons. This corresponds to a laser-energy-to-MeV-electron efficiency of 5%. Assuming that the emission of electron lasts for \( \approx 300 \, \text{fs} \) then the corresponding current is of the order of \( \approx 10 \, \text{kA} \). The duration of electron emission is estimated as the sum of the laser pulse duration and of the time difference between a 10-MeV electron and an 1-MeV electron to travel the length of the channel. It is interesting to note that the beam current at laser power of 50 TW, but with longer laser pulses was estimated to be only by a factor of 6 higher.18 The electron beam current is reasonably close to the Alfvén limit, which for 5-MeV electrons is 180 kA indicating that propagation might be affected by self-generated magnetic fields.

### 4. Intensity dependence

The scaling of the effective electron temperature and of the total number of MeV electrons with the focal laser intensity is an important piece of information for two reasons: (a) It can provide insight and help in the identification of the dominant electron acceleration mechanism and (b) for application purposes of the relativistic electron beam where a large number of MeV electrons are required (see Sec. IV). In the investigations we have performed, the focal intensity was varied in two different ways. First, while keeping the pulse duration constant the energy was reduced by varying the delay between seed pulse and pump laser pulse in the multipass amplifier of the ATLAS laser system. In the second method the energy was kept constant, but the pulse duration was varied by changing the grating distance in the pulse compressor. In both cases, the pulse duration and energy output was monitored using accordingly a single shot autocorrelator and a calorimeter. For each intensity value, the electron spectrum was measured in absolute numbers and two quantities were thus deduced; the effective temperature \( T_{\text{eff}} \) and the total number of MeV electrons \( N_e \).

The dependence of the effective temperature and of the total number of MeV electrons on vacuum focus intensity is shown for both cases in Fig. 15. The electron density was kept at its optimum value of \( 2 \times 10^{20} \, \text{cm}^{-3} \) and the intensity was reduced from its maximum value by a factor of 5 at most so that even for the lowest intensity the self-focusing condition \( P_L > P_{\text{RsF}} \) was satisfied. This was controlled by recording the channel length which was 250 \( \mu \text{m} \) for the minimum intensity. Despite the limited variation range of the intensity, the experimental results show a clear scaling with the intensity of the form \( T_{\text{eff}} \propto \mathcal{I}^{1/2}, \) \( N_e \propto \mathcal{I}^{3/2} \) for the effective temperature and within the accuracy of the experimental data, of the form \( N_e \propto \mathcal{I}^{3/2} \) for the total number of MeV electrons. Furthermore, this scaling of \( T_{\text{eff}} \) and \( N_e \) on the intensity \( \mathcal{I} \) appears to be independent of whether the intensity is varied via pulse width adjustment or pulse energy variation as long as a channel is created. The observed scaling for the effective temperature with the electric field of the laser has been predicted in three-dimensional PIC code simulations with an exponential density profile.37 The same behavior for \( T_{\text{eff}} \) has also been observed in an experiment at higher intensities and lower densities.19

### 5. Gas medium dependence

The effective temperature and channel length were measured for different gases shown in Fig. 16. As can be seen, the results for hydrogen and helium are practically the same whereas for nitrogen and even more so for Ar a lower effective temperature and shorter channel length is observed. This is attributed to refraction in multi-ionized medium.24 At laser
intensities $I_{\gamma}>10^{18}$ W/cm$^2$, hydrogen and helium are fully ionized so that the main interaction volume does not possess any density gradients and refraction has little or no effect. On the other hand, for nitrogen ionization states of $5^+$ to $7^+$ and for argon $8^+$ to $15^+$ are expected to be present. This results in strong density gradients which in turn lead to ionization induced defocusing of larger fraction of the laser pulse. The loss of energy and the lower peak intensities bring about the deterioration in the formation of the channel.

**IV. PAIR CREATION AND POSITRON DETECTION**

In this section, we describe an application for the laser accelerated MeV electrons in which bursts of positrons were generated. The scheme we have employed is analogous to the one used for the generation of positrons from high-Z moderators in linear electron accelerators. The electrons generated in the gas-jet target collide with a 2-mm-thick Pb slab where there is a finite probability of generating electron-positron pairs as long as the beam comprises electrons with kinetic energies $\geq 1.02$ MeV. The question that arises is if the number of positrons thus produced can be unequivocally detected. There is a distinct peculiarity associated with this new source of nuclear radiation. Unlike the common sources from the decay of radioactive isotopes which emit at a given rate continuously for long period of time, this laser based source emits highly intense bursts of nuclear radiation in a very short time interval. Although this represents basically an advantage since the source can be turned “on” and “off” at will, the known coincidence techniques normally employed for the detection of nuclear radiation are not applicable in this case. Positron emission has also been reported from the direct interaction of petawatt laser pulses with solid Au targets. However, petawatt lasers operating at high-repetition rate are not yet available and such experiments are currently restricted to large-scale facilities.

For few-MeV electrons interacting with high-Z material the most efficient processes for pair production are: (a) indirectly via Bremsstrahlung photons and (b) directly in electron nucleus collisions (the trident process). Assuming a converter with nuclear density $N_0$, nuclear charge $Z$ and thickness $l$, the probability for pair production via process (a) is

$$p_{\gamma}(E,E_\gamma) = \sigma_\gamma(E) \sigma_\mu(E_\gamma) N_0 l^2 / 2,$$

where $\sigma_\gamma$ the Bremsstrahlung cross section, $\sigma_\mu$ the $\gamma$-photon pair-production cross section, $E$ the electron kinetic energy, and $E_\gamma$ the energy of the intermediate photon. The Bremsstrahlung cross section $\sigma_\gamma$ for electron kinetic energies $E > E_0 = 1.02$ MeV is \(45\)

$$\sigma_\gamma = 11Z^2 \left[ 0.83 \frac{E_0}{E} - 1 - \ln \frac{E_0}{E} \right] \text{mb.}$$

For $E \sim 3$ MeV, Eq. (3) yields $\sigma_\gamma \sim 6Z^2$ mb. The cross section for the generation of an electron-positron pair via the Bremsstrahlung photons increases linearly for photon energies $E_\gamma < 5$ MeV but only as $-\ln E_\gamma$ for higher energies. Taking into account the values given in Ref. 46 for the appropriate energy range, we have calculated $\sigma_\mu(E_\gamma)$ and used it in Eq. (2). In the energy range of interest $\sigma_\mu = Z^2$ mb.

Similarly, the probability for the trident process to occur is

$$p_{\gamma}(E) = \sigma_\gamma(E) N_0 l$$

with $\sigma_\gamma$ the trident pair-production cross section. The dependence of $\sigma_\gamma$ on the electron energy $E$ exhibits a strong increase for $E < 6$ MeV according to the expression, \(44\)

$$\sigma_\gamma = 5 \times 10^{-6} Z^2 (\gamma - 3)^{3.6} \text{mb for } \gamma < 13,$$

whereas for higher energies the increase is moderate: \(47\)

$$\sigma_\gamma = 1.6 \times 10^{-3} Z^2 (\ln \gamma)^3 \text{mb for } \gamma > 13.$$  

The relativistic factor $\gamma$ corresponding to the electron kinetic energy $E$ is $\gamma = (E + mc^2) / mc^2$.

In using Eqs. (2), (4), it has been assumed that $l < R_e \cdot \mu^{-1}$, where $R_e$ the electron range and $\mu$ the absorption coefficient for $\gamma$’s in the converter material. As all cross sections have a $Z^2$ dependence on the nuclear charge $Z$, \(44\)–\(47\) the indirect process scales as $Z^4(N_0l)^2$ while the direct is linear with $Z^2N_0l$. Therefore, for a given electron energy $E$ high-Z material and thick converter favor the indirect process.

An estimate of the fraction of primary electrons converted into positrons $N_{+} \cdot l / N_0$ as a function of the electron primary energy can be obtained if one assumes $E_{\gamma} = E / 2 + m_e c^2$ for the energy of those $\gamma$-photons appropriate for pair production. \(43\) For a $l = 2$ mm thick lead converter with $N_0=3.3 \times 10^{22}$ cm$^{-3}$, using the expressions for the cross sections given in Eqs. (2)–(6) one finds the results depicted in Fig. 17. It is seen that (i) in the electron energy range of $E < 15$ MeV, the indirect process is dominant and (ii) for 3 MeV electrons, a fraction of $10^{-3}$ will be converted into positrons.

While this method of pair production is straight forward, detection of the positrons is difficult. As already mentioned, the standard method of detecting 512-keV annihilation photons (e.g., with coincidence counters) is precluded due to the intense burst of MeV photons which makes the detection of single photon particularly impossible. Therefore, a more direct way was chosen here and it is schematically depicted in Fig. 18. It uses a single thick scintillator that had to be carefully shielded to suppress the background signal due to stray $\gamma$’s to a minimum on account of the weak positron signal. To
this effect, the separation of the positrons from the primary electrons emanating from the converter by a magnetic field and the heavy shielding with lead bricks of the scintillator detector were crucial to the detection of the positrons. The primary electrons were collimated in a plastic block with a 1-cm-diameter hole. The low-Z material stops electrons without producing undue Bremsstrahlung. The converter was a 2-mm-thick lead disk positioned inside the collimator (see Fig. 18) at a distance of 16 cm from the gas-jet where the laser beam was focused. The collimation of the beam results in reducing the number of MeV electrons to \((8 \pm 1.7) \times 10^6\) (from a total of \(2 \times 10^{10}\)) for performing a clean demonstration experiment. The positrons emanating from the converter have a quasi-isotropic distribution.\(^{46}\) Those traveling in the laser direction are collimated by another 2 cm in the plastic collimator before they enter the region where a magnetic field of \(B \approx 1.50\) kG from two permanent magnets is present. Due to the magnetic field, positrons describe a 180° orbit and are detected by a light tight, 1.5-cm-thick plastic scintillator coupled to a photomultiplier tube. The absolutely calibrated detector covers the positron energy range of \(\Delta E = 2 \pm 0.08\) MeV and subtends a solid angle of \(\Delta \Omega_{e^+} = 7\) msr to the converter.

The electron energy distribution was carefully characterized at the beginning of the experiment with the help of the multi-channel electron spectrometer\(^{10}\) and its reproducibility was established. The spectrum is given in Fig. 19 and it can be fitted to a Boltzmann distribution with an effective temperature of \(T_{\text{eff}} = 2.7 \pm 0.1\) MeV. It should be noted here that during this experimental series, the laser system characteristics had changed slightly compared to those described in Sec. III and under which the electron acceleration measurements were performed. This had as a consequence a lower effective electron temperature. The feasibility of the positron detection was checked as follows: For the measured electron distribution and for the converter employed, the energy distribution of the \(\gamma\)-photons was calculated using the cross section in Eq. (3). This is illustrated in Fig. 19. Moreover, assuming that the positron-electron pair shares the energy of the \(\gamma\)-photon or primary electron, Eqs. (2) and (4) give an estimate of the expected positron spectrum due to both processes. As is shown in Fig. 19, it peaks in the energy range of 1–2 MeV and drops rapidly at higher energies. The latter is due to the converter thickness that becomes more transmissive for the high energy \(\gamma\)’s and electrons. The number of positrons generated \(N_{e^+}\) per laser shot can be estimated now based on the value \(\Delta N_{e^+}/\Delta E = 3 \times 10^6\) e\(^+\)/MeV obtained from the spectrum in Fig. 19 for 2 MeV positrons as follows: \(N_{e^+} = (\Delta N_{e^+}/\Delta E)(\Delta \Omega_{e^+}/4\pi)\Delta E = 27\) e\(^+\)/shot.

Indeed, the measurements confirmed the presence of 30 ± 15 positrons per shot. It should be mentioned here that despite the careful shielding of the detector, the signal due to the energy deposited by the 30 positrons per pulse amounts to only 6% of the background signal. This difficulty was circumvented by performing a difference measurement, i.e., with and without positrons and statistically analyzing the results over a large number of shots. A detailed description of the experimental procedure and analysis is given in Ref. 10. In order to further substantiate our experimental result, we have performed detailed Monte Carlo-type simulations using the code GEANT.\(^{38}\) This code allows the user to exactly simulate the experimental setup, i.e., collimator, converter, shielding, magnet, vacuum chamber wall, and detector. Two systematic variations were undertaken. At first for a fixed electron temperature of \(T_{\text{eff}} = 3\) MeV, the converter thickness was varied leading to an optimum \(l_{\text{opt}} = 2\) mm. Second, for fixed converter thickness \(l_{\text{opt}}\), the primary electron tempera-

FIG. 17. Variation of the electron to positron conversion efficiency for a 2-mm-thick Pb converter (solid line) and of the probability ratio of indirect to direct process (dashed line) as a function of the primary electron energy.

FIG. 18. Schematic of the miniaturized arrangement used for the production of positrons. The MeV electrons produced in the gas jet are collimated and converted into \(\gamma\)’s and pairs in the 2-mm-thick Pb converter. The positrons are separated from the primary and secondary electrons via a static magnetic field and detected by the thick scintillator. Not shown is the heavy lead brick shielding used to reduce the signal background due to the generated \(\gamma\)’s.

FIG. 19. Measured energy distribution of the primary electrons (full circles, exponential fit as dashed line) used to produce positrons. The calculated spectrum of the generated \(\gamma\)’s and the expected positron spectrum is also shown. The calculation assumes a 2-mm-thick Pb converter and is based on the cross-sections given in Eqs. (2)–(6). The stripe denotes the energy range covered by the detector. It encompasses ~5% of the total number of positrons.
The effective electron temperature was varied between $T_{\text{eff}} = 2 \pm 5$ MeV. The simulations results for selected electron temperatures along with the experimental value for $T_{\text{eff}} = 2.7 \pm 0.1$ MeV are presented in Fig. 20 where the number of positrons expected within the 2 ± 0.08 MeV channel is given. As can be seen, the simulations predict the experimentally measured number of positrons for the geometry used.

Scaling the number of positrons detected within 0.16 MeV energy range and 7.0 msr solid angle to full energy spread (see Fig. 19) and solid angle, one obtains a total number of $10^6$ positrons per laser pulse. Using the full uncollimated electron beam gives a positron number of $\sim 2 \times 10^7$ per laser pulse, which for 10 Hz operation corresponds to an activity of $2 \times 10^8$ Bq. These values pertain to the ATLAS laser system which for the experiments presented here was delivering $P_L \sim 1.2$ TW per pulse producing a maximum $T_{\text{eff}} = 5$ MeV. However, table-top laser systems with power output of $P_L > 15$ TW are already reality. In this case according to the scaling law $T_{\text{eff}} \propto I^{1/2}$ given in Fig. 15, one would expect an electron temperature of $T_{\text{eff}} = 17$ MeV. Then, at these higher attainable laser intensities the increase in the $T_{\text{eff}}$ of the primary electrons leads to a sharp rise of the positron output. This is depicted in Fig. 21 where the predictions of the GEANT code for constant number of MeV electrons $N_e$ and the same type of converter as in the experiment are given. If one takes into consideration that the number of MeV electrons also increases with the intensity according to the scaling $N_e \propto I^{3/2}$, (see Fig. 15), the positron output is expected to increase nearly three orders of magnitude for $T_{\text{eff}} = 15$ MeV. These estimates assume that the scaling laws of Fig. 15 continue to be valid for higher intensities. As can be seen from Fig. 21, the positron yield for a given converter thickness and for $N_e =$ constant exhibits a saturation for higher $T_{\text{eff}}$ values. This is attributed to the larger range in the converter material of the more energetic electrons and generated y’s. Indeed, for $T_{\text{eff}} = 15$ MeV and twice as thick lead converter a factor of 2 increase in the positron yield is observed. Therefore, by optimizing the converter thickness for a given electron temperature, one can expect even higher yields approaching equivalent activities of $> 10^{14}$ Bq.

V. DISCUSSION

In the interaction of ultra-high-intensity pulses with solid targets the fast electron distribution is characterized by an effective temperature given by the quiver energy of that electron in the laser field, i.e., $E_{\text{osc}} = (\gamma_{\text{osc}} - 1) m_e c^2$ with $\gamma_{\text{osc}} = \sqrt{1 + a_{L,\text{osc}}^2}$. For laser intensities in the range of $10^{18}$–$10^{19}$ W/cm$^2$, the corresponding effective temperature is $T_{\text{eff}} = 0.2$–1 MeV. However, experiments with gas jet targets consistently produce a fast electron spectrum with a considerably higher effective temperature, from a few MeV to over 10 MeV. It was experimentally found that about 5% of the laser energy appears in the form of a beam of collimated relativistic electrons. It is apparent that an acceleration mechanism due to collective effects is responsible for this rather efficient laser energy transfer to plasma electrons. Two mechanisms, i.e., the Laser Wakefield Acceleration (LWFA) and the Direct Laser Acceleration (DLA) have been outlined in Sec. II B.

Given the potential applications envisaged for these electrons, the interest is high in discerning under which conditions a particular mechanism is dominant. Unfortunately, no “footprint” which is uniquely associated with a particular acceleration mechanism and which can be experimentally verified has been yet found. The claims over dominance of one or the other acceleration mechanism are made on the basis of detailed comparison with relativistic PIC codes.

In this context, we have also performed a detailed comparison with a full-scale three-dimensional PIC simulation code the detailed results of which have been reported elsewhere. The three-dimensional capability of this code allows the treatment of the experimental geometry in a realistic way and it uses as input the experimental profiles for the laser pulse and gas target density. For the optimal experimental parameters, i.e., $n_g = 2 \times 10^{20}$ cm$^{-3}$, corresponding to electrons generated with highest energy, the three-dimensional PIC simulations reproduce the experimental measurements reliably not only qualitatively but also in the...
absolute number of accelerated electrons in a given energy range and solid angle cone. A more detailed analysis of the electron dynamics as obtained from the code output shows that for the parameters of our experiment (high density, laser pulse larger than plasma wavelength) the laser wakefield exists only for short time at the leading edge of the laser pulse. Furthermore, it is found that most of the electron energy gain is due to the transverse laser electric field with the laser magnetic field converting the transverse momentum into longitudinal one.

More recently, a similar analysis has been performed for the experiment described in Ref. 19, which in contrast to our results indicates that most of the fast electrons are produced via longitudinal acceleration due to the plasma wakefield. Furthermore, it was found that the maximum energy acquired by the electrons varies with density as $\gamma_{\text{max}} \sim \omega_p^2/\omega_0^2 \sim 1/n_e$ as one would expect from the LWFA mechanism. This behavior is opposite to our experimental finding in which the effective electron temperature increases with density up to a maximum value of $T_{\text{eff}}=5\,\text{keV}$ for $n_e = 2 \times 10^{20} \, \text{cm}^{-3}$ (see Fig. 10). The main difference between the two investigations is that ours was performed in a previously unexplored regime, characterized by fs-laser pulses of relatively low-intensity ($<6 \times 10^{18} \, \text{W/cm}^2$) interacting with a high-density ($n_e \sim 0.05 n_c - 0.3 n_c$) gas jet, whereas the results as given in Ref. 19 pertain to high-intensity laser pulses ($2 \times 10^{19} \, \text{W/cm}^2$) and low-density ($n_e \sim 0.005 n_c - 0.05 n_c$) gas jet. Although other factors like focal spot or gas-jet density suggest that the laser pulse duration plays a role, the results from these two experiments and their analysis suggest that the laser pulse duration (200 fs vs 35 fs) and the density regime ($\sim 2 \times 10^{20} \, \text{cm}^{-3}$ vs $\sim 3 \times 10^{19} \, \text{cm}^{-3}$) are decisive in determining which mechanism is dominant. Indeed, both experiments were performed in the SM-LWFA regime, i.e., in a parameter range where $\tau_{L} \omega_p/\pi > 1$. However, for our parameters due to higher density and longer pulse duration $\tau_{L} \omega_p/\pi \approx 50$, while for those of Ref. 19 $\tau_{L} \omega_p/\pi \approx 4$. Furthermore, three-dimensional PIC simulation results have revealed that in this regime of high density and long laser pulse duration, the DLDA mechanism overcomes the SM-LWFA if self-channeling occurs trapping laser power $P \gg P_{\text{RSF}}$.

It appears that the formation of a robust channel is a prerequisite for the DLDA mechanism to dominate over the SM-LWFA. This could be the main reason for the discrepancy between the two experiments since for the short laser pulses used in Ref. 19 might not have been enough time for the channel to fully develop and establish the quasi-static fields necessary for the DLDA mechanism to become effective.

In recent years positrons have played an important role in applications in diverse fields of physics, e.g., surface physics, positronium spectroscopy, and electron-positron plasmas. Although for most of these applications conventional radioactive sources like $^{22}\text{Na}$ or $^{58}\text{Co}$ are currently used, the distinct possibility exists to replace them with laser driven positron sources. The potential to create large number of $e^-e^+$ pairs using ultra-intense lasers has been considered in estimates and theoretical investigations, however, the results presented in Ref. 10 and here demonstrate that a 10 Hz laser driven positron source is indeed realizable. Given the prodigious technological advances in laser technology, it is almost certain that in the near future there will be laser systems delivering pulsed power of 100 TW or more at repetition rates of 1 kHz. The fluxes of positrons that can be generated by such lasers would then be comparable to those from electron linear accelerators using a facility that can fit in a normal size room. Other obvious advantages of laser driven positron sources is the fact that they can be turned off when they are not needed thus reducing considerably the radiation hazards associated with radioactive sources. The pulsed character of the source with the immense peak intensities, can be exploited in positron-annihilation spectroscopy to simplify the cumbersome timing electronics since the start signal is well defined by the laser pulse. It is beyond doubt that the unique properties of this pulsed positron source will be of advantage to other applications as well.
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