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**Fused coarse-grained model of aromatic ionic liquids and their behaviour at electrodes**

Bin Li, Ke Ma, Yong-Lei Wang, Martin Turesson, Clifford E. Woodward and Jan Forsman

A fused coarse-grained model of aromatic ionic liquids 1-alkyl-3-methylimidazolium tetrafluoroborate ([C₆MIM][BF₄]) has been constructed. Structural and dynamical properties calculated from our model are compared with experimental data as well as with corresponding results from simulations of other suggested models. Specifically, we adopt a fused-sphere coarse-grained model for both cations and anions. This model is utilized to study structure and differential capacitance in models of flat and porous carbon electrodes. We find that the capacitance varies with pore size, in a manner that is related to the packing of ions inside the pore. For very narrow pores, diffusion is slow and the establishment of thermodynamic equilibrium may exceed the practical limits for our Molecular Dynamics simulations.

1 Introduction

Room temperature ionic liquids (ILs) are salts that form a stable liquid at about room temperature. In recent years, ILs have attracted considerable attention, in terms of fundamental research as well as application-oriented work. This is at least partly motivated by their characteristic properties, such as a low melting point, a high viscosity, and negligible vapour pressure. Furthermore, many ILs have unique solvent properties, and some of them are even able to dissolve cellulose. ILs are also viable candidates as electrolytes in electric double layer capacitors (EDLCs), primarily due to their good electrochemical stability and short Debye screening lengths. Note also that neat ILs do not have a solvation shell, which further enhances their ability to screen charge. This screening can be quantified in terms of a potential drop across the electric double layer, formed at the electrode surface, so the structures near interfaces are highly relevant to the properties of the capacitors.

If ILs are combined with nanoporous electrodes, which have large effective surface area, one may obtain an enormous capacitance. Such devices are often called “supercapacitors”. The specific capacitance, as a function of applied voltage, is also denoted as differential capacitance, DC. Generally speaking, the DC drops at very high absolute values of applied voltage, as a result of saturation effects. However, in some cases, the DC also displays a local minimum for nearly neutral electrodes, resulting in a “camel-shaped” DC curve. This minimum may be related to surface depletion. The DC can also be expected to depend upon the size of the nanopores. There is experimental evidence supporting this conjecture, but the results are still controversial.

Due to the high viscosity of ILs, the simulation of a realistic model system will be time-consuming, with a high computational cost. Hence, simulations of coarse-grained (CG) IL models is an attractive alternative. A spherical CG bead usually represents a group of atoms or molecules. Some CG models of ILs are built via a systematic “bottom-up” procedure, such as multiscale coarse-graining (MS-CG) or the effective force coarse-graining (EF-CG) approaches by Wang et al., and other CG approaches include the Newton inversion (NI) iterative Boltzmann inversion (IBI) methods. On the other hand, CG models have also been constructed by matching the structural and dynamical properties from experiments and all-atom simulations, via a “top-down” approach. Sun and Zhou developed a CG model of ILs with Nafion by using a Martini CG force field. Roy and Maroncelli used a 4-site CG model to represent the ILs 1-butyl-3-methylimidazolium hexafluorophosphate ([Im⁺][PF₆⁻]), and Merlet et al. developed a similar CG model for 1-alkyl-3-methylimidazolium tetrafluoroborate ([C₆MIM⁺][BF₄⁻]).

About five years ago, we constructed a simple CG model of imidazolium-based ILs, which had the advantage of being straightforwardly treated via classical density functional theory (DFT) methods. The accuracy of the DFT treatment was evaluated by direct comparisons of structural properties and DC curves.
determined with Metropolis Monte Carlo (MC) simulations. Recently, we developed a more detailed CG model of imidazolium-based ILs. This is more complex than the original version, but still manageable by DFT approaches, which offers substantial computational benefits. The model was evaluated via a combination of MC and molecular dynamics (MD) simulations. The CG model is indeed able to reproduce some structural properties, for example, bulk densities.

Although the CG model could reproduce structural properties, it unfortunately generates rather inaccurate dynamical properties. Specifically, simulated diffusion coefficients are considerably larger than corresponding experimental data. In this work, we make some modifications to the model, retaining the architectural structure, with the aim to improve the dynamical properties while keeping the high accuracy of bulk structural predictions.

The paper is organized as follows: in Sec. 2 we present details of our newly developed CG model for aromatic ILs, as well as our models for electrodes and some MD simulation details. Sec. 3 contains our validation of the CG model, while behaviours at electrodes are scrutinized in Sec. 4. Finally, in Sec. 5, we summarize the main conclusions of this work.

2 Model and methods

2.1 CG model

In the model presented here, the bond-lengths were generally smaller than the diameter of the spheres, resulting in our “fused bead” model. A simple cartoon of the CG model of \([\text{C}_4\text{MIM}^+][\text{BF}_4^-]\) is shown in Fig. 1, although we note that the bond lengths are exaggerated in the graph, as the beads are actually fused. For different 1-alkyl-3-methylimidazolium cations, we just changed the alkyl chain length by adding or removing neutral beads (one bead per \(-\text{CH}_2\) group). The non-bonded interactions between CG beads are modelled with Lennard-Jones (LJ) and Coulomb interactions,

\[
U_{ij}(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right] + \frac{z_i z_j \epsilon^2}{4\pi\epsilon_0 \epsilon r_{ij}} \tag{1}
\]

in which \(\epsilon\) and \(\sigma\) are the well depth and the bead diameter, respectively, \(z\) is the valency of the charged CG bead, \(\epsilon_0\) is the vacuum permittivity and \(\epsilon_r\) is the relative permittivity. The CG beads are connected via harmonic bonds,

\[
V_{ij}(r_{ij}) = \frac{1}{2} k_b (r_{ij} - r_0)^2 \tag{2}
\]

here \(k_b\) is the force constant of the harmonic bond and \(r_0\) is the equilibrium length. In our previous model, all the CG beads had the same size (\(\sigma = 0.24\) nm) and \(r_0\) was set equal to \(\sigma\). Furthermore, all beads in that model interacted with a common LJ strength (\(\epsilon = 100 k_b K\)). But as the dynamical properties of our previous model were not consistent with experimental results, we shall implement some adjustments to this model.

We have set \(\sigma = 0.335\) nm and \(r_0 = 0.17\) nm for all the beads in the fused model. The force constant of the harmonic bonds was set as relatively strong, \(1 \times 10^5\) KJ-mol\(^{-1}\) nm\(^{-2}\). We utilized three types of CG beads to represent the IL pair. The CG beads which represent alkyl chain are neutral, and the CG beads in the two star-shape parts carry partial charges, +0.2 \(\epsilon\) in the cations and \(-0.2\) \(\epsilon\) in the anions, representing the aromatic ring and \([\text{BF}_4^-]\), respectively.

As in our previous model, the relative permittivity \(\epsilon_r\) was set to 2.3, which is the value for benzene. The choice was motivated by the aromatic structure of the cations. In contrast to our previous model, we assume that the electronic polarizability of neutral beads is weaker than that of charged beads, as manifested by their LJ energy parameter. Specifically, \(\epsilon_{cc} = 1.7\) KJ-mol\(^{-1}\), and \(\epsilon_{nn} = 0.3\) KJ-mol\(^{-1}\), with index “cc” and “nn” denoting “charged-charged” and “neutral-neutral”, respectively. The intramolecular LJ interactions are excluded up to two neighbour CG beads, but the intramolecular Coulomb interactions between adjacent charged CG beads still exist in order to keep the charged parts of ILs as star architectures. The mass of neutral, positive and negative beads, were set to 14.4, 13.6 and 17.4 amu.

2.2 Electrode description

We utilized an analogous 3-layer model in a flat geometry, designed to mimic a single non-porous electrode surface. In our model, two parallel 3-layer surfaces are separated by 15 nm (the “IL region” is between the inner layers), which is large enough for them to be regarded as two isolated surfaces. Periodic boundary conditions were applied in the \(x, y\) directions parallel with the surfaces, i.e., we attempted to model flat surfaces that are essentially infinite in these directions. The simulation box extended 6 nm \(\times\) 6.3 nm, in the \(x\) and \(y\) directions. A snapshot of the system, including ILs and the flat model graphene electrodes, is illustrated in Fig. 2 (a). The fixed partial charges are distributed on the carbon atoms in the layers at the IL interface.

A 3-layer thick carbon nanotube (CNT) model was used to represent a cylindrical electrode pore, a geometrically more complex electrode. The cylinder symmetry axis is aligned with the \(z\) direction. A charged electrode was modelled by adding fixed partial charges on the carbon atoms on the inner layer of the CNT. The 3-layer architecture ensures that the interactions between the inner parts (the pore itself, and the inner surface) and the ILs near the outer surface, is weak. Ideally, this interaction would be completely negligible, given that our model is designed to mimic an electrode pore. The snapshot of a system containing the pore,
immersed in a bulk IL, is depicted in Fig. 2 (b). We adjusted the number of cations and anions to make the whole system electro neutral. The partial charge on each carbon atom is,

$$z_C = \frac{N_{C,MIM^+} - N_{BF_4^-}}{N_C}$$

where $N_C$ is the number of carbon atoms on the inner layer of CNT. The surface charge density of the inner layer can be calculated as,

$$\sigma_s = \frac{z_C N_C}{2 \pi r_C h_C}$$

where $r_C$ and $h_C$ are the radius and the length of the inner layer of the CNT, respectively. The pore size was defined in terms of the diameter of the inner layer, as measured between centres of adjacent carbon atoms. We consider inner pore diameters $d$, ranging from 0.8 nm to 2 nm systematically. The length of the CNT was fixed at about 6 nm. The LJ parameters of carbon atoms are $\varepsilon_{ww} = 0.36 \text{ kJ/mol}$ and $\sigma_{ww} = 0.34 \text{ nm}$. The electrode carbon-carbon bond length is fixed at 0.14 nm. All the cross LJ interaction parameters are calculated via the Lorentz-Berthelot mixing rules.

2.3 Molecular dynamics simulation details

All the simulations were performed using the MD simulation software package GROMACS. For the bulk IL systems, 600 pairs of ILs were simulated. In systems containing a cylindrical (electrode) pore, we used about 10000 ion pairs. Such large systems were required in order to ensure bulk-like conditions far away from the pore. Simulations with the flat surface geometry, on the other hand, only required about 1700 ion pairs (adjusted to ensure that the density at the mid-plane between the surfaces, was bulk-like at the relevant temperature). The size of systems containing an explicit cylindrical pore is about $14 \times 14 \times 17 \text{ nm}^3$. In simulations of planar electrode surfaces, a vacuum part was added in the $z$ direction, such that the periodicity in this dimension was 50 nm. This allows us to use “pseudo-2D” Ewald summations, rather than “proper” 2D Ewald sums.

The simulations for bulk systems were carried out at three different temperatures, 300 K, 400 K and 500 K, in order to check the accuracy of our CG model. Simulations for electrode systems were conducted at 400 K, to avoid the very slow dynamics found at room temperature. We adopted an NPT ensemble for simulations of bulk systems, as well as those containing a cylindrical (electrode) pore. For the planar electrode model, we used an NVT ensemble conditions. The temperature was controlled via a velocity-rescaling thermostat, with a coupling time of 1 ps. A Berendsen barostat was used for pressure couplings, maintaining the pressure at 1 bar, with a coupling time of 3 ps.

The cut-off radius for LJ interactions and Coulomb interactions in real space was set to 2.0 nm, long ranged electrostatic interactions were solved via the Particle-mesh Ewald (PME) method, with a Fourier spacing of 0.3 nm. All the production simulations were carried out for 50 ns, with a 2 fs time step.

3 Bulk properties

In Fig. 3, we show how the bulk density at room temperature changes with cationic alkyl length, $n$, for $[\text{C}_n\text{MIM}^+]$, where $n = 2, 4, 6$. In Fig. 4, we show the temperature dependence of the bulk density, for $[\text{C}_2\text{MIM}^+] [\text{BF}_4^-]$, $[\text{C}_4\text{MIM}^+] [\text{BF}_4^-]$ and $[\text{C}_6\text{MIM}^+] [\text{BF}_4^-]$. Predictions from our CG model are compared with corresponding experimental data, as well as a previously developed 3-bead CG model.

We see that our CG model of aromatic ILs is able to reproduce experimental bulk density dependencies, on cationic chain length as well as temperature, with a relatively high accuracy.

Switching focus to dynamical properties, a quantity of considerable interest is the self diffusion coefficient, calculated through the Einstein formula:

$$D = \lim_{t \to \infty} \frac{\langle |\mathbf{r}(t) - \mathbf{r}(0)|^2 \rangle}{2dt}$$

where $\langle |\mathbf{r}(t) - \mathbf{r}(0)|^2 \rangle$ is the ensemble-averaged mean square displacement (MSD) of the particle, whereas $d$ is the dimension of the space. A linear fit was used to establish the slope.

Simulated diffusion coefficients of cations (c) and anions (a) in $[\text{C}_2\text{MIM}^+] [\text{BF}_4^-]$ and $[\text{C}_6\text{MIM}^+] [\text{BF}_4^-]$, at three different temperatures, are shown in Fig. 5. Our CG model overestimates the diffusion coefficient for anions under 300 K slightly, but the overall agreement between calculated and experimental diffusion coefficients is quite satisfactory.
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Fig. 3 Simulated bulk densities, utilizing our CG model, as compared with other experimental data,\textsuperscript{36,38–40} atomic simulations\textsuperscript{41,42} and 3-bead CG simulations,\textsuperscript{27}, under different alkyl chain lengths.
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Fig. 4 Bulk densities in our CG model, were compared with other experimental data,\textsuperscript{36,38–40} atomic simulations\textsuperscript{41,42} and 3-bead CG simulations,\textsuperscript{27} at various temperatures. (a) [C\textsubscript{2}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}], (b) [C\textsubscript{4}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}], (c) [C\textsubscript{6}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}].\textsuperscript{a} Some of experimental data in higher temperatures were extrapolated via linear fits,\textsuperscript{b} there are no other simulation data for [C\textsubscript{6}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}].

We have also estimated viscosities of the IL system, using our CG model and the Green-Kubo formula,\textsuperscript{44}

\[ \eta = \frac{V}{k_B T} \int_0^\infty \langle p_{\alpha\beta}(0)p_{\alpha\beta}(\tau) \rangle d\tau, \quad \alpha, \beta = x, y, z. \quad (6) \]

where \( V \) is the volume of the simulation box, as obtained by a 20 ns average, whereas \( P_{\alpha\beta} \) is the off-diagonal component of the pressure tensor.

In Table 1, CG model predictions of viscosities, for [C\textsubscript{2}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}] and [C\textsubscript{4}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}], are compared with corresponding data from other simulations as well as experiments, at 400 K and 500 K. We have not calculated viscosities at room temperature, as they are very high, and it is computationally costly to establish converged data. Still, the agreement with experimental data at the two investigated temperatures, is quite satisfactory.

We believe these comparisons have verified that our CG model for the aromatic imidazolium ILs provides accurate and reliable predictions of static as well as dynamical bulk properties.

Table 1  Shear viscosities of ILs under 400 K and 500 K (units: cP).

<table>
<thead>
<tr>
<th>[C\textsubscript{2}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}]</th>
<th>400 K</th>
<th>500 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>ours</td>
<td>3.7</td>
<td>1.8</td>
</tr>
<tr>
<td>3-bead\textsuperscript{27}</td>
<td>5.3</td>
<td>1.8</td>
</tr>
<tr>
<td>experiment\textsuperscript{36}</td>
<td>4.0</td>
<td>1.7</td>
</tr>
<tr>
<td>atomistic\textsuperscript{41}</td>
<td>4.0</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>[C\textsubscript{4}MIM\textsuperscript{+}][BF\textsubscript{4}\textsuperscript{−}]</th>
<th>400 K</th>
<th>500 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>ours</td>
<td>4.4</td>
<td>1.4</td>
</tr>
<tr>
<td>3-bead\textsuperscript{27}</td>
<td>5.1</td>
<td>1.7</td>
</tr>
<tr>
<td>experiment\textsuperscript{38}</td>
<td>5.4</td>
<td>1.9</td>
</tr>
<tr>
<td>atomistic\textsuperscript{41}</td>
<td>5.0</td>
<td>-</td>
</tr>
</tbody>
</table>
4 Ionic liquids at electrodes

Let us first scrutinize the case of ILs with flat electrode surfaces, as modelled by two widely separated 3-layer graphene surfaces. The electric potential distribution across the slit is then established by the Poisson equation,

$$\phi(z) = -\frac{\sigma_i}{\varepsilon_0 \varepsilon_r} z - \frac{1}{\varepsilon_0 \varepsilon_r} \int_0^z \int_0^{z'} \rho_r(z'') dz''$$

(7)

where $z$ is the perpendicular distance to the graphene surface, while $\rho_r$ is the charge density distribution along the $z$ direction. The potential drop across the EDL layer can be calculated as the potential at the surface minus the potential in the bulk region. The latter is estimated by an average of the potential in the central portion of the slit (near the mid plane).

The integral capacitance (IC) is calculated as the surface charge density divided by the electrode potential,

$$\text{IC} = \frac{\Delta \sigma_i}{\Delta \phi_{\text{electrode}}}$$

(8)

where we choose $\Delta \sigma_i \approx \pm 1$ e/\text{nm}^2. The DC is obtained as a derivative:

$$\text{DC} = \frac{d \sigma_i}{d \phi_{\text{electrode}}}$$

(9)

The DC is then monitored as a function of electrode potential. Fig. 6 shows the DC profile in the system with flat graphene electrodes. With a flat geometry, the DC curve is somewhat complex, displaying a weak maximum around zero voltage. The DC profile is similar to the simulation work which was done by Hu et al.,\textsuperscript{45} but the average value is larger than their result (5-6 \text{ \mu F/cm}^2). The results from the 3-bead CG model also display close values as Hu et al.\textsuperscript{27} Feng and co-workers also provided some results for the same IL in room temperature via atomistic simulation, the capacitances are about 6-8 \text{ \mu F/cm}^2, which are between our results and the previous two literatures.\textsuperscript{46} But the overall values in our results are close with the experimental works by Alam et al.\textsuperscript{47}

The reason that causes the differences might be different force fields of ILs, as well as various parameters for the electrodes. Actually, the capacitances vary under different conditions, for example, temperatures. Lockett and co-workers showed the temperature dependence on capacitance, the capacitance increases with temperature, in additional, the frequencies in impedance methods also influence capacitance sensitively, the capacitance decreases as the frequency increases, the DC profiles also depend on how the potential scanning performs.\textsuperscript{48} Breitsprecher et al. studied the ILs based capacitor via CG simulations, they also clarified that the capacitance also depends on the reference point for the potential strongly, since there is a particle-free region between the surfaces and ILs.\textsuperscript{49} We also studied the influence from the particle size of wall ($\sigma_w$) on the capacitance recently, which has the similar effect as the distance of the reference points. We found that the capacitance decreases as $\sigma_w$ increases, which means that we obtained a similar trend.\textsuperscript{13} Thus in a sense, its real value is ambiguous.

As mentioned earlier, we have also simulated the case of a cylinder-shaped pore (CNT) immersed in a bulk IL, i.e. our model of an open pore in a nanoporous electrode. We denote a pore carrying a positive charge densities on the inner surface as a “cathode”, whereas the corresponding negatively charged CNT is denoted as an “anode”. We shall investigate a range of surface charge densities, and cylinder radii.

We have evaluated the electric potential of the CNT by calculating the potential at the inner surface, from all discrete charges in the system, save any possible ones located directly at the position where the potential is measured. As this potential in principle will vary along the inner CNT surface, we calculated the potential, $\phi_{\text{electrode}}$, as the average value of sampled potentials at the carbon atoms and at the centre sites of the hexagonal rings formed by connected carbon atoms.\textsuperscript{17} In order to avoid edge effects, we have chosen to measure the potential only in the central 2/3 part (along $z$) of the inner cylinder surface.

The ICs from cathode and anode are shown, for various pore sizes, in Fig. 7. The overall trend, at the anode as well as at the cathode, is that the IC increases slightly with pore size, but the cathode displays a distinct maximum for $d = 0.939$ nm.
We shall now try to relate the observed dependence of the integral capacitance on pore size to structural properties of the nanoporous system. Fig. 8 shows the number density distributions of all species of CG beads in the CNT pore. In Fig. 8 (a) and (b), the combination of a high absolute surface charge and a narrow pore size ensures that all coions are expelled from the pore. In those cases, the counterion densities have local maxima at the pore centres as well as at the inner pore surface. These density peaks reflect that the counterions can be found in the CNT pores, and there is a peak in the centre of CNT and another one for charged beads near from the surface in narrow pores, which represents the star architecture of anions and cations, respectively. Thus, there is only one layer of counterions in such a narrow (model of an) electrode pore, i.e. the IL molecules are almost distributed along a straight line in the pore. Note also that the density peaks of anions in a cathode are higher than the corresponding one for cations in an anode. This is presumably related to the smaller volume occupied by an anion, in combination with their polarizability/volume, as measured by the average LJ strength parameter per bead. Hence, we anticipate a stronger screening, i.e. higher capacitance, at such a narrow cathode pore, than in the corresponding porous anode. One complication is the meaning of “corresponding”, since our considerations in principle apply for a certain absolute value of surface charge density, whereas an identical absolute value of the potential might be more relevant in a practical scenario. In wider pores, the relative difference between counterion density peaks in cathodes and anodes is smaller, as shown in Fig. 8. This is obviously related to weaker confinement effects, and for wide pores, we except similar integral capacitances at anodes and cathodes, respectively. We note in graphs (c) and (f) of Fig. 8, that for an inner pore diameter of about 2 nm, the counterion density peaks at the pore surface and at the pore centre, are separated by a coion density peak.

Recall that the cathode IC displays a drop at $d = 1.073$ nm. This is presumably due to the fact that while the pore is wide enough to admit the presence of a significant amount of cations, it is nevertheless too narrow to form a fully established EDL. In other words, cations and anions are forced to pack together in a single layer, the corresponding density distribution is shown in graph (c) of Fig. 8, which reduces the overall electrostatic screening ability of the system. If we continue to increase the pore size, a more “relaxed” EDL layer can be generated in the pore, which leads to an increased IC.

In Fig. 9, we illustrate how the porous electrode surface charge density varies with applied voltage. This is shown for two different pore sizes, $d = 0.939$ nm and $d = 2.007$ nm. We observe (in both cases) an overall increasing trend, reflecting the expected increase of surface charge with applied voltage. However, the narrow pore displays a superimposed oscillation, and this is actually strong enough to generate a non-monotonic dependence. We believe this is related to kinetic (non-equilibrium) effects, and we have in fact verified that one may obtain two distinctly different density distributions, at a surface charge density of 0.5 $e$/nm$^2$, depending on the starting conditions “empty” or “filled” pore. Despite running extensive simulations, we have been unable to obtained a converged equilibrium result, in this case. This naturally means that there is some uncertainty regarding the value of the DC at this surface charge density, but it also implies that such narrow pores can generate substantial hysteresis effects at experimental measurements.

We chose the ILs which keep staying inside the CNT pore during the last 20 ns, and calculated the MSDs of the ILs for the entire simulations. Since there is quite a small amount of molecules in
the CNT pore, the statistics is not very good, but at least diffusion tendencies can be estimated. Fig. 10 shows the MSDs of the counterions in the CNT pores with \( d = 0.939 \) nm. Only MSDs of counterions are shown in the figure because there are no coions in the pores with large surface charge densities. Because of the strong confinement, there is virtually no diffusion in \( x \) and \( y \) dimensions (not shown). The MSDs are roughly flat and sometimes not monotonic, which means that the ILs diffuse much slower than in the bulk system. They are even nearly frozen in some cases, especially at cathodes. This is because there are more anions in the pore, and the effective interactions between ILs and electrodes are stronger due to the smaller volume of anions. The effect of confinement and non-bonded interactions are so strong that the ILs are stuck at the inner surface of the CNT pore. Some experimental and simulation works reported that the ILs have a higher melting point in the CNT pore and stick on the wall of CNT at lower temperatures,\(^{50, 51}\) ILs diffuse much slower if they are close to a graphene surface.\(^{52-54}\) Hence, some of our results in such a narrow pore depend on the starting conditions “empty” or “filled” pore. Currently we can not make sure that the systems with narrow pores, such as \( d = 0.939 \) nm have been reached equilibrium after 50 ns simulation. For CNT pores with \( d = 2.007 \) nm, the ILs are not frozen, although the diffusion is slower than in the bulk systems, with such wide pores do not seem to display equilibrium problems.

In what follows, all results were obtained with an “empty pore” starting configuration. We should thus keep in mind the convergence problems that occur in the system with very narrow pores. At wider pores, we did not find any convergence problems.

The relationship between number densities and surface charge densities are shown in Fig. 11. The number of cations decays rapidly to 0 when the surface charge density \( \sigma \geq 0.6 \, e/\text{nm}^2 \), but the number of anions does not grow rapidly. Hence, the total density drops rather rapidly around this surface charge density.

The DC for a flat surface can be compared with the porous electrode, with \( d = 2.007 \) nm, in Fig. 12. For the porous electrode, we find the typical “camel-shaped” curve, which was discussed in Sec. 1. With a flat geometry, the DC curve is somewhat more complex, displaying a weak maximum around zero voltage. The overall DC curve for a flat surface is below that for our porous electrode.

5 Conclusions and outlook

A fused CG model for aromatic ILs of type \([\text{C}_n\text{MIM}^+]\,[\text{BF}_4^-]\) has been constructed. The CG model displays excellent transferability for different cationic alkyl chain lengths, and for a range of temperatures. The capacitance of our model IL + porous electrode depends significantly on the pore size, especially in the sub-nanometre regime. In addition, the relationship between electric potential and surface charge densities is non-monotonic when the pore is narrow. The porous electrode generates an overall enhanced capacitance, as compared with a completely flat electrode.

We are also currently making attempts to construct a classical DFT treatment, based on our coarse-grained ionic liquid model and cylindrical electrode.
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Fig. 12 The DC profiles of CNT electrodes ($d = 2.007$ nm) and graphene slit electrodes, the DC of graphene slit electrodes shows a smaller range than Fig. 6.