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1. INTRODUCTION

System identification techniques are applied to determine
the steering dynamics of the Sea Swift from 4 full-scale
experiments. Parameters of different linear and nonlinear
models are estimated. The identification program LISPID
(Kdllstrdm, Essebo and Astrdm, 1976; Kdllstrdm, 1978) is
used to analyse the experiments. The output error method,
the maximum likelihood method and the prediction error
method are applied. A few maximum likelihood identifications

using the program IDPAC (Wieslander, 1976) are also presented.

The Sea Swift is an oil tanker of 255 000 tdw built for the
Salén Shipping Companies, Stockholm, by Kockums Shipyard,
Malmd. The experiments were performed in full load condition.
System identification techniques have previously been applied
to data from experiments performed with the Sea Splendour

and the Sea Scout, which are sister ships to the Sea Swift,
in ballast condition (Astrm and Kdllstrdm, 1973, 1976;
Astrdm, Killstrdm, Norrbin and Bystrdm, 1975; KdllstrOm,
1977a and 1977c; Norrbin, Bystrdm, Astrtm and Kdllstrom,
1977; Bystrdm and Kdllstrdm, 1978). Some preliminary results
of the Sea Swift experiments are presented in Norrbin, Bystrdm,
Astrdm and Kdllstrdm (1977) and Gustavsson, Ljung and S&der-
strém (1977).

2. EXPERIMENTS

The Sea Swift is a single-screw turbine tanker of 255 000 tdw
with a half-spade rudder. The maximum power at 85 rpm is

32 000 shp and the trial speed at full draught is 15.7 knots.
The length between perpendiculars L is 329.18 m, the breadth
is 51.82 m, and the draught is 20.06 m when the ship is fully

loaded. The displacement at full draught is 285 000 m3.

The 4 experiments were performed in 1974 in the Mozambique
Channel, which separates Madagascar from Africa. They are
described in detail by K&llstrém (1975). The tanker was fully

loaded and it had a displacement V of 284 300 m3. The draught



at bow and stern was 20 m. The ship speed V was approximately
17 knots and the propeller rate of revolution was about 85.5
rpm. The wind speed was less than 4 m/s and the waves were
small. The 4 experiments El1, E2, E3 and E4 lasted for 78, 59,
36 and 61 min. Experiemnts El and E4 were performed in open
loop by approximately using a PRBS as rudder perturbations.
Experiment E2 was carried out in closed loop, but extra
rudder perturbations were added to secure the identifiability.
The rudder command & was determined from the P-controller

§ = k(¥ ) + 8 (2.1)

n-~ Yref o

where wm is the measured heading angle, wref is the requested
heading angle and 60 is the added perturbation signal,
approximately chosen as a PRBS. The gain k was assigned the
value 2 and wref the value 212 deg during experiment E2.
Experiment E3 was also performed in closed loop, but no
perturbations were added, i.e. Go = 0 in (2.1). The requested
heading angle wref was 212 deg. The identifiability was
guaranteed by changing k from 0.5 to 3 after 31 min of the
experiment. A very oscillating behaviour was unfortunately
obtained with k = 3, therefore the experiment had to be
terminated after a short time. Identification of processes

in closed loop is discussed in Gustavsson, Ljung and Soder-
strém (1977). A rudder limit of 10 deg was used during
experiments E2 and E3. Rudder servo position, rudder angle,
fore and aft sway velocities, yaw rate, heading angle, forward
speed, propeller rate of revolution, and pitch angular velocity
were measured during all experiments. The data were punched
on paper tape. The onboard process computer made it possible
to record the data with a precise, constant sampling rate.
The sampling interval TS was chosen to 10 s in all experi-
ments. The input-output data used for the system identifica-
tion are shown in Figs. 2.1 - 2.4. The rudder angles are
positive towards port. The number of recorded- samples of
experiments El, E2, E3 and E4 are 471, 354, 215 and 368.
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The standard measurement equipment onboard the Sea Swift was
used for the experiments. The sway velocities were measured
by a doppler sonar equipment, type Ametek Straza, with a
resolution of about 0.02 knots. The distance Ll from midship
to the fore doppler log was 155.68 m and the distance L, to
the aft doppler log was 124.09 m. The yaw rates were measured
by a rate gyro from AB ATEW, Flen, Sweden. The drift rate
given by the manufacturer is 3 deg/h (0.0008 deg/s). However,
the quality of the rate gyro signal varies with the sea
conditions and the way the gyro is mounted, and an accuracy
of about 0.005 deg/s seems to be realistic. The heading angles
were measured by a Sperry gyro compass with an accuracy of
about 0.1 deg. The heading signal was transformed by a
synchro-digital converter with an accuracy of about 0.02 deg.
Notice that the doppler sonar and the rate gyro may have
biases. Figures 2.1 - 2.4 show that the bias of the fore sway

velocity is approximately -0.4 knots.

3. SHIP STEERING DYNAMICS

The identification results described in Sections 4 and 5 are
based on the following model of the ship steering dynamics
(Astrdm, Norrbin, Kdllstrdm and Bystrdm, 1974; Astrdm, Killstrdm,
Norrbin and Bystrdm, 1975):

L Bg F | rl L - ] [ 1
L oo, X 5. o |a 1 Ly o
20 7% Vi |F % T % ©% v(t)
2
P 1, L
il 70 O [dr|=|G 0y 05 6500 |r(t)| - ats
0 0 1| |ay 0 1 0 v (t)
.9 J . J . - J LY J
r % 3 ( \ (3.1)
ay* 9y ®13 £y (v,r)
G(t—TD)
+ -aloellelz 614 «dt + 9350 fN(v,r) +dt + dw
U
0 0 0
. J . J
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M B L R T |
v(tk)
= r{t, )| +
ro(ty) 0 1/0q 0
b (£g) 0 0 l/OLl
~ L /

k = O’l’u.-’N-l

The Wiener process w has the incremental covariance Rldt,
where

a Ry= | Viog Hoqg 1 sin 6, 184! 0
| 0 0 0_

The measurement errors [e(tk)4 are assumed to be independent and
gaussian with zero mean and covariance Rz, where

lﬂz'l 0 0 0
P - 0 lezzl 0 0
2
0 0 l923| 0
i 0 0 0 |924I |



The initial state is given by

)] [ogglay
Fltg)] =[x o
| ¥(tp)] 21 827 |

and the time delay TD is computed as

T, = T, — T |sin 634|

where Ts is the sampling interval.

The following variables are introduced in (3.1):

Inputs

§ = rudder command [deg]
U - artificial unit step input [-]

States

v - sway velocity at midship [m/s]
r - yaw rate [rad/s]
¥ - heading angle [rad]

Outputs

v, - fore sway velocity [knots]
v, — aft sway velocity [knots]
r, - vaw rate [deg/s]

Yy = heading angle [deg]

The model (3.1) is provided with the following fixed parameter
values:

V - ship speed (8.75 m/s)

- ship length (329.18 m)

distance from midship to fore doppler log (155.68 m)
- distance from midship to aft doppler log (124,09 m)
- conversion factor from degrees to radians (0.01745)

[ N
!

Q
woN =N -

- conversion factor from m/s to knots (1.944)
- sampling interval (10 s)

B R

16
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The parameters el - 635 can be estimated in LISPID. Notice,
however, that it is possible to estimate only a subset of

the 35 parameters and to give the other parameters arbitrary
fixed values. The parameters 628 = 633 have been omitted in
the model (3.1), because they have no meaning for the analysis
performed in this report. It is concluded from (3.1) that

6. - 6, are normalized acceleration hydrodynamic derivatives,

1 4
6. - 0 and -9..0 are normalized linear hydrodynamic

5 = 8gs O11 11%12
derivatives, 69 and elo are wind parameters, 613 and 614 are
force and moment biases, and 915 - 617 are measurement biases.
The time delay T, can be regarded as an approximation of the
effective time constant of the steering engine (Kdllstrom,

1977c) .

The only unknown parameter of the nonlinear contributions

in the model (3.1) is the effective cross-flow drag coefficient
635 = C. The value is expected to be of the order of 0.4 < C < 1.4.
The commonly used linear model of the steering dynamics is
obtained from (3.1) if 635

and fN have been derived in Norrbin (1976) by considering

= 0. The nonlinear functions fY

the cross-flow drag. The nonlinear model (3.1) is in LISPID
transformed into a linear model by introducing fY/m' and

fN/m' as additional inputs, where m' = 2V/L3 = 0.01594. The
functions fY and fN are dependent on the true sway velocity
v and tge true yaw rate r, which are unknown. The estimates

X and X5 of v and r obtained through the filter

x(tk+l|tk) = A x (t]t) + Bu(t,)
A . A (3.2)
x(t b)) = x(t [t ) + Rly(t) - Cx(t |t _;) - Dult )}

k = OIoanpN-l

are instead used when the additional inputs are generated. The
input vector u, the state vector ;, and the output vector y

are the same as in the model (3.1). The filter (3.2) is obtained
from (3.1) by assuming 835 = 0 and by sampling. The stationary
filter gain K is calculated by solving an -appropriate, discrete
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Riccati equation (Astrbm, 1970). Notice that K = 0 'if there is
no process noise in (3.1), i.e. when w = 0. The problem of
estimating unknown parameters in the nonlinear model (3.1) with
635 *+ 0 is thus transformed into the much easier problem of

estimating parameters in a linear model.

The unknown parameters are in LISPID estimated with the pre-
diction error method by minimizing the loss function

1
\

T
cp(tk)ep (tk) (3.3)

N..
ﬁ%~ det | T
_ K=

p

where N is the number of samples. The p-step prediction errors
ep are determined recursively from the innovations represen-
tation (see Kdllstrdm, Essebo and Astr8m, 1976):

ep(tk) =yt ) -c x(tkltk_p) - Du(t,)

;(ti+L|tk—p) = A X(tiltk_p) + Bu(ty), i=k-p+l,..., k-1

A . (3.4)
x(tk-p+lrtk—p) = A x(tk_pltk_p_1)+Bu(tk_p) + Keo(tk_p)
€ = = -
O(tk_p) y(tk_p) C x(tk_pltk_p_l) Du(tk_p)
k =p,..., N-1

Notice that K = AK and that the last two equations of (3.4)

and (3.2) are equivalent if 65 = 0, i.e. if a linear model

is used. The input vector u of (3.4) also contains the additional
inputs when 635 # 0, 1.e. when a nonlinear model is analysed.

The one-step prediction errors, i.e. the residuals, are mini-
mized in the maximum likelihood method. This method is in

LISPID obtained by assigning p=0 in (3.3) and (3.4), and by

only using the last two equations of (3.4). The case p=1 has

no meaning in LISPID. The output error method is easily obtained
from the maximum likelihood method by assuming no process noise
in (3.1), i.e. w=0. This implies that K=0 in (3.4). Different
models obtained by the output error method and the maximum
likelihood method can be compared by using Akaike”s information
criterion (Akaike, 1972):
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AIC = -2 log L + 2 v (3.5)
where L is the maximum of the likelihood function and v is

the number of estimated parameters. Nccording to Akaike the
quantity AIC should be minimum for the correct model structure.
The following relation is obtained from (3.3) and (3.5):

AIC = (N-p)log V + 2v + (l—ny)(N—p)log(N—p) + ny(N—p)(l+loan) (3.6)

where ny is the number of outputs from the model.

.The program LISPID allows for both uniform and varying
sampling. The data from the Sea Swift experiments were,
however, recorded with a constant sampling interval, so the

nonuniform sampling facility will not be used.

It was concluded in Kdllstrtm (1977a) that it is question-
able if the wind parameters 69 and elo should be estimated,
when the wind speed is less than 10 m/s. Since the wind speed
was less than 4 m/s during the Sea Swift experiments it is
decided to assume 69 = 610 = 0.

The transfer function relating the heading Y to the rudder
angle § (in radians), when the wind parameters 69 and elo,

the time delay T and the parameter 635 are zero, is obtained

DI
from (3.1):
K(14sT.,) Ky (s+1/T
6y6(s) = 3 = 3 (3.7)
: s(1+sT])(l+sT2) s(s+1/7,) (s+1/T,)
KT3 .
where K‘ = }—;7m-. The corresponding transfer function relating



the sway velocity v to the rudder angle § (in radians) is

) Kv(l+sT3v) ) Klv(s+]/T3v)
GV'S(S) = = (3.8)
(1+sT,)(14sT,) (s+1/T,)(s+1/T,)
1 2 1 2
KvT3v
where Klv = = . It is customary to normalize the gains and
12

time constants of (3.7) and (3.8) by use of the 'prime' systlem:

K = K *L/V 1 T1 - V/L
' 2,,2 ' .

K] = K] « L7V 2 12 - V/L (39)
! |

Kv = KV/V 3 T3 - V/L

Kioo= Ky - L7V2 : Ta - VL
v 1v 3v 3v /

20

The identifiability aspects of the model (3.1) were discussed

in Astrm and K&dllstrom (1973, 1976). The linear hydrodynamic

Ogr 9117
the biases 613 . 617, and the parameter 635 can be deter-

derivatives 65 - - elqu’ the wind parameters 69 -

0.0
miged if the acceleration hydrodynamic derivatives el - 64 are
known and if the parameter values are such that the model (3.1)
is completely observable and completely controllable. It is
necessary that measurements of the sway velocity are available
together with measurements of the yaw rate or the heading angle.
All parameters 618 - 624 of the covariance matrices Rl and R2
can not be determined when the prediction error method or the
maximum likelihood method is applied, since it is possible to
and R

1 2
obtain the same filter gain K (cf.

by an arbitrary coefficient and still
(3.4)).

is always fixed in the sequel.

multiply R
Therefore, the

parameter 624
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The hydrodynamic derivatives of the linear model (3.1) have

been estimated by SSPA from model tests with a tanker similar

to the Sea Swift. The estimates are shown in Table 3.1. The

acceleration derivatives el - 94 are always fixed in the sequel

to the values given in Table 3.1.

The transfer function relating the heading to the rudder angle

is determined in Section 6. The only measurement signal used is

the heading. The following state space model is then used in

LISPID (Astrdm, Norrbin, K&llstrdm and Bystrdm, 1974; Astrom,

Killstrdm, Norrbin and Bystrdm, 1975):

-

dxl

dr

dy

The Wiener process w has the incremental covariance R

where

%

| o |
9
\Ilwgll‘r’]ol sin (p]]
0

\'
0o 0 -
L 3
T 1 oy
0 1 0
o
)
oo 6
L3 5 6
S(t-T.)
D
‘—"2'(9 )
L2 4 7
0 o | .
xp (ty)
= [0 0 l/al] r(tk)
W(tk)

-’

Xy (t)

r(t)

Y (t)

dt 4+ dw

+ e(tk) k =

'w]ol

0

3

\l(pgl I'p]0| Sin LD-'] 0

dat +

(3.10)

Oll’o--' N"‘l

1 dt,




m' = Yo' (61) 0.02978
m‘xG' - Yf' (62) 0

m'xG' - N&' (63) 0

IZ' - Ni' (64) 0.00172
YV' (65) -0.01422
Yr' - m' (96) -0.01152
NV' (67) -0.00738
Nr' - m'xG' (68) -0.00301
YG' (ell) 0.00298
Né' (—ellelz) -0.00140

Table 3.1 - Hydrodynamic derivatives estimated by SSPA.

The

estimates are adjusted values from model

tests with a tanker similar to the Sea Swift.

The
use
The
are
The

hydrodynamic derivatives are normalized,by
of the 'prime' system with mass unit pL /2.
corresponding values in the 'bis' system
obtained by dividing with m' = 0.01594.
origin of the co-ordinate system is assumed

to be at midship.

22
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The measurement errors {e(tk)} are assumed to be independent

and gaussian with zero mean and covariance R2, where R2 = |wl3

The initial state is given by

xp (tg) ®)5
r(ty) = |oge®

and the time delay T_. is computed as

D

T, = TS - T, | sin w24|

where Ts is the sampling interval,

The notations are the same as in the model (3.1l). The state

Xq [l/sz] is a linear combination of v, r and ¢. The parameters
©) T @y, Or a subset of these parameters, can be estimated in
LISPID. The parameters @8, wlz, V147 P18 T P93 have been
omitted in the model (3.10), because they have no meaning for
the analysis performed in this report. Notice that 95 is a

wind parameter and that P and 9, are biases.

The transfer function relating the heading § to the rudder
angle § (in radians), when the time delay TD is zero, is obtained
from (3.10):

2 3
\'4 Y, s V™ ¢
Ei 4 + =3 5
= L
Cys () = ) 3
3,V 2,V v
STLOLS Y7o st e

If the wind parameter ®3 is zero, (3.11) becomes (cf.(3.7)):

(3.11)
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V2 V3
L S I
L L —
G (s) = ~ ]
Ve 2 . v ve
s(s t T v s +—2-t02]
L
(3.12)
K(l+s Ts) Ky (s+1/T3)
s(l+sTl)(l+sT2) s(s+l/Tl)(s+l/T2)
Notice that Nomoto”s model is obtained when 0, = Py = 0:
v oy K
) _ L = K = 1l (3.13)
Gwa(s) = 7
s(s+f @l) s (1+sT) s (s+1/7T)

where Kl = K/T. The corresponding normalized parameters

are defined by K,' = K. - L2/V2 and T' = T « V/L (cf. (3.9)).

1 il
The unknown parameters are in LISPID estimated by minimizing
the loss function (3.3) and by using (3.4), where the recursion
now is based on the model (3.10) instead of (3.1).

The identifiability aspects of the model (3.10) were discussed
in Astrém and Killstrdm (1973, 1976) . Tha parameters can be
determined except in the case when there is a pole - zero
cancellation. It is, however, necessary to fix one of the
parameters of the covariance matrices Rl and R2, when the
prediction error method or the maximum likelihood method is
applied. Therefore, the parameter ¢,, is always fixed in the

sequel as well as the wind parameter ¢;.

The following transfer function parameters are obtained from
SSPA:s model (Table 3.1):
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©; = 2.23
0, = -0.82
(3.14)
90, = -0.82
g = -0.82

The sampled version of the model (3.10) can be represented by

the difference equation model

wm(t) + ay wm(t—l) + e.. F a, wm(t—n) =

= bls(t—l) + ...+ bné(t—n) + (3.15)
+ Ale(t) + cle(t—l) + .. 7+ cne(t—n)]

where a constant, unit sampling interval is assumed and where
{e(t)} is a sequence of random variables which accounts for
the combined effect of process disturbances and measurement
errors. The maximum likelihood estimation of the parameters
of (3.15) can be simplified significantly as described in
Astr6m and Bohlin (1965). The interactive program IDPAC
(Wieslander, 1976) performs this. The program minimizes the

loss function

-1

2

e? (t) (3.16)

ZIk
<M

which is a special case of (3.3). Notice that (3.16) can be
combined with (3.6).

If Nomoto”s model (3.13) is combined with a time delay T,
describing the steering engine, then the following transfer

function is obtained:

& -sT
G5 l8) Bim—miin o Sip (3.17)
s (1+sT)
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The discrete time model (cf. (3.15))

wm(t) + a; wm(t—l) + a, wm(t—Z) =

(3.18)
= bl §(t-1) + b2 §(t-2) + b3 § (t-3)
is obtained by sampling (3.17), where
a, = -(e_TS/T+ 1)
a, = e_TS/T
(TD-TS)/T
b, = K[T e + T, = Tp - T] (3.19)
(T-T_)/T -T /T
_ D s _ _ s’ °=-T _~-T]
b2 = =K[2T e + (TS TD T) e D
(T,-T.)/T -T_/T
by = K[T e D s it +m e ¥ ]
D
and where TS is the sampling interval. Notice that b3 =0
when Ty = 0. If the parameters of the model (3.18) are known,
then the parameters of (3.17) can be computed through
bl+b2+b3
K =
Ts(l-az)
Ts
=" = (3.20)
log a,
o =) IE 1+ 1 b3=by
log a, l—a2 bl+b2+b3

provided that the model (3.18) has been obtained by sampling
(3.17) . One necessary conditon is 1 + a; +a, = 0, i.e. (3.18)

contains a pure integrator.



4. IDENTIFICATION OF LINEAR MODELS

Results of fitting the linear version of the model (3.1) to
data from the 4 experiments are presented in this section.

The following fixed parameter values are then used:
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el = 0.02978

62 = 0

63 e 0

64 = 0.00172

69 = 0 (4.1)
950 0

812 = 0.471 ,

624 = 0.01 deg

635 = 0

Notice that 612 = _NS'/YG' is fixed to the value obtained

from SSPA:s model (Table 3.1). It was suggested in KdllstrOm
(1977a and 1977b) to assign this relation a fixed value, since

the relation is easy to determine from the hull geometry.

Estimated parameters from output error, ML and prediction
error (p = 2, 3, 4) identifications are shown in Tables 4.1 -
4.4, The initial estimates are the values determined by

SSPA (see Table 3.1). The results of output error, ML and
prediction error (p =4) identifications are shown in Figs

4.1 - 4.12. The continuous lines are the measurements and

the dashed lines are the outputs of the deterministic models.
The dashed lines in the diagrams of the correlation functions

are the x2c0-limits.

The models obtained from output error identifications to
experiments E1 and E2 are strange. An improved model is
determined from experiment E3. It is also concluded that a
reasonable model is obtained when experiment E4 is analysed
with the output error method. The estimated parameters are

very close to the initial estimates in this case.
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The models obtained by applying the ML method to data from
the 4 experiments are strange in all cases. Notice, however,
that Akaike”s information criterion AIC distinctly indicates

that the process noise should be modelled.

The results are improved significantly when the prediction
error method is applied. It is concluded that a prediction
interval of 40 s, i.e. p = 4, is appropriate. Notice, however,
that p = 2, 3 and 4 gave approximately the same results when
experiment El was analysed. The parameter estimates obtained
by applying the prediction error method with p = 4 to data
from the 4 experiments do not differ much. An incorrect sign
of the parameter Nr' - m'xG' was, however, obtained when
experiment E4 was analysed. The following filter gains K

(cf. (3.4)) are obtained from experiments El, E2, E3 and E4

when p = 4:
r b
1.4 «10°1 2.3.10" 1 ~1.8.1071 ~7.641073
K= |-2.9.+107° ~8.2:10°° 1.4.1073 2.2.107%] (4.2)
9.5« 10 ° ~8.3.10 2 3.6.10 2 1.0-10'2J
L
1.4 +1071 2.9.10" % ~4.7.10° 1 9.3.1073
K = 5.1 1070 ~3.8.10 % 4.5.1073 4.8-107% (4.3)
| 2.3 - T ° -4.2.1073 9.6+10 2 1.8.1072
¢ 1
9.7 « 1070 4.0.10°1 1.2.10° % 2.2.1072
k= | 1.6+1077 -3.9.10" 4 2.0-1073 3.7.107%] (4.4)
4.7 +107° ~3.1-103 6.0.10" 2 1.7-10"2
\ /
1.6 1071 2.6+10° 71 ~1.4.10" % ~1.0-10"2
K = 6.0+ 10 ¢ —6.3-10" 4 3.1.10°° 2.6.10 % (4.5)
1.1 10 2 ~1.1:10"2 5.5.10 2 1.8-10‘2J
L




Notice that it was necessary to fix the parameter 623 of the
covariance matrix R2 and the parameters 625 . 627 of the
initial state to obtain reasonable models when the prediction

error method was applied.

The outputs of the deterministic models obtained by applying
the ML and the prediction error methods differ in many cases
significantly from the measurements. An improved consistency
can, however, easily be achieved by readjusting the biases

and the initial states.

The time delay TD of Tables 4.1 - 4.4 can be regarded as an
approximation of the effective time constant of the steering

engine, The value is known to be of the order of 5 s.

It is difficult to decide which of the models obtained with

p = 4 that is the best one. The 4 models are further investig-
ated by fitting the biases, the initial state, and the time
delay to data from the 4 experiments by use of the output
error method. The hydrodynamic derivatives are then fixed.

The results are summarized in Table 4.5 and the plots are

shown in Figs. 4.13 - 4.28. The performances of the 4 models
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do not differ much, but it is concluded that the model obtained

from experiment E4 (model D) is slightly better than the

other models.



Initial Output ML Prediction error
estimates| error p=2 p=3 p=4

Figure 4.1 4.2 - - 4.3
v 14 20 16 16 16
v 3450.1 0.3 2.4 5.8 11.5
ATC 517 ~3866 - - -
Y ~0.01422 |-0.01519 |-0.01557 |-0.03199 |-0.02905 |[-0.02754
VAU ~0.01152 |-0.01155 |-0.00953 |-0.01831 |-0.01675 |-0.01586
N’ ~0.00738 | 0.00052 | 0.00002 [-0.00044 |-0.00042 |-0.00042
N_' - m's’ ~0.0030L | 0.00028 | 0.00002 |-0.00012 |-0.00012 [-0.00011
¥t 0.00298 | 0.00030 | 0.00054 | 0.00143 | 0.00141 | 0.00141
Ny ~0.00140 |-0.00014 |-0.00026 |-0.00067 |-0.00067 [-0.00067
84710 0.9 ~0.1 5.8 5.4 4.8
6,,°10° 0.5 3,2 5.7 5.7 5.6
6,5  [knots] ~0.41 ~0.41 ~0.44 ~0.44 -0.44
8,  [kmots] ~0.13 -0.14 ~0.17 ~0.17 ~0.17
6,,  ldeg/s] 0.006 0.006 0.006 0.006 0.006
R (1,1)  [s] - 3.1.102 |1.5-107% | 1.8-107% |1.5.107
R (1,2) (s - 1.1-1072 |1.0-2077 | 1.4:1077 |9.8-1078
R (2,2)  I[s] - 1.2010°2 {7.1.107 | 1.1.107196.4-207H
R, (1,1) [knots] - 5.3.10°° |6.0-1072 | 5.6-107% |5.5-1072
R, (2,2) lknots]” - 1.3.107% [3.4.1072 | 3.5-1072 |3.5-1072
R, (3,3) [deg/s]? - 1.2:107° 10;4 * 10;4 * 1014 *
0,0 lknots] 0.01 0.13 0 ) 0"
0,0 . [deg/s] 0.028 | -0.033 0 ) o
6,, [deg] 213.77 | 214.30 | 214.41" | 214.41° | 214.41
T [s] 9.8 7.9 5.8 6.3 6.4
K" 0.99 -1.15 34.75 5.24 5.46 5.18
K, ' ~0.82 . ~0.15 | -0.39 ~0.39 | -0.39

' ~0.60 0.89 —21.23 | -2.96 -3.10 | -2.93
K" 0.10 = 0.02 0.05 0.05 0.05
T, -3.09 ;}complex -230.99 -14.67 -15.54 | -14.79
T’ 0.39 |/ poles 1.94 0.83 0.90 0.95
T, 1.00 2.11 1.92 0.90 0.99 1.05
T, 0.20 0.33 0.38 0.20 0.21 0.23
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* = fixed value

Table 4.1 - Estimated parameters from identifications to
data from experiment El.
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Initial Output ML Prediction erroxr
estimates error p =2 p =3 p=4

Figure 4.4 4.5 - - 4.6

v 14 20 16 16 16

v 281.4 0.2 1.9 6.4 12.5

AIC 187 —2734 “ - -

' ~0.01422 |-0.05864 |[-0.01628 |-0.01987 [-0.01986 |-0.01988
L ~0.01152 | 0.01489 |-0.01685 |-0.01638 [-0.01543 |-0.01507
" ~0.00738 |-0.00982 |[-0.00081 |-0.00080 |-0.00080 |-0.00079
Lremtx! ~0.0030L | 0.00195 [-0.00006 |~0.00032 |-0.00030 |-0.00029

¥, 0.00298 | 0.00020 | 0.00018 | 0.00063 | 0.00126 | 0.00147

Ny ~0.00140 |=-0.00009 |-0.00009 |-0.00030 |-0.00059 |-0.00069

9410 9.5 | -16.7 765.7 767.2 768.4

8,,°10° ~15.9 -9.4 310.2 310.8 306.8

65 Lknots] -0.32 | -0.16 ~6.90 -6.91 ~6.91

6, [lknots] ~0.12 0.03 ~6.69 ~6.69 ~6.68

6,, [deg/s] 0.005 | 0.005 | 0.005 | 0.005 | 0.005

R (1,1 [s] - 3.8:107% | 6.0+10 6.1-10% 8.8+10

R (1,2) [s] 2.7.1072 |-9.2.107% | -8.9-16% -1.0-15

R (2,2) I[s] - 2.5:10°2 | 1.4-107° | 1.3-16°] 1.2-10°

R2(l 1) [knots] - 131074 | 8.421073 | 1.4-10%  2.0-102

R, (2, 2)[knots] - 3.4-10°% | 5.8.103 |  9.9-10° 1.1-10%

R2(3 3) [deg/s]? 2.5.100 | 107¢ 1074 1074

6,s  [knots] ~0.18 | -0.03 0 * 0

% %k %

6,  ldeg/s] ~0.051 | =-0.071 0 . 0

6,,  [ldeg] 211.84 | 209.95 | 2.09.86 209.86| 2 09.86

T [s] 10.0 0.9 9.4 9.1 9.7

K 0.99 | -0.23 0.12 0.95 1.99 2.43

It ~0.82 - ~0.05 ~0.17 -0.34 ~0.40
K,' ~0.60 | =0.06 | ~0.12 ~0.75 ~1.48 -1.77
K., 0.10 - 0.01 0.02 0.04 0.05
T, -3.09 | complex | -3.49 ~7.44 ~7.76 -8.04
T," 0.39 |[poles 1.15 1.01 1.03 1.04
T," 1.00 0.37 1.65 1.38 1.38 1.38
T, 0.20 | -0.19 0.22 0.21 0.23 0.23

fixed value

Table 4.2 - Estimated parameters from identifications to data
from experiment E2.
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Initial Output ML Prediction error
estimates error = 2 p=3 p=4

Figure 4.7 4.8 - = 4,9

v 14 20 17 16 16

v 24.8 0.03 0.3 0.3 0.6

ATC ~301 ~1726 - - -

i ~0.01422 -0.02468 |-0.01265 |-0.02064 |-0.02901 |-0.02451
L'’ ~0.01152 0.01552 |-0.01042 |-0.01417 |-0.01899 |-0.01656
. ~0.00738 |-0.00043 | 0.00094 [-0.00387 |-0.00035 |-0.00044
e ~0.00301 0.00007 | 0.00062 |-0.00176 |-0.00013 |-0.00016

¥ 0.00298 | 0.00146 | 0.00013 | 0.00077 | 0.00168 | 0.00184

N, ~0.00140 -0.00069 |-0.00006 |-0.00036 |-0.00079 |=0.00087

913-102 4.9 ~12.6 31.1 33,1 29.6

0,10 ~6.7 9.7 55.8 4.5 4.4

65 [knots] ~0.43 ~0.24 ~0.65 ~0.57 | -0.58

6,  [knots] ~0.19 0.02 ~0.38 ~0.30 | -0.30

0.,  ldeg/s] 0.012 0.009 | 0.008 | 0.008 | 0.008

R, (1,1) [s] = 8.0-10 1 | 2.0-107% | 3.0-107° | 2.8-10

R, (1,2) [s] - -1.4-107% |-1.8-1073 | -4.8-107 }-3.8-107°

R} (2,2) [s] - 2.5:1072 | 1.7.107% | 7.7.1077 | 5.1-1077

R,(1,1) [knots]’ = 2,910 | 6.7.107 | 8.8 12.0

R,(2,2) [knots]® - 3.5.1074 | 3.2.107% | 2.9.107% | 5.3.107°

R,(3,3) [deg/s]’ - SO 4.2-5.50'6 1014* 10“1*

0, lkots] 0.21 ~0.19 o 0 )

6,  [dey/s] ~0.013 0.007 0 0

6,7  [degy] 216.77 | 213.40 | 213.35° | 213.35 |213.35

T [s] 10.0 10.0 10.0 9.6 8.8

K! 0.99 3.58 | -0.33 0.57 8.02 6.74

K, ' ~0.82 ~0.40 - ~0.21 ~0.46  |-0.50

' ~0.60 ~2.19 0.28 -0.35 -5.19 | -4.48

K’ 0.10 0.05 - 0.03 0.06 0.06

T ~3.09 -10.06 | camlex | =5.30 -19.22 | -15.34

T, 0.39 1.03  |/poles 0.52 0.91 1.02

T, 1.00 1.16 2.80 1.03 1.00 1.17

T, 0.20 0.23 0.40 0.20 0.19 0.22

* = fixed value

Table 4.3 - Estimated parameters from identifications

from experiment E3.

to data
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Initial

Output

Prediction error

ML
estimates| error p =2 p =3 p=4
Figure 4.10 4.11 - . 4.12
v 14 20 16 16 16
v 293.2 0.06 0.9 1.8 3.9
AIC ~223 3328 - - B
' ~0.01422 |-0.01578 |-0.01928 [-0.02380 |-0.02253 |-0.02244
'’ ~0.01152 |-0.01106 |-0.01376 |-0.01686 |-0.01573 [-0.01556
X ~0.00738 |-0.00679 | 0.00045 [0.00002 |-0.00004 |-0.00003
N_'m'xg ~0.00301 [-0.00377 | 0.00032 | 0.00015 | 0.00013 | 0.00009
v, 0.00298 | 0.00333 | 0.00047 | 0.00038 | 0.00080 | 0.00088
Ny ~0.00140 [-0.00157 |-0.00022 |-0.00018 [-0.00037 |-0.00041
8,410 4.8 ~27.4 1.4 ~14.7 -14.4
8,10 -1.3 5.4 0.5 =7n 5 ~2.7
0 [knots] ~0.43 | -0.17 ~0.42 ~0.30 ~0.30
0 [ knots] ~0.19 0.06 ~0.19 ~0.07 ~0.07
0, [deg/s] 0.005 | 0.009 0.009 0.009 0.009
R, (1,1) [s] = 7.21073 | 6.6.10 | 3.7 4.6
R (1,2) [s] - -7.1.10°4 }7.7.10*  |~9.8.1073 [-9.1.1073
R, (2,2) [s] - 7.1:10° | 9.1.1077 | 2.6:107° | 1.8-1077
R,(1,1) [knots]’ - 4.6.107° | 1.1.107% | 1.9.1073 | 2.3.1073
R,(2,2) [knots]? - 1.8:107% 6.0.1072 | 1.8.1073 | 2.0.1073
2 -5 e e —gx
R,(3,3) [deg/s] - 2.3:10 10 10 10
0, [knots] ~0.09 ~0.14 * 0 0
0, [deg/s] 0.008 ~0.009 I 0 0
0,7 [deg] 205.54 | 214.38 | 214.41" | 214.41" | 214.21"
T [s] 7.3 4.0 3.5 10.0 | 10.0
K 0.99 3.03 34.21 1.08 2.31 3.71
K, ~0.82 | -0.92 -0.13 | -0.11 ~0.22 | -0.24
K,' ~0.60 | -1.92 ~24.39 | -0.75 -1.58 | -2.53
K" 0.10 0.11 0.02 0.01 0.03 0.03
T ~3.00 | -9.28 ~200.74 | -10.34 | -10.77 | -15.66
T’ 0.39 0.35 2.15 1.24 1.29 1.31
T, 1.00 0.99 1.62 1.25 1.32 1.32
T, 0.20 0.19 0.28 0.22 0.24 0.24

fixed value

Table 4.4 - Estimated parameters from identifications
to data from experiment E4.
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Strange models are obtained when the output error method is
applied to the data from the 4 experiments. The parameter
estimates of wz and @5 are very small. Nevertheless Akaike”s
information criterion selects the third-order transfer

function (3.12) instead of Nomoto”s model (3.13) in all cases.

The results are improved when the ML method is applied to

the data. Notice, however, that T2' is estimated to 0.03 -

0.07 which corresponds to 1.1 - 2.6 s. Such a short time
constant may be originated from the steering engine or the

wave motions but probably not from the ship steering dynamics.
Akaike”s information criterion also indicates in 3 cases that
Nomoto~“s model is appropriate to the data when the ML method is
used. The following filter gains K (cf. (3.4)) are obtained
from applying the ML method tc data from experiments El1, E2,

E3 and E4:

8.5.10"% 9.8.10" % 6.4.10" 4 2.7-1074
K= |[1.1.1073 1.2.1073 0.9.1073 0.8.1073 (6.8)
2.9.1072 ; 3,0.1072 ' 2.7.1072 , 2.7.1072
CE.(6.4).

The results of prediction error identifications with p = 2 and
3 indicate no significant improvements compared with the ML

results., The following filter gains are obtained when p =2:

'9.2-10‘4\ r13.4-10’4\ '9.5-10'4\ '5.1-10'4\

K = 1.1.1073 1.1.10°°3 1.0.1073 0.7-1073 (6.9)
2.9.107% 3.0.1072 2.7-10'2J 2.5.1072
( Jro\ Jro v\ J

The corresponding filter gains for p = 3 are:
3.2.1074]  [13.1-107%4] f[9.7-1074] [5.4.107%

K = 1.0.1073 1.1-107° 1.0-1073 0.7-1073 (6.10)
2.9.1072 3.0.107%| |2.8.1072 2.6-10" 2
{ J s L Jr |\ Jr \ )

It is thus concluded that the filter gains are remarkably

similar for the different models.
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Results of fitting the model (3.15) to data from experiments
El and E2 by use of IDPAC are summarized in Table 6.3. The
maximum likelihood method is used and parameters dl and d2
for the initial state are also estimated. Mean values and
linear trends are removed from both the rudder inputs and
the heading measurements before the data are analysed. A
pure integrator is almost obtained in all cases, since

1l + a, + a, is approximately equal to zero. The parameters

il 2
of Nomoto”s model (3.17) are computed from the models in
Table 6.3 by use of (3.20). The time delay Th should be zero

when by = 0, if the model (3.13) is appropriate to the data.
It can be concluded from Table 6.3 that TD is different from
zero, which means that the model (3.17) including a time
delay should be used. The proper way of including a time delay
is to also estimate b3 (cf. (3.17) and (3.18)). See Table 6.3.
It is also concluded that b3 should be estimated according to
Akaike”s information criterion, since -372 and -648 should

be compared with -1021 and -707. Notice that the models
obtained when b3 is estimated do not differ much from the
corresponding models obtained with LISPID (cf. Table 6.1).

All models of Table 6.3, except the model obtained from ex-
periment El when b3 = 0, are non-minimum phase. This is a
consequence of the fact that a model including a time delay
describing the steering engine is sampled, and has nothing to

do with the ship steering dynamics.

The autocorrelation functions of residuals and the cross corre-
lation functions between rudder inputs and residuals are shown
in Figs. 6.33 - 6.36. Figures 6.34 and 6.36 can be compared
with the corresponding results from LISPID (Figs. 6.2 and 6.6).
It is concluded that the consistency between the results from
IDPAC and LISPID is very good.

A third-order model (3.15) is also fitted to the data from
the 2 experiments by use of IDPAC (cf. (3.12)). The maximum
likelihood method is used and parameters d,, d2 and d3 for

the initial state are also estimated. Convergence difficulties
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1 E 2

-Initial _ . — :

estimates b3 =0 b, estim. b, 0 b3 estim,
Figure 6.33 6.34 6.35 6.36
) 8 9 8 9
v 0.0256" 0.0064 0.0089  |0.0075
AIC -372 -1021 -648 -707
a; -1.218 -2.003£0.007 | =1.973+0.007| ~1.956%0.007
a, 0.226 1.002£0.007 | 0.968+0.006| 0.941+0.007
by 0.006 -0.007+0.001 | =0.004+0.002| -0.006+0.001
b, 0.001 -0.019+0.002 | -0.032+0.001| -0.027+0.001
by - -0.006+0.001 - -0.011+0.001
c; 1.07 -0.38£0.05 |~0.28+0.06 [-0.26 % 0.05
c, 0.57 0.03£0.05 |-0.17+0.06 |-0.05+0.06
d; -6.39 -6.26+0.08 |=-2.24+0.10 |-2.24 £0.09
d, 0.77 5.94%0.10 | 1.44+0.10 | 1.410.09
K' 0.99 0.03 60.19 -4.25 -2.82
K, ' -0.27 0.17 -0.45 -0.52 -0.65
il -3.70 0.18 -133.04 8.17 4,37
Ty 5] - -2.4 4.7 3.9 6.2

* = minimum point not found (maximum number of iterations (50) reached)

Table 6.3 -

Parameter values from ML identifications using IDPAC.
Nomoto®s: model (see (3.13) and (3.17)) is determined.
Parameters d, and d, for the initial state are estimated.
The estimateé standard deviations are given in some cases,
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Fig. 6.33 - Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained from
ML, identification using IDPAC to data from experi-
ment E1 (b3 = 0).
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Fig. 6.34 - Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained
from ML identification using IDPAC to data from
exXperiment El (b3 estimated).
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Fig. 6.35 = Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained from
ML identification using IDPAC to data from experiment
E 2 (b3 = 0).
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Fig. 6.36 = Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained from
ML identification using IDPAC to data from
experiment E 2 (b3 estimated).
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were obtained. The results are shown in Table 6.4 and Figs.
6.37 and 6.38., A pure integrator is almost obtained since

1+ a; t a, + aj is approximately equal to zero. Notice that
the models of Table 6.4, as well as the models of Table 6.3,
are non-minimum phase. It can be concluded by analysing the
models in Table 6.4 that a pole on the negative real axis is
obtained. This problem was discussed in Astrdm, K&llstrdm,
Norrbin and Bystrdm (1975) and in AstrSm and K&llstrom (1976).
It was concluded that a first-order model with a negative pole
is typical for a case where round-off noise occurs. However,
this will probably not explain the negative pole, since the
autocorrelation functions obtained with Nomoto”s model (Figs.

6.34 and 6.36) indicate no oscillatory behaviour.

The following input - output relations are obtained for the
models in Table 6.4:

_ -0.006g° = 0.027g - 0.024

2 (6.11)
(gq+ 0.925) (g“ - 2.007q + 1.006)

H(qg)

~0.005q% - 0.030q — 0.022
(q + 0.410) (g° - 1.964q + 0.954)

H(g) = (6.12)

These input - output relations can be compared with the models
shown in Table 6.3, where b3 is estimated, provided that the
pole on the negative real axis is neglected. It can be concluded
that the parameter values of (6.11]) and (6.12) are close to the
corresponding values of Table 6.3. However, the magnitude of

the parameter b3 is increased in (6.11) and (6.12). By using
(3.20) the parameters of Nomoto”s model (3.17) can be computed
from (6.1l1) and (6.12). The results are shown in Table 6.4.

Based on Akaike”s information criterion and analysis of the
residuals it is concluded that Nomoto”s models of Table 6.3

are better than the corresponding third-order models of Table
6.4. LISPID and IDPAC thus give the same model order. However,

an analysis of experiments El1 and E2 performed by Gustavsson,
Ljung and Sdderstrdm (1977) indicated that a third-order transfer

function relating yaw rate to rudder angle was appropriate to
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the data. They used IDPAC to determine a relation between
the differenced heading angle and the requested rudder angle,

which is not exactly the same as the rudder command used here.

It is thus possible to determine the parameters Kl and T of
Nomoto”s model (3.13) by using either LISPID or IDPAC. It

is difficult to determine the time constants T2 and T3 of

(3.12) when the only measurement signal used is the heading angle.
Remember, however, that good results were obtained from LISPID
when measurements of sway velocities and yaw rates also were

used. The difficulties obtained when estimating T, and T3 of

the transfer function (3.12) are possibly due to an approximate
pole - zero cancellation. If the true values of T2 and T3 are
close to each other, it is, of course, extremely difficult to
detect this mode from an input-output experiment, where the

rudder command is the input and the heading angle the output.

The improved results obtained when measurements of sway velocities
also are used in the identification procedure (see Section 4)

are due to the fact that it is possible to get information

about T, through the transfer function (3.8) in this case.

Another explanation is that the heading measurements, but not

the measurements of sway velocities, are influenced by disturbances
from, for example, waves. The wave periods are typically of

the order of 5 - 10 s and it is thus quite possible that they i

interact with the time constant T2.

7. CONCLUSIONS

Four experiments performed with the 255 000 tdw oil tanker
Sea Swift were analysed. The tanker was fully loaded and the
speed was approximately 17 knots during the experiments.

A PRBS was approximately used as rudder perturbations during
experiments El1 and E4, which were performed in open loop.
Experiments E2 and E3 were carried out in closed loop. Fore
and aft sway velocities, yaw rates and heading angles were

measured and recorded with a precise, constant sampling interval,
The sampling interval was chosen to 10 s.



Initial

estimates e B2
Figure 6.37 6.38
v 12 12
v 0.0070"  |0.0078
AIC -973 -687
a; -1.082 -1.554
a, -0.850 0.149
agq 0.931 0.391
bl -0.006 -0.005
b2 -0.027 -0.030
b3 -0.024 -0.022
cq 0.54 0.14
c, -0.37 -0.23
Cy 0.01 0.02
dl -5.79 -2,20
d2 0.31 0.48
d3 5.30 0.62
K' 0.99 35.74 -4.66
Kl' -0.27 -0.80 -0.83
il -3.70 -44.43 5.64
i [s] = 8.2 8.0

* = minimum point not found (maximum number of iterations (50)

reached) .

Table 6.4 - Parameter values from ML identifications using
IDPAC. Parameters d

l’

state are estimated.

d, and d

2

for the initial

168



169

8.6

b.a

W= Y

e
2

i s. ) Tlo. '-l.. . .. i ' "'.

Fig. 6.37 - Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained from
ML identification using IDPAC to data from experi-
ment El.
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Fig. 6.38 - Autocorrelation function of residuals and cross
correlation function between rudder input and
residuals, where the residuals are obtained from
ML identification using IDPAC to data from
experiment E2.



171

The output error method, the maximum likelihood method and
the prediction error method were applied to the data by use
of the identification program LISPID. The identifications

were based on 3 different models.

The first model is linear and contains hydrodynamic deriva-
tives which are estimated. The outputs of the model are the

sway velocities, the yaw rate and the heading angle. Strange
parameter values were obtained when the output error method

was applied to data from experiments El and E2. The estimated
hydrodynamic derivatives differed significantly from the

values calculated by SSPA from model tests with a tanker

similar to the Sea Swift. However, experiments E3 and E4 gave
significantly improved results. The estimates of the hydrodyna-
mic derivatives obtained by applying the maximum likelihood
method to data from all experiments were bad. However, Akaike~”s
information criterion indicated distinctly that the process
noise should be modelled. Significantly improved results were
obtained when the prediction error method was applied to data
from the 4 experiments. It was concluded that a prediction inter-
val of about 40 s was appropriate. The estimated hydrodynamic
derivatives obtained from the 4 experiments didn”t differ much.
The choice of an appropriate prediction interval is thus crucial

to obtained good results.

The second model used by LISPID is an extension of the first
model, where the nonlinear cross-flow drag is included. The

only unknown parameter of the added nonlinearity is the
effective cross-flow drag coefficient. Approximately the same
results were obtained by using the nonlinear model as were
obtained by using the linear model. The estimates of the
hydrodynamic derivatives were not changed significantly. However,
the effective cross-flow drag coefficient was badly estimated

in all cases. The 4 experiments with the Sea Swift were designed
to determine the linear ship steering dynamics, so it is not sur-
prising that no improvements are obtained by using the nonlinear

model.
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Identifications based on a third model were also performed by
using LISPID. This linear model contains the parameters of the
transfer function relating heading to rudder angle. The only
output of this model is the heading angle. The gain and time
constant of Nomoto”s model were first determined. A rather bad
consistency between the estimates from output error identifications
to data from the 4 experiments was obtained. The consistency
between parameter estimates obtained from maximum likelihood
identifications was improved. The results of prediction error
identifications were almost equivalent to the results from
maximum likelihood identifications. It was thus concluded that

a prediction interval of 10 s is sufficiently when the heading
angle only is used as output signal. The gain and the 3 time
constantsof a third-order transfer function were also determined.
No significant improvements were obtained when the third-order
model was identified instead of Nomoto“s model. Akaike”s infor-
mation criterion indicated that Nomoto”s model was appropriate
to the data when the ML method was used. The additional 2 time
constants of the third-order transfer function were estimated

badly in all cases.

The rudder input - heading output data from 2 of the experiments
were also analysed by the identification program IDPAC. The
parameters of a linear difference equation model were estimated

by the maximum likelihood method. A model corresponding to
Nomoto“s model was first identified. The results obtained were
equivalent to the corresponding maximum likelihood results from
LISPID. A model corresponding to the third-order transfer

function was also identified by using IDPAC. A pole on the nega-
tive real axis was then obtained. Akaike”s information criterion
indicated that Nomoto”s model was to prefer in front of the third-

order model. LISPID and IDPAC thus gave the same model order.

It was thus possible to determine the linear hydrodynamic deriva-
tives by applying the prediction error method to data from the

4 experiments using LISPID. Measurements of sway velocities, yaw
rates and headings were then used. It was crucial to use an
appropriate prediction interval. It was possible to determine

the gain and time constant of Nomoto”s model from rudder input -
heading output data by using either LISPID or IDPAC. It was,



however, difficult to determine the additional 2 time constants
of the third-order transfer function. This was explained by an
approximate pole-zero cancellation or by the influence of wave

disturbances on the heading measurements.

The analysis showed that there was no difference between the
results obtained from open loop and closed loop experiments.

It is thus possible to determine the steering dynamics of ships
from full-scale experiments performed under autopilot control,
provided that the identifiability is secured by adding extra

rudder perturbations or by changing the gain of the regulator.
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