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Abstract

High-order harmonic generation (HHG) provides the basis for attosecond light sources
delivering coherent pulses in the extreme ultraviolet spectral region. Such light sources
are employed for a variety of applications within imaging, attosecond spectroscopy,
and high-precision frequency metrology. However, the rather low efficiency of the HHG
process, which implies a limited pulse energy and repetition rate, places restrictions
on many applications.

In this thesis, the scaling of different parameters controlling the generation condi-
tions for HHG in gases is analyzed. A general scaling model is developed, which allows
scaling of the pulse energy and repetition rate of attosecond sources over many or-
ders of magnitude, while maintaining temporal and spatial pulse characteristics. The
scaling model is applied to different attosecond beam lines, which were developed and
built as part of this thesis work. This includes a high-repetition rate (200 kHz) beam
line used for photoelectron emission microscopy applications, and an intense harmonic
beam line delivering pulses with up to 3µJ in the extreme ultraviolet, which was used
for coherent imaging as well as for nonlinear spectroscopy applications.

In addition, microscopic sub-cycle control mechanisms based on multi-color field
synthesis are studied, as well as noncollinear generation geometries. It is shown that a
noncollinear geometry can be used to angularly streak attosecond pulse trains, allowing
access to single pulses within the train. This technique is of interest for attosecond
pump-probe measurements as well as for isolated attosecond pulse generation inside
an optical cavity, a scheme that promises attosecond pulses at unprecedented power
levels and repetition rates.
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Popular Science Summary

This thesis is concerned with the efficient generation of ultra-short light pulses, far
beyond the visible spectral range. Such light pulses can reach durations below 100
attoseconds, where one attosecond is one billionth of a billionth of a second. Why do
we want to generate such extreme light pulses?

Our knowledge of basic processes in physics and chemistry is to a large extent
based on our understanding of the microscopic world of atoms and molecules. In
the macroscopic world, objects move on timescales which are easily accessible to our
senses, but in the microscopic world, objects move much more rapidly. The lighter the
object, the smaller the energy needed to make the object move and the shorter the
time scale on which the movement happens. The movement of electrons within atoms
or molecules, a fundamental process essential, for example, for chemical reactions,
happens on timescales of a few femtoseconds or less (1 femtosecond = 1000 attoseconds,
equal to one millionth of a billionth of a second). Measuring electron dynamics in
molecules, is a first step towards the realization of a so-called molecular movie, a
movie that would allow us to see electronic and structural processes as they take place
in chemical reactions. What kind of tools do we need to monitor such processes?

Since the early days of photography, a short flash of light or a short exposure time
in a photographic camera has allowed us to freeze the motion of an object in time. The
first time-resolved “measurements” allowed to monitor the motion of a galloping horse.
Ultrashort laser pulses provide similar access to dynamics which happen on time scales,
which are approximately twelve orders of magnitude shorter. The time resolution is
thereby determined by the temporal length of the laser pulse. Nowadays such pulses
can reach a duration of a few femtoseconds. Approaching the attosecond regime is
possible via a process called high-order harmonic generation. This process allows us to
convert a fraction of the energy of a short laser pulse from the visible spectral range
(or close to it) into wavelengths approaching the X-ray regime. During this light-
conversion process, a train of attosecond pulses is formed. Today, twenty-seven years
after the discovery of high-order harmonic generation, extreme light sources based on
this technique are used in many laboratories. Their usability is, however, still quite
limited, mainly due to the fact that the generated attosecond light pulses are very
weak. Also, an ideal attosecond experiment demands single attosecond pulses instead
of trains of many pulses. Both of these issues are addressed in this thesis.

While the first high-order harmonics generated contained only a very small frac-
tion of the energy of the generating laser pulse, modern attosecond sources reach
approximately one million times higher values but still only a hundred thousandth
part of the laser pulse energy. Such efficiencies are usually achieved with high-power
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laser systems. In this thesis, a general scaling model is developed and applied for
several attosecond beam lines: at the Lund Laser Center (Sweden), at the University
of Marburg (Germany), and for the development of an attosecond beam line for the
European Extreme Light Infrastructure facility ELI-ALPS in Hungary. The model
explains how the pulse energy of attosecond pulses can be scaled over many orders of
magnitude while maintaining identical pulse characteristics. In particular, it is shown
that efficient attosecond pulse generation is possible even with weak laser pulses, which
enables the generation of many pulses per second, an essential requirement for many
spectroscopy applications.

In addition, a new technique is developed in this thesis, allowing the efficient iso-
lation of a single attosecond pulse from the generated pulse train. The technique
promises to be applicable to attosecond pulse generation directly inside a so-called
optical cavity, a resonator in which laser pulses can be trapped. Such an approach
should allow the generation of isolated attosecond pulses at unprecedented power levels
and repetition rates. When generated this way, attosecond pulses have another re-
markable property: they form a frequency comb in the extreme ultraviolet, which can
be used as a high-precision frequency ruler, promising new possibilities for extremely
precise definitions of frequency and time.
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Populärvetenskaplig
sammanfattning

Denna avhandling behandlar den effektiva genereringen av korta ljuspulser som har
mycket kortare våglängder än synligt ljus. Dessa ljuspulser kan vara kortare än 100
attosekunder. En attosekund är en miljarddels miljarddel av en sekund. Men varför
vill vi genera så korta ljuspulser?

Kunskapen om fundamentala processer inom fysik och kemi baserar sig i stor ut-
sträckning på förståelsen av den mikroskopiska världen av atomer och molekyler. I den
makroskopiska världen rör sig föremålen på tidsskalor som är lätta att uppfatta för
för våra sinnen, medan i den mikroskopiska världen rör sig objekten mycket snabbare.
Ju lättare objektet är, desto mindre är den energi som krävs för att sätta objektet i
rörelse och desto kortare är rörelsens tidskala. Elektronernas rörelse inom atomer och
molekyler är en fundamental process som är väsentlig till exempel för kemiska reak-
tioner och som sker på tidsskalor så korta som några femtosekunder (1 femtosekund =
1000 attosekunder, lika med en miljondels miljarddel av en sekund) eller ännu kortare.
Att mäta elektronernas dynamik i molekyler är det första steget till en molekylfilm,
en film som visar elektroniska och strukturella processer i kemiska reaktioner. Vilka
verktyg behövs för att observera sådana processer?

Sedan fotografins barndom har en kort ljusblixt eller en kort exponeringstid möj-
liggjort att frysa ett objekts rörelse. Genom de första tidsupplösta mätningarna kunde
man mäta en galopperande hästs rörelsemöster. På samma sätt tillåter korta laser-
pulser att mäta dynamiska processer som äger rum på tidskalor som är 12 storleks-
ordningar kortare. Tidsuplösningen begränsas av laserpulsens längd. Idag kan sådana
laserpulser vara några femtosekunder korta. Att nå attosekundstidsskalan är möjligt
genom en process som kallas för hög övertonsgenerering. Processen möjliggör konver-
tering av en liten del av laserpulsernas energi från det synliga (eller nära det synliga)
området till våglängder som nå ända in i röntgenomradet. I denna ljuskonverterings-
process skapas ett så kallat tåg av attosekundspulser. Idag, 27 år efter upptäckten av
övertongenereringsprocessen, används extrema ljuskällor som är baserade på övertons-
generering i många laboratorier. Tillämpbarheten är dock begränsad, framför allt för
att attosekundspulser är mycket svaga. Dessutom kräver det perfekta attosekundsex-
periment isolerade attosekundspulser istället för ett pulståg. Både frågorna behandlas
i denna avhandling.

De första höga övertoner som producerades innehöll bara en väldigt liten del av
laserpulsens energi. Däremot kan moderna attosekundspulskällor, baserad på högef-
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fektslasersystem, nå miljoner gånger högre värden men ändå bara en hundratusen-
del av laserpulsens energi. I denna avhandling utvecklas en allmän skalningsmodel
som tillämps på olika attosekundspulskällor, vid såväl Lunds Laser Centrum, som
vid Universitetet i Marburg (Tyskland) och för utvecklingen av en attosekundspul-
skälla vid den europeiska anläggningen ELI-ALPS i Ungern. Modellen förklarar hur
attosekundspulsernas energi kan skalas över många storlekordningar utan att påver-
ka pulsernas egenskaper. Således påvisas att en effektiv attosekundspulsgenerering
är möjlig även med svaga laserpulser som möjliggör generering av många pulser per
sekund. Detta är en viktig förutsättning för många spektroskopiapplikationer.

I denna avhandling utvecklas dessutom en ny teknik för att isolera en enkild puls
från attosekundspulståget. Denna teknik utlovar tillämpbarhet av attosekundsgenere-
ringen i en optisk kavitet, en resonator som hållar laserpulser fångade. Att producera
isolerade attosekundpulsar i en sådan resonator tillåter mycket högre genomsnittlig
effekt och mycket högre repetitionshastighet. Men attosekundspulser som genereras i
en optisk kavitet har ytterligare en anmärkningsvärd egenskap: de ger upphov till en
frekvenskam i det extremt ultravioletta området. En sådan frekvenskam kan användas
som en mycket exakt linjal för frekvenser och utlovar nya möjligheter för definitionen
av frekvens och tid.
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Populärwissenschaftliche
Zusammenfassung

Diese Arbeit behandelt die effiziente Erzeugung von ultrakurzen Lichtpulsen, deren
Wellenlängen viel kürzer sind als die des sichtbaren Lichts. Solche Lichtpulse kön-
nen kürzer sein als 100 Attosekunden. Eine Attosekunde hat eine Dauer von einem
Milliardstel eines Milliardstels einer Sekunde. Warum wollen wir solche Lichtpulse
erzeugen?

Unser Wissen über fundamentale Prozesse in Physik und Chemie basiert weitge-
hend auf dem Verständnis der mikroskopischen Welt aus Atomen und Molekülen. In
der makroskopischen Welt bewegen sich Objekte auf Zeitskalen, die für unsere Sinne
leicht erfassbar sind. In der mikroskopischen Welt hingegen bewegen sich die Objekte
sehr viel schneller. Je leichter ein Objekt, desto weniger Energie wird benötigt um das
Objekt in Bewegung zu setzen und desto kürzer ist die Zeitskala auf der die Bewegung
abläuft. Die Bewegung von Elektronen innerhalb von Atomen und Molekülen, zum
Beispiel, ist ein fundamentaler Prozess, der entscheidend ist für chemische Reaktionen
und der auf Zeitskalen von einigen Femtosekunden (1 Femtosekunde = 1000 Attose-
kunden, ein Millionstel eines Milliardstels einer Sekunde) oder schneller abläuft. Die
Elektronendynamiken in Molekülen zu messen, ist ein erster Schritt zur Realisierung
eines „Molekülfilms“ der eletronische Vorgänge und strukturelle Umwandlungsprozesse
in chemischen Reaktionen zeitaufgelöst abbildet. Welche Werkzeuge werden benötigt,
um solche Prozesse sichtbar zu machen?

Seit dem Anfang der Fotografie werden kurze Lichtblitze oder kurze Belichtungszei-
ten dazu eingesetzt, schnelle Bewegungsabläufe abzubilden. Die ersten solcher zeitauf-
gelösten Messungen machten es möglich, den Bewegungsablauf eines galoppierenden
Pferdes zu studieren. Auf vergleichbare Weise erlauben kurze Laserpulse die Messung
dynamischer Prozesse, die sich auf Zeitskalen abspielen, die 12 Größenordnungen klei-
ner sind. Die erreichbare Zeitauflösung wird dabei von der Länge des Laserpulses
bestimmt. Heutzutage ist es möglich, Laserpulse mit einer Länge von wenigen Fem-
tosekunden zu erzeugen. Attosekundenzeitskalen können durch die Erzeugung von
sogenannten Höheren Harmonischen erreicht werden. Dieser Prozess erlaubt die Kon-
vertierung eines geringen Teils der Laserpulsenergie aus dem sichtbaren (oder nahe
dem sichtbaren) Spektralbereich zu kurzen Wellenlängen, die den Röntgenbereich er-
reichen können. In diesem Lichtumwandlungsprozess wird ein sogenannter Pulszug,
das heißt mehrere aufeinanderfolgende Attosekundenpulse, erzeugt. Heutzutage, 27
Jahre nach der Entdeckung des Harmonischenerzeugungsprozesses, werden Lichtquel-
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len, die auf diesem Prozess basieren, in vielen Laboren eingesetzt. Die Verwendbarkeit
der erzeugten Pulse ist allerdings eingeschränkt, vor allem aufgrund der sehr niedri-
gen Pulsenergien. Außerdem werden für ein ideales Attosekundenexperiment einzelne
Laserpulse an Stelle eines Pulszuges benötigt. Beide Aspekte werden in dieser Arbeit
behandelt.

Die ersten höheren Harmonischen enthielten nur einen verschwindend kleinen Teil
der aufgewendeten Laserpulsenergie. Moderne Attosekundenpulsequellen, meist auf
Hochleistungslasern basierend, können dagegen millionenfach höhere Werte und da-
mit etwa ein Hunderttausendstel der Laserpulsenergie erreichen. In dieser Arbeit wird
ein allgemeines Skalierungsmodell entwickelt und auf verschiedene Attosekundenquel-
len am Laserzentrum in Lund (Schweden) sowie an der Universität Marburg als auch
für die Entwicklung einer Attosekundenpulsquelle für die europäischen Forschung-
anlage ELI-ALPS in Ungarn, angewendet. Das Modell erklärt, wie die Energie der
Attosekundenpulse über viele Größenordnungen skaliert werden kann, ohne weitere
Pulseigenschaften zu ändern. Dadurch wird insbesondere gezeigt, dass die effektive
Erzeugung von Attosekundenpulsen auch mit relativ schwachen Laserpulsen möglich
ist. Das bedeutet, dass viele Pulse per Sekunde erzeugt werden können, was eine Vor-
aussetzung für viele Spektroskopieanwendungen ist.

In dieser Arbeit wird außerdem eine neue Methode zur Isolierung einzelner Pulse
aus dem Pulszug entwickelt. Die Methode sollte sich zur Erzeugung einzelner Atto-
sekundenpulse in einem optischem Resonator eignen. Einzelne Attosekundenpulse in
einem Resonator zu erzeugen, ermöglicht viel höhere mittlere Leistungen und Re-
petitionsraten. Außerdem haben Attosekundenpulse, die in einem Resonator erzeugt
werden, eine weitere einzigartige Eigenschaft: Sie bilden einen Frequenzkamm im extre-
men ultravioletten Spektralbereich. Ein solcher Frequenzkamm kann als sehr exaktes
„Lineal“ zur Frequenzmessung verwendet werden und verspricht neue Möglichkeiten
für die Definition von Frequenz und Zeit.
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Chapter 1

Introduction

Today, extreme ultraviolet (XUV) sources based on high-order harmonic generation
(HHG) are used in many laboratories. This is due to the interesting and partly unique
properties of the light pulses generated via HHG. Besides their short time duration,
these include a high spatial coherence [1], good beam quality, and a wide photon energy
range reaching into the X-ray spectral region [2–4]. Furthermore, if generated via a
frequency-locked laser, HHG radiation can provide high precision frequency combs in
the XUV spectral region [5].

This chapter provides a short introduction to high-order harmonic and attosec-
ond sources, including an overview of their characteristic properties in the time and
frequency domains. Important applications which make use of these properties are in-
troduced. In the second part of this chapter, general limitations in attosecond science
are briefly discussed, followed by a description of the scope and outline of this thesis.

1.1 Introduction to Nonlinear Optics and High-Order
Harmonic Generation

Soon after the invention of the laser in 1960 [6], the first nonlinear response of an op-
tical medium was observed, namely the second harmonic signal of the laser frequency
[7], generated in a quartz crystal. The nonlinearity manifests itself in the induced
polarization, which exhibits a nonlinear behavior with increasing field strength when
sufficiently high field intensities are reached. This behavior has far-reaching conse-
quences, and contradicts assumptions which had been fundamental throughout the
long history of optics. Basic properties of light such as its speed or frequency could
depend on the light intensity.

Since the first observation of a nonlinear optical process, an extensive range of tech-
niques using nonlinear effects has been developed. Maybe most importantly, nonlinear
optical processes provide a means to up-convert coherent laser radiation to multiples
of the original frequency. Conventional laser operation is limited to a spectral range
not far beyond the visible spectral region. This is because of the limited availability of
suitable energy transitions, as well as disadvantageous scaling of the pumping power
with laser frequency. There are, however, many applications in various fundamental
and applied research fields which demand coherent light sources far beyond the vis-
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ible, including the XUV or even the X-ray spectral regions. To reach these spectral
regions is possible via HHG, a process discovered in 1987 [8, 9]. Nowadays, attosec-
ond sources based on HHG, can reach photon energies in the the keV range [10, 11].
While the field strength of harmonics of a driving frequency typically decrease rapidly
with increasing harmonic order, high-order harmonics exhibit a plateau-like behavior,
allowing the generation of weak, but equally intense frequencies over a broad spectral
range.

A fundamental requirement for nonlinear optical processes is a high field intensity,
typically reached by confining the laser power to a small spatial region and a very
short time interval – a laser pulse. Such coherent light pulses can be generated by
mode locking a laser resonator [12], that is, by inserting an optical element which
preferentially transmits fields with high intensities, leading to a coherent superposition
of all the frequencies supported by the laser resonator, and thus to the formation of
short pulses. The pulse duration τ is thereby limited by the spectral bandwidth ∆ν
via the time-bandwidth product, also known in frequency analysis as the Gabor limit
[13]:

τ ·∆ν ≥ 0.44 (1.1)

Here, Gaussian profiles and FWHM values are assumed. The time-bandwidth prod-
uct sets a general limit: the broader the spectrum supported, the shorter the pulse
duration that can be reached. The spectral bandwidth is typically limited by the
supporting gain medium, as well as by the resonator itself, which has to allow a
phase-locked round-trip for the entire bandwidth [12]. Nowadays, octave-spanning
laser systems can be realized in the visible/near infrared [14], thus supporting pulse
durations down to a few femtoseconds (1 fs = 10−15 s). Such pulses consist of only a
few cycles of the carrier frequency.

Short laser pulses do not only enable high field intensities. They also allow the
measurement of processes which evolve on very short time scales, typically by using
pump–probe schemes, where a first laser pulse is used to initiate a process, and a
second pulse, which arrives after an adjustable time delay, probes its dynamics. The
temporal resolution is typically determined by the pulse duration. While ground-
breaking experiments have been performed on femtosecond time scales, for example
in femtochemistry [15], there are dynamical electronic processes in systems such as
atoms [16], molecules [17] or solids [18] that require even shorter time scales. One
fundamental limitation on the duration of a laser pulse results from its central fre-
quency, because that determines the duration of a single cycle of the carrier wave. For
broadband Titanium Sapphire lasers, the single cycle limit is 2.7 fs. In order to reach
even shorter time scales, it is necessary to leave the visible spectral range. This can be
done by using nonlinear optical processes such as harmonic generation. The spectral
composition of high-order harmonics allows the formation of ultra short pulses in the
XUV spectral region, with durations in the attosecond regime. A key requirement
for attosecond pulses to form is a locked phase between all the generated harmonic
orders, i.e. the coherence of the driving laser pulse needs to be transferred to the gen-
erated harmonics. Despite different assumptions, directly after the first observation
of high-order harmonics, it was found that the HHG process is extremely coherent
[5] and leads to short attosecond pulses. Nevertheless, it took more than ten years
to measure [19] and isolate [20] the first attosecond pulses, mainly due to the lack of
appropriate characterization techniques.
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1.2 Characteristics and Applications of High-Order
Harmonic and Attosecond Sources

HHG
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harmonic spectrum
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Figure 1.1: Schematic of a high-order harmonic source (a) and its spectral (b) and temporal
(c) characteristics.

A typical harmonic source providing coherent pulses in the XUV is depicted schemati-
cally in Fig. 1.1 (a). The laser pulses are generated inside a laser oscillator, as indicated
in the figure. Each time the pulse passes the out-coupling mirror (in modern laser
systems other optical elements are typically used for out-coupling), a small fraction of
its energy is transmitted, leading to a train of pulses, separated temporally by 1/frep,
where the repetition rate frep = c/Lo is defined by the optical path length of the oscil-
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lator Lo (the length of one optical round trip), and c is the speed of light in vacuum.
In modern high-power laser systems, these pulses are then typically sent through an
amplification system to increase their energy by several orders of magnitude while
preserving their short duration. The amplified pulses are then focused into a nonlin-
ear medium (typically a rare gas target) where high-order harmonics are generated.
Driving the HHG process with a multi-cycle pulse leads to the generation of a train
of attosecond pulses, the temporal representation of a high-order harmonic spectrum.

The schematic XUV source depicted in Fig. 1.1 provides a number of precise tools
that can be used for many different applications, making use of their unique prop-
erties in the temporal [Fig. 1.1 (c)] as well as in the spectral [Fig. 1.1 (b)] domain.
In the temporal domain, HHG leads to a train of attosecond pulses. Different tech-
niques can be applied to temporally isolate a single attosecond pulse of this train,
usually by manipulating the generation process itself. In the spectral domain, a har-
monic frequency comb is formed, made up of harmonics of the driving laser frequency
ω, typically separated spectrally by 2ω. A spectral selection of one of those har-
monics provides coherent XUV pulses which are slightly shorter than the driving
laser pulse. Addressing the spectral composition of the generated XUV radiation
with much higher resolution allows access to another, very precise frequency comb
[21, 22]. Each harmonic order q consists of thousands of narrow frequency comb lines.
This XUV frequency comb can be understood as the harmonic up-conversion of the
driving laser frequency comb. The frequencies of the laser comb can be written as1

fm = fCE + mfrep, defined by the repetition rate as well as by the carrier–envelope
offset frequency fCE = ∆φCEfrep/2π, where ∆φCE is the difference in carrier–envelope
phase between consecutive laser pulses in the time domain [23]. The carrier–envelope
phase denotes the relative phase between the carrier wave and the pulse envelope,
which is defined more precisely in section 2.1.1. The corresponding XUV comb fre-
quencies are thus given by fn = qfCE + nfrep. n and m are large integers.

Although the harmonic source development performed within this thesis work was
mainly motivated by the temporal aspects of the XUV radiation produced via HHG,
i.e. their ultra-short time duration, the corresponding properties in the frequency
domain can be very useful for other applications. Historically, laser development was
driven by two distinct research communities with largely divergent goals, who regarded
short pulse duration or precisely defined frequencies as the main useful property [24].
However, a convergence of the fields of ultrafast optics and precision laser spectroscopy
has taken place, mainly during the last decade. The various temporal and spectral
properties that HHG sources can provide are listed in the following sections, and a
few important applications are introduced.

1.2.1 High-Order Harmonics – Attosecond Pulse Trains
Due to the coherence of the HHG process, the generated high-order harmonics form
a train of phase locked XUV pulses with a duration of around one hundred attosec-
onds. Such pulse trains can be used, for example, to probe the attosecond-scale time
evolution of periodic processes driven by the fundamental laser field [25, 26].

A prominent example is the electron stroboscope, an experiment performed a few
years ago in Lund. Here, a train of attosecond XUV pulses is used to ionize atoms

1fCE and frep need to be stabilized for a precise definition of fn.
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periodically in a strong laser field, their momentum distribution being controlled by
the underlying laser field [27]. As in a stroboscope, this scheme allows to “freeze” the
electron momentum distribution and to image coherent electron scattering processes.

In a related experimental scheme, attosecond XUV pulses are used for excitation
into the continuum while the driving laser field acts as a probe, leading to energy side-
bands in the detected photoelectron spectra through interferences between the created
electron wave packets. This way, by cross-correlating the attosecond pulse train with
the fundamental laser field in a detection gas, while monitoring the generated pho-
toelectron spectrum, the phase difference between consecutive harmonic orders can
be extracted [28]. This scheme is usually applied to temporal characterization of the
attosecond pulse train via reconstruction of attosecond beating by interfering two-
photon transitions (the so called “RABITT” scheme) [19], discussed in more detail in
section 2.2.5.

Recently, the measurement of ionization time delays in atoms has attracted a great
deal of interest, motivated by the fundamental question: how long does it take to ion-
ize an atom? The phase imprinted by the time delay between electrons ionized from
different sub-shells can be accessed via electron wave packet interferometry, using a
RABITT-like measurement scheme. In Lund, both single [29] and double ionization
[30] time delays have been measured using interferometric schemes employing attosec-
ond pulse trains together with the driving laser field. Other groups have used isolated
attosecond pulses to address ionization time delays in tungsten crystals [18] and in
neon atoms [31].

1.2.2 Broadband XUV Sources – Isolated Attosecond Pulses
Broadband isolated attosecond pulses can be seen as the ultimate tool for attosecond
science experiments. Employing such pulses instead of pulse trains allows us to avoid
the periodicity restriction inherently present when attosecond pulse trains are used.
Isolated attosecond pulses (IAPs) are typically used in pump–probe schemes in com-
bination with the fundamental laser pulse. The interpretation of experiments in such
a scheme can, however, be challenging as they are typically performed in the regime of
temporal overlap between a short XUV pulse and and a long but intense laser pulse,
which can induce strong-field processes. An ideal experiment would combine two iso-
lated attosecond pulses: one for pump excitation and one as a time-delayed probe
[32]. Due to the experimental difficulties of generating two IAPs with controllable
delay and sufficient intensity, this scheme has only been applied in a few experiments
[33–35] but promises new possibilities for time-resolved studies of ultrafast electron
dynamics.

The broad spectral bandwidth of isolated attosecond pulses is ideally suited to so-
called transient absorption measurements [16]. Combining a single attosecond pulse
with an intense fundamental laser pulse can provide time-resolved spectral information
from gases, liquids and solids. This information is imprinted onto the attosecond pulse
after the interaction with the sample and is thus accessible via its spectrum [32]. The
laser pulse can thereby act as pump pulse, initializing a process which is then probed
with the attosecond pulse; or it can be used as probe, perturbing the free decay of
a transition in the XUV. Transient absorption spectroscopy can provide information
on dynamics occurring below the ionization threshold, typically inaccessible to other
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common techniques in attosecond science, which are often based on ionization and
subsequent charged particle detection [36].

A prominent example of an experiment where isolated attosecond pulses are used to
probe dynamics induced with a laser pulse, is the so called attosecond nanoplasmonic-
field microscope. Nanoplasmonics describes the collective electron dynamics on the
surface of metal nanostructures, promising applications in nanoscale computing and in
the development of optoelectronic devices [37]. Due to their broad spectral bandwidth,
surface plasmons can evolve on attosecond timescales. Stockman and co-workers pro-
posed combining the temporal resolution of attosecond pulses with the spatial resolu-
tion provided by photoelectron emission microscopy to study these plasmon dynamics.
The concept has so far been demonstrated on femtosecond time scales [38]. Recently,
a few initial experimental attempts towards the realization of this experiment have
been performed [39, 40], including, amongst others, in Lund.

Although they are typically weak, because of their extremely short duration, at-
tosecond pulses allow us for the first time to reach XUV intensities sufficient to probe
nonlinear processes in the XUV spectral region [35, 41, 42], thus opening a new regime
of extreme nonlinear optics. At the intense harmonics beam line in Lund, initial proof-
of-principle studies allowed the observation of multi-photon ionization of neon induced
by a tightly-focused attosecond pulse train. The attosecond pulse train was first prop-
agated a distance of 6m in order to increase the beam diameter before being tightly
refocused with two toroidal mirrors (in a Wolter configuration) into a gas jet. The
given experimental parameters allowed to reach XUV intensities around 1013 W/cm2

[43].

1.2.3 Harmonic Combs – Coherent fs XUV Pulses
A single harmonic order can be isolated from the generated harmonic spectrum by
spectral selection. This is typically done by a monochromator assembly based on
diffraction gratings or multilayer mirrors. As an XUV pulse consisting of a single
harmonic order has a slightly shorter duration than the generating laser pulse, it can
be applied to probe dynamics in the femtosecond regime.

An important example is photoemission studies of ultrafast dynamics in solids and
at solid surfaces [44], pioneered by Richard Haight [45], and currently being pursued by
several research groups [46–54]. This topic formed the main motivation for the HHG
source development within the framework of this thesis in Marburg, which is discussed
in detail in Paper II (see also Paper I). In the last two decades, pump–probe schemes
employing femtosecond pulses in the visible and near-ultraviolet regime have enabled
a number of novel experiments probing electron dynamics on surfaces [55–64], as well
as phase transitions in solids [65]. Employing high-order harmonics as the pump or
probe pulses in such experiments allows an extension of the available photon energy
range far beyond the visible region. This is particularly interesting since it enables
access to the entire two-dimensional electronic band structure in many solid surfaces.
In this case, the range of detectable electron momenta can cover the complete surface
Brillouin zone [66].

Another application where coherent XUV sources are required is coherent imaging
[67]. Because the achievable resolution when imaging microscopic objects is limited
by the wavelength of the light source, nanoscale imaging requires wavelengths in the
few-nm regime. At these wavelengths, the use of imaging optics is very limited, a prob-
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lem which can be circumvented by lensless imaging methods. Here, a high-resolution
image of an object is reconstructed from one or more measured diffraction patterns.
Such coherent imaging methods are promising for applications such as biological cell
imaging [68], especially if used in combination with XUV sources in the spectral range
of the water window. In Lund, a lensless imaging system has been developed, based
on digital in-line holography [69]. At the onset of this thesis work, the 21st harmonic,
generated at the intense harmonic beam line in Lund (see section 3.3.1), was used to
image nanostructures on SiN membranes. This experiment is described in detail in Pa-
perXI. The generated harmonic radiation was spectrally filtered and tightly refocused
using a multilayer-coated Schwarzschild objective. Placing a partially transmitting ob-
ject a short distance behind the XUV focus allowed the creation of XUV diffraction
patterns in the far-field, coherently superimposed by part of the illuminating radia-
tion, which thus acted as a reference for holographic reconstruction. Via an iterative
algorithm, amplitude and phase information about the object could be reconstructed
numerically. The method delivered images with a resolution down to 1.5 µm and
was mainly limited by the numerical aperture used, but also by shot-to-shot beam
pointing and power fluctuations, which restricted the accumulation of multiple holo-
graphic images over several laser shots. Single-shot imaging was possible [69], but
did not lead to high-quality images. This was a strong motivation for subsequent
beam-line upgrades to produce a higher photon flux and allow a tighter refocusing
of the generated XUV radiation. A further limitation arises because of the relatively
broad spectral bandwidth, which results in a blurring of the diffraction pattern. A
very recent approach circumvents the bandwidth limitation arising in conventional
coherent-imaging schemes by using two temporally delayed laser pulses. Scanning the
pulse-to-pulse time delay allows the reconstruction of diffraction-limited images for all
spectral components in the pulse [70].

1.2.4 XUV Frequency Combs – Narrow Band XUV-CW “Lasers”
The temporal periodicities imposed by the repetition rate of the laser system and the
repetition rate of the attosecond pulse trains or isolated attosecond pulses, define a
corresponding periodic structure in the frequency domain, a frequency comb. Such
combs provide extremely coherent [5] continuous wave (CW) references in the XUV
which can be used to measure frequencies with extremely high precision. The spacing
between the spectral lines, defined by the repetition rate, is typically very narrow, thus
making their use for spectroscopy challenging. In order to achieve a sufficiently large
spacing, a high repetition rate is needed. This can be realized by driving the HHG
process inside a so-called enhancement cavity, an optical cavity in which many laser
pulses are coherently superimposed, thus enhancing the pulse energy while retaining
the high repetition rate. Nowadays, frequency combs in the visible spectral range are
frequently applied to characterize the light emitted by lasers, atoms, molecules, stars,
or other objects. In 2005, John L. Hall and Theodor W. Hänsch received the Nobel
price in physics for the development of optical frequency combs. In the same year,
researchers in Boulder and Garching succeeded in producing the first XUV frequency
combs [21, 22].

As in the visible spectral range, XUV frequency combs can directly be applied
for ultra-high precision spectroscopy [71]. Two-photon transitions are especially good
candidates to be measured with such a comb, since the comb modes can add up
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pair-wise to the same transition energy. In this case, the linewidth is determined by
the linewidth of a single comb line while the transition probability depends on the
power of the entire comb [72]. Another interesting approach, dual comb spectroscopy,
includes two frequency combs with slightly detuned repetition rates [73]. Mixing the
frequencies of those two combs can lead to the appearance of heterodyne beat notes in
the radio frequency range. Amplitude and phase information from a sample, measured
across the entire spectral range of the XUV comb is thus directly mapped into radio
frequency signals. Applications for XUV frequency combs include spectroscopy of
hydrogen and highly charged ions [74], fundamental tests of quantum electrodynamics
[75], and the measurement of possible drifts in physical constants. Another promising
application is the precise measurement of nuclear transitions for new optical clocks
[76].

1.3 Limitations in Attosecond Science

Although temporal information is essential for understanding fundamental processes in
matter, such as charge migration, chemical reactions, or just the process of ionization,
time is not a quantum mechanical observable [77]. Instead, it can be addressed, for
example, by using a pump–probe delay or by measuring phase shifts which can be
related to time evolution. Not every phase shift, however, provides time information.
Extracting time information can therefore be a rather complicated procedure and
complex theoretical models are often needed [32].

When measuring ultrafast processes, another limitation comes into play: the
Fourier limit defined in equation (1.1), which is closely related to the uncertainty prin-
ciple of quantum mechanics and which sets a limit on the simultaneously achievable
temporal and spectral resolution. In practice, if attosecond pulses are, for example,
used to probe ultrafast processes, their large spectral bandwidth might address a large
number of electronic transitions, thus limiting spectral precision. The relevant time
scale of interest can thereby be defined by the spectral bandwidth of the process to
be measured and vice versa.

A rather technological limitation in attosecond science arises from the fact that the
average power of attosecond pulses is rather small. Although other approaches are in
development [78, 79], the common mechanism employed for attosecond pulse genera-
tion is high-order harmonic generation which is, a very inefficient process. Therefore,
a high photon flux in the XUV places strong requirements on the employed laser sys-
tems. Modern laser systems based on optical parametric amplification (OPA) allow
a significant increase in the average power of femtosecond lasers. Nevertheless, it is
the average power that restricts repetition rate and pulse energy. Interestingly, many
attosecond experiments set requirements mainly for one of these two parameters.

High XUV pulse energies are, for example, required for experiments involving non-
linear processes in the XUV since high intensities are needed in this case. Also in
single-shot coherent imaging schemes [69], high XUV pulse energies are required for
achieving a good signal-to-noise ratio. To day, high-order harmonic pulses contain-
ing several µJ could be generated [80], see also Paper VI. High repetition rates, on
the other hand, are important for measurements where electrons or ions are detected.
Such experiments typically require a rather low pulse energy in order to avoid space
charge effects but high repetition rates are desirable in order to improve statistics.
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Other examples where high repetition rates but low pulse energies are required are
experiments involving coincidence detection and, unambiguous identification of parti-
cles originating from a single ionization event. Historically, high-order harmonics have
mostly been generated using high-power, low-repetition rate (≤1 kHz) laser systems
since such systems make it easier to reach the high intensities needed for HHG. Today,
the repetition rate of HHG sources has been scaled up into the multi-MHz regime,
both employing single pass generation schemes [81] as well as the generation inside
enhancement cavities [82].

The limitations set by the low power of attosecond pulses can partly be avoided
by other XUV or even X-ray sources such as synchrotrons or free electron lasers
(FELs). While synchrotrons can easily generate short-wavelength light, the emitted
radiation is normally not coherent, and the pulse duration is limited by the size of
the electron bunches in the synchrotron ring. FELs instead can provide coherent and
intense short-pulse XUV radiation, although their temporal and spatial beam quality
cannot compete with tabletop HHG sources. Besides their limited pulse duration,
which currently does not reach the attosecond regime, FELs and synchrotrons are
large-scale facilities while XUV sources based on HHG can nowadays fit on a small
optical table (see, for example, Paper IV).

1.4 Scope and Outline of this Thesis

A major part of the work resulting in this thesis was performed in Lund, Sweden in the
group of Prof. Anne L’Hullier which has extensive experience in HHG and attosecond
spectroscopy. This thesis also includes a project carried out in the surface science group
of Prof. Ulrich Höfer in Marburg, Germany, which was focused on the development
of a high-repetition rate attosecond source for photoemission spectroscopy studies on
surfaces. The work at the two Universities was carried out aiming for a doctoral double
degree. During the first three years of the PhD project, the author was supported by
the Marie Curie Initial Training Network ATTOFEL.

Within this thesis, the scalability of attosecond XUV sources in two complemen-
tary directions has been investigated: towards higher repetition rates (Papers II, I,
III and IV), and towards higher XUV pulse energies (Papers VI and VII). The focus
thereby lies on the HHG process, and on the experimentally control parameters avail-
able for optimizing HHG in those directions. In particular, the scaling of macroscopic
generation parameters is analyzed when the laser pulse energy used for HHG is scaled
towards very low (a few µJ) or high (several 100 mJ) values. Dedicated XUV beam
lines have been designed and built for both regimes. The intense harmonics beam line
in Lund has been used for coherent diffraction imaging studies (Paper XI). Character-
istic effects as well as novel characterization and control methods useful at high and/or
low pulse energy generation schemes, are investigated. This includes identification and
analysis of Maker fringes in the spectral domain (Paper I), sub-cycle control of the
HHG process (Papers X and IX), as well as noncollinear generation geometries (Pa-
per XII). Based on noncollinearly driven HHG, a new method for isolated attosecond
pulse gating has been developed (Papers XIII and XIV), promising advances for the
generation of IAPs in both scaling directions: intense IAPs at low repetition rates,
and IAPs at high repetition rates and average power levels.

The thesis is organized as follows: chapter 2 introduces ultra-short laser pulses and
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high-order harmonic generation, and discusses important microscopic and macroscopic
effects arising during HHG in gases. Chapter 3 discusses macroscopic scaling as well
as microscopic sub-cycle control of attosecond pulse generation, and introduces the
harmonic and attosecond beam lines developed and built as part of this thesis work.
The last chapter, chapter 4, discusses noncollinear HHG, focusing on macroscopic
aspects of high-order noncollinear wave mixing processes, and introducing a new gating
method for IAPs. It is followed by a summary and a brief outlook.
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Chapter 2

High Order Harmonic and
Attosecond Pulse Generation

The XUV emission arising from HHG in gases typically contains a fingerprint of three
different contributions: (i) the microscopic single atom response occurring periodically
in several consecutive halfcycles of the driving laser field, but on a subcycle level; (ii),
the femtosecond response, that is, variations of the subcycle response over the duration
of the laser pulse and (iii), the macroscopic response: variations of the femtosecond
response across the generation medium.

This chapter introduces the basic principles underlying HHG and attosecond pulse
generation, and covers all three contributions. The first part of this chapter is a short
introduction to the basic principles of electromagnetic waves and laser pulses. The
second part introduces HHG, including both subcycle and multicycle aspects. In the
third part, macroscopic effects are discussed and basic phase matching characteristics
typical for HHG in gases are introduced. The last part of this chapter briefly introduces
the model used for HHG simulations within the work of this thesis.

2.1 An Ultrashort Introduction to Electromagnetic Waves
and Short Pulses

This section introduces the basic properties of ultrashort laser pulses1, including lin-
ear and nonlinear propagation effects, assuming non-resonant conditions. A detailed
overview of short laser pulse phenomena can be found for example in Ref. [83].

1A laser pulse in this case denotes coherent electromagnetic radiation confined to a short time
interval and explicitly includes pulses in spectral regions where laser-like processes are difficult to
achieve, as for example in the XUV regime.
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2.1.1 Linear Properties

2.1.1 Linear Properties
Propagation in Vacuum

The propagation of electromagnetic fields is generally described by Maxwell’s equa-
tions. For propagation in vacuum, Maxwell’s equations lead to an homogeneous wave
equation for the electrical field E(r, t) (for simplicity reasons, the magnetic field is not
explicitly included here:

∇2E(r, t)− 1
c2
∂2E(r, t)
∂t2

= 0, (2.1)

Here and in what follows, a linear polarization is considered. Assuming that E(r, t)
can be separated into a temporal and a spatial component, i.e. E(r, t) = Es(r) ·Et(t),
which is the case if the slowly varying envelope approximation (SVEA) can be applied
[83] and in the absence of spatio–temporal couplings [84], equation (2.1) can be written
as:

(∇2 + k2)Es(r) = 0, (2.2)

and
(
∂2

∂t2
+ ω2

)
Et(t) = 0, (2.3)

where k = |k| is the absolute value of the wavevector, and ω = kc the angular
frequency. Equation (2.2) is usually referred to as the Helmholtz equation.

For small angles between k and ẑ, the unit vector along the optical axis, the wave
equation can be simplified to a paraxial form. Defining ∇⊥ = ∂/∂x + ∂/∂y as the
transverse component of the Laplace operator, the paraxial form of the Helmholtz
equation reads as2: (

∇2
⊥ − i2k ∂

∂z

)
Er(r) = 0. (2.4)

Important solutions to this equation are Gaussian beams, with the lowest order solu-
tion, also known as fundamental mode:

Er(ρ, z) = A0
W0

W (z) exp
[
− ρ2

W (z)2

]
exp

[
−ikz − ik ρ2

2R(z) + iζ(z)
]
, (2.5)

where ρ denotes the radial coordinate and A0 the amplitude. W (z) = W0
√

1 + (z/z0)2

(≈ Θ0z for z � z0) is the 1/e2-beam radius of the intensity profile at position z with
Θ0 defining the beam divergence angle. 2W0 = 2W (0) = 4λf#/π denotes the beam
waist diameter, with f# = f/(2Wf ) defining the f-number of the focused beam with
focal length f , wavelength λ and 1/e2-beam radius before focusing Wf = W (f).
R(z) = z[1 + (z0/z)2] denotes the wavefront radius of curvature and ζ = tan−1(z/z0)
the Gouy phase, with z0 = πW 2

0 /λ being the Rayleigh length.
In the simplest case, the time dependent part of the wave equation yields a

monochromatic wave which can be described in the time domain by: Et(t) =
E(t) exp (iωt), where E =

√
2I/εoc is the real field envelope and I the intensity. εo

2The spatial component Es is written as Er in the paraxial equation.

12



High Order Harmonic and Attosecond Pulse Generation

denotes the vacuum permittivity. A laser pulse can be seen as a sum of monochro-
matic waves and thus, due to the superposition principle, it is likewise a solution to
equation (2.3). The temporal representation of a laser pulse is:

E(t) = E(t) exp [i(ω0t− φ(t))] (2.6)

where ω0 denotes the carrier frequency and φ(t) is a time dependent phase. The real
field envelope E(t) is often described by a Gaussian function and can be written as:
E(t) = E0 exp (−2 ln (2)(t− t0)2/τ2), where τ is the pulse duration (FWHM of the
intensity profile) and t0 defines the temporal pulse center. If the spectral bandwidth
is small compared to ω0, the variation of E(t) and φ(t) within one optical cycle is also
small, and the SVEA can be applied.

The frequency representation of a laser pulse is obtained via Fourier transforma-
tion:

Ẽ(ω) = F(Et(t)) =
∫

dt E(t) exp (−iωt) = Ẽ(ω) exp [−iΦ(ω)]. (2.7)

Here, Ẽ(ω) is the spectral amplitude and Φ(ω) the spectral phase.
Both temporal and spectral phase are often described by a Taylor expansion around

the pulse center t0 and the central frequency ω0, respectively. In both domains,
the zero order phase denotes the carrier-envelope phase (CEP), while the first order
describes a linear variation in time (frequency), corresponding to an offset in frequency
(time). Any higher order phase term is most easily understood in the time domain,
defining a variation of the instantaneous frequency ωi = ω0 − ∂φ/∂t with time, called
chirp3.

Propagation in a Dielectric Medium

The properties of laser pulses containing many optical cycles, and consequently a
small spectral bandwidth [see equation (1.1)], do not change upon propagation4 as
long as the wavevector does not depend on the frequency, as e.g. for propagation in
vacuum. For propagation in a dielectric medium, the wavevector becomes a function of
frequency, because the induced polarization, P , affects the propagation, a phenomenon
called dispersion. In order to include this effect, equation (2.1) has to be modified,
leading to the inhomogeneous wave equation:

∇2E(r, t)− 1
c2
∂2E(r, t)
∂t2

= 1
ε0c2

∂2P (r, t)
∂t2

. (2.8)

In linear optics, P is given by P = ε0χE, where χ is the electric susceptibility, which is
related to the refractive index by n2 = 1+χ = ε/ε0, ε denoting the relative permittivity
of the medium. Now, the wavevector k is a complex function of frequency:

k(ω) = [n(ω) + in′(ω)]ω
c
. (2.9)

3In the literature, different definitions for chirp exist. Here, a chirp denotes a linear or nonlinear
frequency variation in time.

4Strictly speaking, this statement is valid only for monochromatic waves, but it can be seen as
a good approximation for many-cycle pulses. Also, changes in the spatial distribution due to an
angular spread do of course occur.
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2.1.1 Linear Properties

Here, the real part of the refractive index n describes dispersion, while the imaginary
part, n′, describes amplification or absorption in the medium. Generally, the propa-
gation of a laser pulse through a dielectric medium will change its phase as well as its
amplitude. A pulse with an initial phase Φi and electrical field amplitude Ei can be
described after propagating a distance z by:

Ef(ω) = Ei(ω) exp [−κ(ω)z] · exp [−iΦi(ω) + k(ω)z], (2.10)

where the absorption coefficient κ is related to the imaginary part of the refractive
index5, defined in equation (2.9), by κ = 2πn′/λ. In order to describe timing effects
arising from the change in phase upon propagation, k(ω) can be expanded around the
central frequency:

k(ω) = k0 + k1(ω − ω0) + 1
2!k2(ω − ω0)2 + ..., (2.11)

where k0 defines the phase velocity vφ(ω0) = ω0/k0 = c/n, the speed at which the
carrier wave of the pulse travels. The second term defines the group velocity vg =
1/k1 = [(∂k/∂ω)|ω0 ]−1, i.e. the velocity of the pulse envelope. For vφ 6= vg the group
velocity causes a group delay of the pulse envelope with respect to a pulse propagating
in a non-dispersive6 medium. The third order component k2 = (∂2k/∂ω2)|ω0 defines
the group velocity dispersion (GVD), describing a linear change of the group velocity
with frequency, and corresponds to a linear chirp in the time domain, i.e. a linear
frequency variation with time. Due to normal dispersion (k2 > 0) most materials
introduce a positive chirp (the frequency increases with time) in the visible and near
infrared (NIR) spectral region.
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Figure 2.1: Electrical field of a few-cycle laser pulse, plotted for two different CEPs. The
gray line indicates the field envelope, which is identical for both pulses.

In conditions where only the first term of equation (2.11) contributes, ultrashort laser
pulses travel without changing their temporal and spectral properties. In a dispersive
medium, i.e. if the first two terms in equation (2.11) have non-negligible contributions,
the difference between the phase and group velocities leads to a variation of the CEP,

5The imaginary part of the refractive index is sometimes labeled κ in the literature. Also, the
absorption coefficient, partly denoted α in the literature, differs by a factor of two from the κ used
in this thesis, because it is defined by the decay of intensity and not field strength, as here.

6Non-dispersive in this case means that the refractive index is constant for frequencies ω ≈ ω0.
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which can be expressed as a function of propagation distance z:

φCE(z) = φCE(0) +
(
z

vg
− z

vφ

)
= φCE(0) + ∂n

∂ω

∣∣∣∣
ω0

ω2
0
c
z. (2.12)

The change of the CEP upon propagation was used in Paper III for CEP-dependent
measurements of high harmonic spectra. Here, the CEP was controlled by moving a
glass wedge in the beam path.

Higher order contributions in equation (2.11) redistribute the frequency content of
the pulse in the time domain and lead to a temporal broadening of the pulse envelope.

2.1.2 Nonlinear Properties
At high intensities, when the electrical field is no longer negligible compared to the
local fields inside the material, the wavevector depends on the intensity, and so the
temporal, spectral, and spatial properties of the laser pulse can change upon propa-
gation. In this case, the polarization becomes a nonlinear function of E:

P = ε0χ
(1)E︸ ︷︷ ︸

linear

+ ε0χ
(2)E2 + ε0χ

(3)E3 + ...︸ ︷︷ ︸
nonlinear term

(2.13)

As E(t)m ∝ [exp (iω0t)]m ∝ exp (imω0t), a nonlinear component of order m implies a
polarization oscillating with frequency mω0. This basic principle is the reason for the
emission of harmonics of the fundamental frequency ω0. The amplitude of these so-
called perturbative harmonics decreases rapidly with harmonic order, an effect which
is in strong contrast to HHG, which will be introduced in section 2.2.

Besides the generation of harmonics, other nonlinear processes that influence the
amplitude, phase, and frequency of the driving field can be observed. The first non-
linear term (χ(2)) leads to effects such as second harmonic generation or parametric
amplification. In isotropic media, χ(2) = 0 and χ(3) becomes the dominant nonlinear
term, leading, for example, to an intensity-dependent refractive index ñ = n+ n2(I).
The third order component can cause intensity-dependent phase modulations (self-
phase modulation), resulting in spectral broadening, as is used for pulse compression
(see Paper VIII) and beam focusing (Kerr-lensing [85]), applied for mode-locking of
fs-laser oscillators.

2.2 Introduction to High-Order Harmonic Generation

HHG and attosecond pulse generation, seen at the level of a single atom, include
two main aspects: the generation of femtosecond XUV pulses, i.e. high-order har-
monics of the driving field frequency, and the generation of attosecond pulses (pulse
trains and isolated pulses). Both aspects are characteristics of the same process, seen
from two different points of view. While high-order harmonics are typically described
with a time-dependent amplitude and phase at a central frequency qω0, evolving on
a femtosecond time scale, attosecond pulses correspond to a spectrally broad XUV
emission, which typically occurs every half cycle of the driving laser frequency, and is
most easily represented in the spectral domain.
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2.2.1 The Three-Step Model

In this section, fundamental phenomena occurring on a subcycle level will be out-
lined, followed by a description of femtosecond aspects. Both quasi-classical and quan-
tum mechanical models are introduced. Within this thesis, the quasi-classical model
is mainly used. Quantum mechanical aspects are taken into account where the quasi-
classical description is not sufficient.

2.2.1 The Three-Step Model
After the discovery of HHG in 1987 by two different research groups [8, 9], a three
step model describing HHG quasi-classically, was introduced [86–88]. Despite the fact
that HHG is a complex process, which demands a quantum mechanical treatment
for a full description, the three step model provides a very intuitive description, and
quite accurately describes basic characteristics of HHG such as the cut-off energy,
the occurrence of different branches of electron trajectories, and the presence of the
so-called attochirp (introduced in section 2.2.3).

In the three-step model, an electron leaves the atom via tunnel ionization (Step
I). It then moves along a classical trajectory, being accelerated by the strong laser
field (Step II), before finally recombining with the ion (Step III). The three steps are
briefly described below.

The first step, tunnel-ionization, marks the border between the regime of extreme
nonlinear optics where high-order harmonic generation occurs, and perturbative non-
linear optics. At field intensities around 1014 W/cm2, large enough to subsequently
accelerate the electrons, tunnel ionization7 is typically the dominant ionization pro-
cess. The oscillating laser field periodically perturbs the ionization potential of the
atom, allowing the electron to escape from the atomic potential twice per cycle.

The trajectory taken by the electron after it has left the atom is determined by the
time of ionization ti and the strength and frequency of the driving laser field. For a
laser field E(t) = E0 sin(ωt), a simple classical derivation assuming that the electron
leaves the atom at the origin with zero velocity [x(t = 0) = 0 and ẋ(t = 0) = 0], leads
to:

x(t) = eE0

mω2 [sin(ωt)− sin(ωti)− ω(t− ti) cos(ωti)]. (2.14)

Here e and m are the electron charge and mass, respectively. During its excursion in
the external laser field, the electron is accelerated to a maximum value of 8Up, where
Up denotes the ponderomotive energy, given by:

Up = e2E2
0

4mω2 = e2λ2I

8π2mε0c3 . (2.15)

Up is the average kinetic energy of an electron moving in a sinusoidal electric field.
Here, λ denotes the laser wavelength and I the field intensity.

In the third step, the electron returns to the ion where it may recombine. In the
classical picture, it is the return energy Tr with which the electron comes back to the
ion that determines the photon energy emitted upon recombination. It is given by:

Tr = 2Up[cos(ωtr)− cos(ωti)]2. (2.16)
7Here, driving fields in the visible or near infrared (IR) spectral regions are considered. For even

higher intensities, the electron can leave the atom above the suppressed Coulomb barrier. A detailed
discussion of ionization processes in strong laser fields and their dependencies on wavelength and
intensity can be found, for example, in Ref. [89].
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Figure 2.2: Illustration of the three-step process. (a) The distortion of the Coulomb po-
tential leads to tunnel ionization, acceleration of the electron in the external laser field and
possibly recombination. (b) Classical trajectories, which depend on the time of ionization.
The red line indicates the sinusoidal laser field, gray and colored trajectories indicate non-
returning and returning electrons, respectively. The color scale visualizes the return energy
in units of Up with saturated colors for short trajectories and transparent colors for long
trajectories. Adapted from Paper IX.

Tr can reach values up to 3.17Up, thus determining the maximum photon energy for
the HHG process, the so-called cut-off energy [90]:

Eph ≤ Ip + 3.17Up. (2.17)

Because of its dependence on Up, the harmonic cut-off energy increases linearly with
intensity and quadratically with wavelength. Both parameters are therefore important
if high photon energies are needed. At high intensities, saturation effects typically
restrict the maximum photon energy to values below the cut-off energy defined in
equation (2.17). Especially for long laser pulses, the medium can be fully ionized
before the peak of the pulse. Ionization typically causes depletion of the generation
medium, prevents phase-matched generation, and can defocus the driving laser beam.

The three-step model is illustrated in Figure 2.2. In (a), the distorted Coulomb
potential is shown and the three steps of HHG are indicated. The trajectories that an
electron can take in a sinusoidal laser field are displayed in (b), the colors indicating
the return energy. Three different branches of electron trajectories can be identified,
determined by the time the electron leaves the atom. For a sinusoidal laser field with
field cycle period T , the trajectories can be classified as follows:

Trajectory Tunneling time (T ) Recombination time (T )
Electrons that do not recombine 0 < ti < 1/4 -
Long trajectory 1/4 < ti < 1/3 0.95 < tr < 5/4
Short trajectory 1/3 < ti < 1/2 1/2 < tr < 0.95

Tr increases with tr for the short trajectories and decreases for the long trajectories.
The maximum return energy can be expected where both trajectories merge, i.e. for
ti ≈ T/3.
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Figure 2.3: Single shot HHG spectrum generated in neon with a 40 fs fundamental pulse.
The spectrum was measured at the intense harmonic beam line introduced in section 3.3.1
and presented in detail in Paper VI.

Both short and long electron trajectories can contribute to XUV emission. Even
longer trajectories, occurring when the electron returns a second time after being
scattered by the ion, may contribute. Quantum diffusion, however, leads to a very
low recombination probability for such very long trajectories and thus the XUV emis-
sion resulting from rescattered electrons is typically very weak. XUV radiation arising
from different electron trajectories can typically be distinguished using properties such
as spectral and spatial characteristics, which depend on the so-called dipole phase,
the phase accumulated by the electron while traversing its trajectory, defined in sec-
tion 2.2.3.

For a sinusoidal laser field, the three-step process is repeated every half cycle of the
fundamental field. The periodicity in time leads to a periodicity in frequency, and odd
order harmonics of the laser field frequency are emitted. Figure 2.3 shows a typical
harmonic spectrum generated in neon with many spectrally confined odd harmonic
orders. The spectrum shows a characteristic plateau, which ends at the cut-off energy
where the intensity drops. The decreasing intensity for low photon energies can be
explained by a reduced detector efficiency for this spectral range.

Figure 2.3 shows another characteristic feature. The spectral width of the harmonic
order increases with photon energy, an effect caused by two different mechanisms.
One of these is the intensity dependence of the cut-off law, defined in equation (2.17).
During the laser pulse, the intensity changes with time, and so does the harmonic
cut-off. Since lower harmonic orders require lower intensities, they can be generated
over a larger temporal window compared to the higher orders. A measured harmonic
spectrum shows the time-integrated XUV emission, and temporal confinement (as is
typical for higher harmonic orders, only generated close to the peak of the pulse) results
in spectral broadening. This effect is used for the generation of isolated attosecond
pulses, as is discussed in section 2.2.4. The other mechanism involves phase modulation
effects arising due to the intensity dependence of the dipole phase, which is explained
in more detail in section 2.2.3. With increasing harmonic order, the dipole phase
changes more and more rapidly with intensity, and consequently with time, leading to
an increased spectral width.
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2.2.2 The Quantum Mechanical Model
A quantum mechanical model for HHG was derived shortly after the quasi-classical
model was proposed [91, 92]. It is based on an approximate solution of the time-
dependent Schrödinger equation (TDSE) and is referred to as the Strong field approx-
imation (SFA) or Lewenstein model. The TDSE of an atom in a strong laser field can
be written as:

[T̂ + V̂ + eyE(t)] |ψ(t)〉 = i~
∂

∂t
|ψ(t)〉 , (2.18)

where T̂ and V̂ denote the kinetic energy operator and the atomic potential, and
the last term on the left side is the dipole operator for the specified laser field E(t),
polarized along y. In order to solve equation (2.18), a few approximations are made
within the SFA formalism [93], described qualitatively below:

i The electron is propagating freely in the continuum, and the continuum states
are not influenced by V̂ . This approximation is valid if the laser field is strong
compared to the atomic binding field, as expressed in the name Strong field ap-
proximation.

ii The ground state is not depleted8. In practice, this implies that the intensity is
not too high, especially for long driving laser pulses.

iii Only one bound state, i.e. the ground state, is considered. This approximation is
justified if no resonances perturb the process.

In contrast to perturbation theory, where a single basis set is typically used, together
with a Hamiltonian describing the interaction, the SFA formalism uses two basis sets in
order to define a time-dependent wave function ψ(t). In agreement with approximation
(i), ψ(t) can be written as the sum of a bound and a continuum part [91]:

|ψ(t)〉 = |ψB(t)〉+ |ψC(t)〉 = ei Ipt

~

[
|0〉+

∫
dk3c(t) |k〉

]
. (2.19)

Here, the amplitude of the ground state |0〉 was set to one, in agreement with approx-
imation (ii). The amplitude of the continuum state, c(t) can be calculated by solving
the TDSE, neglecting V̂ , i.e. using so-called Volkov states. In the quantum mechani-
cal description, it is the nonlinear behavior of the time-dependent dipole moment d(t)
that causes the emission of high-order harmonics. d(t) is proportional to the position
expectation value of the electron and can thus be written as:

d(t) = 〈ψ(t)| ey |ψ(t)〉 = e

i~

∫ t

−∞
dt′
∫

dk3d∗k(t) exp [−iS(k, t, t′)/~]dk(t′), (2.20)

where dk(t) = dk(k+ eA(t)/~) is the transition matrix element, which depends on the
vector potential of the electrical field, A. S(k, t, t′) is the action, which defines the
phase the electron acquires during propagation in the continuum:

S(k, t, t′) = ~2

2m

∫ t

t′
dt′′

{
[k + eA(t′′)/~]2 + Ip

}
. (2.21)

8This approximation was made in the initial SFA formalism. Depletion effects are typically taken
into account in SFA calculations used today.
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2.2.3 Dipole Amplitude and Phase

Equation (2.20) has a tidy physical interpretation, as it represents the quantum me-
chanical description of the three-step model. The electron tunnels into the continuum
at time t′, acquires a phase upon propagation, and returns to the bound state, where
it interferes with the bound state wave function, leading to emission of high-order
harmonics. In contrast to the classical picture, the quantum mechanical electron can
tunnel out at any time t′ < t and, may recombine with any momentum at a later
time: i.e. all paths are possible and can, in principle, contribute to HHG. In the
spirit of Feynman’s path integral formalism [94], each path the electron takes can be
associated with a quasi-classical action. The most likely paths are those which mini-
mize the action, i.e. the classical ones. Equation (2.20) can be solved with the help
of saddle-point approximations [91], yielding complex quantities for ti and tr. The
imaginary part of ti,r can be seen as a trace of the tunneling process [95].

For HHG in gases, the polarization induced by the laser field is proportional to
the single atom dipole moment defined through equation (2.20), multiplied by the
medium’s density. The polarization serves as an input to the inhomogeneous wave
equation [equation (2.8)] describing propagation through the nonlinear medium. The
high-order harmonic spectrum radiated from a single atom is given by the Fourier
transform of the dipole expectation value (see. e.g. Ref. [96]). The spectral emission
intensity thus reads as:

I(ω) ∝
∣∣∣∣ω2

∫
∞

dt d(t) exp(−iωt)
∣∣∣∣2 . (2.22)

Note that the ω2-term comes from classical electrodynamics, yielding a spectral inten-
sity proportional to ω2 multiplied by the square of the absolute value of the Fourier
transform of the dipole.

A simulation code based on the SFA was used within the framework of this thesis
in order to verify the experimental findings (Papers IX and XII) and the theoretical
predictions (Paper XIII).

2.2.3 Dipole Amplitude and Phase
If we consider only the classical quantum paths, equation (2.20) can be rewritten as a
sum over all contributing paths. The corresponding spectral amplitude for harmonic
order q then reads as [95, 97]:

Dq =
∑
j

Aj(q, I) exp [iΦj(q, I)], (2.23)

where the sum over j denotes the sum over short and long electron trajectories. Within
the high harmonic plateau, the dipole amplitude Aj(q, I) is only weakly dependent on
the harmonic order. However, the dipole phase Φj(q, I), changes significantly within
the plateau. It also depends strongly on the trajectory considered, as well as on the
driving field intensity. It therefore has a large impact on the spectral and spatial
properties of the attosecond pulses, both on a subcycle level and over the duration of
the driving laser pulse. Φj(q, I) can be written as:

Φj(q, I) = qω0tr −
1
~

∫ tr

ti

dt
[
p2

2m + Ip

]
, (2.24)
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Figure 2.4: (a) Return energy as a function of return time for two different intensities
I1,2 with I1 = 2I2, displayed in units of Up(I1). The plot shows two characteristic features.
First, for a given harmonic order, the return time depends on the intensity. Second, the
slope, which is related to the variation of the dipole phase with frequency, changes with I.
The dashed vertical line indicates the position of the cutoff, separating short (tr < 0.95T )
and long (tr > 0.95T ) electron trajectories. (b,c) Φj and ∂Φj/∂q in argon as a function
of harmonic order, calculated for an intensity of 1.5 · 1014 W/cm2. Red: short, blue: long
trajectory.

where p = p(q, I) denotes the electron momentum. As in the three-step model, the
classical ionization and recombination times (ti,r) are considered here. Strictly speak-
ing, using classical trajectory simulations to calculate Φj(q, I) is an approximation
[95], but it can be useful to help with understanding the underlying physical processes
as well as for minimizing computation time. The first term in equation (2.24) is a
phase term, which depends on the intensity and the harmonic order and which arises
from the timing of when the electron recombines. This term is present in the three-step
model, as illustrated in Figure 2.4 (a). The second term describes the phase acquired
by the electron upon propagation.

In what follows, the characteristic dependence of Φj(q, I) on intensity and fre-
quency is illustrated, together with basic implications for the temporal and spectral
characteristics of the emitted attosecond pulses, both on a subcycle level as well as
over the duration of the laser pulse.

Subcycle Phase Modulations

For short and long trajectories, tr clearly depends on energy, increasing (decreas-
ing) with frequency for the short (long) trajectories. The corresponding variation of
Φj(q, I) with ω over the spectral bandwidth under consideration, defines a delay in
the time domain, a so-called group delay:

td = ∂Φj(q, I)
∂ω

(2.25)

Both Φj and its first spectral derivative are displayed in Figure 2.4 (b,c), calculated
using quasi-classical trajectory simulations. The group delay itself changes as a func-
tion of frequency, varying approximately linearly with ω. This has a significant impact
on the temporal characteristics of the attosecond pulses, seen on a subcycle level. The
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2.2.3 Dipole Amplitude and Phase

second order spectral phase defines a group delay dispersion, the so-called attochirp,
which is positive for the short trajectory and negative for the long trajectory:

Gjdd = ∂2Φj(q, I)
∂2ω

(2.26)

Due to the attochirp, attosecond pulses are usually chirped, and complicated pulse
structures can be expected if both short and long trajectories interfere. For the short
trajectory, the attochirp can be compensated by a dispersive metallic filter [98] and
nearly transform-limited attosecond pulses can be generated [99].

Multicycle Phase Modulations

For a given photon energy, and so a given return energy, Φj(q, I) changes slightly
for the short trajectory, and significantly for the long trajectory, as the generation
intensity is changed. For both trajectories, Φj(q, I) decreases approximately linearly
with increasing intensity. The dipole phase can be approximated as:

Φj(q, I) ≈ α0 + αI, (2.27)

where both α0 = αj0(q) and α = αj(q) depend on the trajectory and harmonic order.
α0 is often neglected, but needs to be taken into account when the spectral dependence
of Φj(q, I) is considered. In the notation used in equation (2.27), α is negative. As
the intensity of a laser pulse used for HHG usually changes rapidly in time, the phase
of the emitted XUV radiation is modulated on a femtosecond time scale. This phase
modulation causes a variation of the instantaneous frequency and leads to spectral
broadening of the emitted harmonics. For a Gaussian laser pulse, the instantaneous
(central) frequency of harmonic order q can be written as:

ωq(t) = qω0 + ∂Φj
∂t

= qω0 + α(q)∂I
∂t
≈ qω0 − α(q)8 ln (2)I0

τ2 t, (2.28)

where I0 is the peak intensity and ω0 denotes the carrier frequency of the driving laser
field. The resulting chirp is negative, leading to a blue-shifted leading edge and a
red-shifted trailing edge of the harmonic pulse, as illustrated in Figure 2.5 (b). While
|α| and thus the harmonic chirp, is small for the short trajectory, a large frequency
modulation can be expected for the long trajectory and for short laser pulses. This
way, spectrally broad XUV radiation can be generated even with many-cycle laser
pulses. Note that in this case, a broad spectral bandwidth does not imply a short
attosecond pulse train.

The temporal variation of the instantaneous frequency is used in Paper I in order
to map temporal amplitude modulations, caused by phase matching effects, into the
spectral domain, as is discussed in more detail in section 2.4.1.

Another important phase modulation occurring on a multi-cycle level comes from
the fact that the group delay defined in equation (2.25) depends on the laser field
intensity [97], that is:

∂td
∂I

= ∂2Φj
∂ω∂I

{
< 0 for the short trajectory
> 0 for the long trajectory

. (2.29)
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Figure 2.5: Multi-cycle phase modulation effects. (a) For the short trajectory, the spac-
ing between consecutive attosecond pulses increases with time. The red line indicates the
driving field. (b) Modulation of the instantaneous central frequency of individual harmonic
orders (blue solid line) together with the linear approximation (blue dashed line) used in
equation (2.28).

For a short laser pulse, the rapid intensity variation leads to a changing td with time.
For short (long) trajectory harmonics td decreases (increases) at the leading edge of
the laser pulse and increases (decreases) at the trailing edge. Due to the nonlinear
variation of the intensity with time, also ∂td/∂t changes in time, leading to a variation
of the temporal spacing between consecutive attosecond pulses in the pulse train. The
spacing increases (decreases) for the short (long) trajectory emission throughout the
pulse train, as depicted in Figure 2.5 (a).

The harmonic chirp can be compensated by a positive fundamental chirp, leading
to asymmetric spectral broadening effects when the harmonic emission is measured
as a function of the fundamental chirp [100]. This way, both dipole phase induced
spectral broadening effects as well as the group delay variation through the attosecond
pulse train can be compensated.

CEP-Dependent Dipole Phase Modulations

When the duration of a laser pulse reaches the few-cycle regime, the CEP becomes
an important parameter, controlling the interaction of the pulse with the sample of
interest on a sub-cycle level. Harmonic spectra generated with a few-cycle pulse typ-
ically show CEP dependencies such as spectral shifts or changes from continuous to
modulated spectra. However, many-cycle pulses can also generate harmonic spectra
with clear CEP-dependent features. If the spectral width of individual harmonics
exceeds the separation between adjacent harmonics, CEP-dependent spectral inter-
ference fringes can be observed [101, 102]. This effect is well known and commonly
used for CEP measurements, in this case employing so-called f–2f -interferometry
[103]. The interferences between adjacent harmonics accordingly define a higher order
qf–(q+2)f -interferometry scheme.
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2.2.3 Dipole Amplitude and Phase

For few-cycle laser pulses, the phase modulation across the temporal pulse profile
can reach values large enough to increase the phase shifts between consecutive half
cycles by π and beyond. Approaching this regime, the exact location of the driving
laser field with respect to the pulse envelope becomes a critical parameter, and sig-
nificant effect on the harmonic spectrum can be observed when the CEP is changed
[101, 102, 104–108]. For two consecutive attosecond pulses, generated at time t and
t+T/2, the phase difference between the two pulses is a function of frequency, ω, and
can be written as:

∆Φ(ω, t) = π + ωπ

ω0
+ α(ω) [I(t+ T/2)− I(t)] . (2.30)

The first two terms in this equation account for the emission symmetry and the tem-
poral offset between consecutive half cycles, the third term describes the intensity-
dependent dipole phase. Although, strictly speaking, this simple model is only correct
for long driving pulses (α is usually derived for continuous driving fields), it can be
used for a qualitative description of effects which arise when few-cycle pulses are used.
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Figure 2.6: Simulated CEP-dependent harmonic spectra generated in argon. Three char-
acteristic features can be observed: spectral fringes continuously shifting with CEP (δφ ≈ 1),
odd harmonic orders exhibiting intensity modulations (δφ ≈ 0), and a transition region
(0 < δφ < 1). The spectra were calculated using SFA simulations for a pulse length of 5 fs.

Figure 2.6 displays simulated HHG spectra in argon which mimic the experimen-
tal observations presented in Paper III. The simulation considers the single atom re-
sponse, calculated using the SFA formalism. In the cut-off region, the harmonic orders
shift continuously in the spectral domain as the CEP is changed. Towards lower pho-
ton energies, CEP-dependent, non-continuous spectral shifts can be observed, while
modulated odd harmonic orders appear around 25–30 eV. Most of the observed effects
can be explained by dipole phase induced phase modulations, and are more prominent
at higher photon energies where α reaches larger values.

For small α-values9, and considering frequencies corresponding to an odd harmonic
orders, I(t+ T/2) ≈ I(t) and thus ∆Φ(ω, t) ≈ 0 (modulo 2π). In this case, the XUV
emission from consecutive half cycles adds constructively for odd harmonic orders,
q with ω = qω0. For large α-values, ∆Φ(ω, t) can reach values of π (and beyond),

9The absolute value of α is considered here. For the dipole phase approximation used within this
thesis, α is negative for most harmonic orders.
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leading to the emission of even harmonic orders. As I(t) is strongly time, and thus
CEP, dependent, ∆Φ(ω, t) changes with CEP. This variation can be written as: δφ =
∂∆Φ/∂φCE, where φCE denotes the CEP. For a Gaussian laser pulse and following
equation (2.30), δφ can be approximated as:

δφ ≈
2 ln 2
π

T 2

τ2 I0α ∝
T 2

τ2 I0α. (2.31)

While ∆Φ determines the appearance of even or odd harmonic orders, the spectral shift
of individual harmonic lines, i.e. the transition from even to odd orders, can simply
be seen as an intensity- and thus CEP-dependent variation of the central harmonic
frequency, defined in equation (2.28). For δφ = nφ, where nφ is an integer, the slope
of the spectral shift of individual harmonic orders matches the π-periodicity imposed
by the CEP and a continuous spectral shift can be observed (as is visible for δφ ≈ 1
in Figure 2.6). In contrast, for δφ 6= nφ, e.g. for 0 < δφ < 1, non-continuous spectral
shifts appear. For δφ ≈ 0, the harmonic lines do not shift anymore but are still affected
by small phase changes.

The phase changes discussed here are immediately connected to changes in the tim-
ing between consecutive attosecond pulses, as ∆Φ is not only a function of the CEP
but also changes with frequency, see, for example, Ref. [107]. The spectral phase shifts
discussed above are directly connected to changes of the CEP of the generated attosec-
ond pulses, most easily represented in the time domain and discussed in section 3.4.1,
using the example of subcycle phase control with multi-color driving fields. Experi-
mental results showing the characteristic spectral features discussed above, measured
at the high-repetition rate beam line in Lund, can be found in Paper III. A related
phenomenon, namely spatial phase effects arising in noncollinear HHG is discussed in
section 4.2.1, as well as in Paper XII, and the analogy to the CEP-effects discussed
here is outlined.

2.2.4 Isolated Attosecond Pulses
The temporal representation of a high-order harmonic spectrum is an attosecond
pulse train (APT), but a broad XUV spectrum can support isolated attosecond pulses
(IAPs) with durations around 100 as [109]. In order to generate an isolated attosecond
pulse or alternatively, to isolate a single pulse from the pulse train, different methods
can be applied, based on manipulating the generation process via temporal shaping of
the driving field [79, 110–112], via spectral selection [113–115], or via spatial-temporal
couplings used for angular streaking of the attosecond pulse emission [116]. The dif-
ferent methods can be classified into three gating schemes, as illustrated in Figure 2.7,
and briefly outlined below. A more detailed review of the available techniques can be
found in Ref. [117].

Temporal Gating: In all temporal gating schemes, such as polarization [110, 111]
or ionization [112] gating, the HHG process is modified temporally, such that
the generation of all pulses but one is suppressed. This can be done by driving
HHG with an electrical field with temporally varying ellipticity, such that XUV
emission is only efficient at the pulse center where the field is linearly polarized.
In the ionization gating scheme, laser field intensities exceeding the saturation
level for ionization are used, leading to generation of an attosecond pulse at
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2.2.5 Temporal Characterization of Attosecond Pulses

(b)(a) (c)

Figure 2.7: Gating schemes for IAP generation: (a), temporal gating, (b) spectral gating,
and (c), angular streaking.

the leading edge of the pulse, while all subsequent pulses are suppressed as the
medium is ionized directly at the beginning.

Spectral gating: For spectral gating, also known as amplitude gating [113, 114], the
temporal gate is defined in the Fourier domain by a simple spectral amplitude
selection. For few-cycle laser pulses, the spectral composition of consecutive
attosecond pulses changes dramatically, an effect simply determined by the cut-
off law. Selecting the cut-off region spectrally can therefore allow the selection
of the IAP generated at the peak of the laser pulse.

Angular streaking: With the help of spatio–temporal couplings [116], the emission
direction of all the attosecond pulses in the train can be changed over time,
leading to direct spatial separation of the individual IAPs in the far-field. This
method is discussed in more detail in section 4.3 as well as in Paper XIII.

All of the above techniques require few-cycle laser pulses in order to allow a suffi-
ciently short gate. The pulse duration requirement can be relaxed significantly when
different gating techniques are combined. A typical example is the combination of
polarization gating and multi-color field synthesis, which allows the generation of only
one pulse per cycle [118], usually referred to as double optical gating (DOG) [119, 120].

2.2.5 Temporal Characterization of Attosecond Pulses
Standard diagnostic tools such as autocorrelation methods cannot easily be applied
to the temporal characterization of attosecond pulses. The reason is the lack of ac-
cessible nonlinear frequency conversion processes in the XUV, as well as the high
intensity required to drive such processes. Instead, cross-correlation techniques are
typically employed. The standard technique for the temporal characterization of at-
tosecond pulse trains is the so-called reconstruction of attosecond beating by interfering
two-photon transitions (RABBITT) [121]. For isolated attosecond pulses, streaking
methods can be applied, forming the basis of frequency resolved optical gating for
complete reconstruction of attosecond bursts (FROG-CRAB) [122].

Both methods, RABITT and FROG-CRAB are based on ionizing atoms in the
presence of the XUV field superimposed with the generating laser field, as is illustrated
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Figure 2.8: (a) Illustration of the experimental schemes used for attosecond pulse char-
acterization: RABITT and streaking. (b) Two-photon processes involved in RABITT mea-
surements, in which two pathways can lead to the same final electron energy. (c) Attosecond
streaking: temporal evolution of the electron momentum of an electron released into the
continuum with an initial velocity v0 via single photon ionization by an IAP when a laser
field is present.

in Figure 2.8 (a). The kinetic energy distribution of the emitted photoelectrons is
detected as a function of the delay ∆t between the XUV and laser pulses. While
the RABITT method employs two-photon processes and a weak probing laser field,
FROG-CRAB is based on single photon ionization by the XUV pulse while a strong
dressing laser field is used as an ultrafast phase modulator, streaking the electron wave
packet.

The RABITT method is based on a measurement of the phase difference between
consecutive harmonics which can be written as a group delay (see equation (2.25)):

td = ∂Φj(q, I)
∂ω

≈ Φj(q + 2, I)− Φj(q, I)
2ω (2.32)

As illustrated in Figure 2.8 (b), when ionizing atoms with an XUV pulse train, the
presence of a weak fundamental laser field leads to the appearance of sidebands in the
photoelectron spectrum. These sidebands are located between the electron energies
corresponding to adjacent harmonic orders, i.e. at the energies of even harmonics.
Each sideband energy can be produced by two pathways, involving the absorption
or emission of one laser photon. Due to interferences between the two pathways, the
sideband photoelectron signal oscillates as a function of the delay ∆t. The modulation
signal at energy ~(q + 1)ω can be written as:

Sq+1 ∝ cos [2ω0∆t−∆Φ(q + 2, q)−∆φat]. (2.33)
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2.3 Macroscopic Effects in High-Harmonic Generation

Here, ∆Φ(q + 2, q) denotes the phase difference between harmonic order q + 2 and
q, ∆φat is a small intrinsic phase difference arising due to the ionization process
itself, which is often neglected. The sideband modulations can directly be used to
extract phase differences between adjacent harmonics and therefore the phase across
the entire spectrum. In combination with a measurement of the spectrum, this allows
for reconstruction of the APT.

The RABITT technique allows only temporally averaged and relative phase mea-
surements. Therefore, pulse to pulse variation and the absolute phase with respect to
the driving laser field are not detectable. Further higher order processes can perturb
the two-photon interference signal. A low laser intensity may be used to minimize
these perturbations.

The RABITT scheme cannot only be used for pulse characterization, but gives
access to ∆φat, a phase term, which can be related to ionization time delays [29, 30].
Within the framework of this thesis, the RABITT scheme was used to measure the
influence of changes in the macroscopic generation conditions on the group delay of
the generated attosecond pulses, see Paper V.

The streaking scheme is illustrated in Figure 2.8 (b), where the temporal evolution
of the electron momentum is shown, together with the streaking laser field. Via single
photon ionization by the XUV pulse, an attosecond electron wave packet is generated
in the continuum. The present laser field modifies, i.e. streaks this wave packet [123],
acting as a phase gate for a frequency-resolved-optical-gate-like measurement [122].
Phase and amplitude information from the XUV field are transferred to this wave
packet and the temporal structure of the XUV pulse can be reconstructed from a
characterization of the wave packet as a function of the delay between XUV and laser
field. A detailed description of the FROG-CRAB technique can be found for example
in Ref. [124].

Another limitation, present in both measurement schemes, results from spatial av-
eraging effects. Very recently developed methods approach this problem by employing
a noncollinear geometry for in situ characterization of the generated XUV pulse [125].

2.3 Macroscopic Effects in High-Harmonic Generation

The spatio–temporal characteristics of XUV pulses produced via HHG, depend not
only on the single atom response, but are affected by amplitude and phase variations
across the three dimensional nonlinear medium, as discussed in a number of articles,
for example, in Refs. [126–131]. Macroscopic aspects of HHG, often referred to as
phase matching effects, commonly denote effects arising from the propagation of the
XUV field and the generating laser field along the optical axis ẑ through the nonlinear
medium. More generally, one can define two different types of macroscopic effect: (i)
effects that arise in a nonlinear medium with nonzero transverse dimension, i.e. those
due to amplitude and phase variations along the radial coordinate10, x, and which can
be described using a medium of zero length in the propagation direction 11, and (ii),
effects that are caused by propagation, i.e. phase matching effects.

10We assume rotational symmetry about ẑ in the following.
11A zero length medium denotes a medium of infinitesimal length δz, for example, a medium

consisting of a single layer of atoms.
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Transverse macroscopic effects are essential for the directional emission of coherent
radiation and need to be considered when strong phase or amplitude modulations
are introduced along x, as, for example, in the case of spatio–temporal couplings
[84], strong radial dipole phase gradients [126] or noncollinear generation geometries.
Transverse macroscopic effects will be discussed in more detail for the special case
of noncollinear HHG in section 4.2.1. Phase matching effects are sometimes seen as
a necessary evil which needs to be incorporated for a complete description of HHG
and attosecond pulse generation. Their understanding and optimization is especially
important for efficient frequency conversion. In what follows, the fundamentals of
phase matching in HHG will be introduced.

2.3.1 Basic Principles of Phase Matching
General Introduction

Propagation effects in HHG can most easily be illustrated using a k-vector model. In
order to ensure phase-matched generation, the wavevector of the generated field has
to match the sum of the generating field vectors. The following discussion considers
the wavevectors defined by the carrier wave of the fundamental field and the discrete
harmonic orders, i.e. a phase velocity mismatch ∆k(q). The model can, however, be
generalized for continuous XUV emission, as in isolated attosecond pulse generation,
by using a continuous representation of ∆k(ω). In conditions where the wavevector
of the fundamental or the harmonic frequencies varies significantly with frequency, as
is typically the case for HHG driven by fundamental fields with wavelengths much
shorter than 800 nm as well as for many low-order frequency mixing processes, group
velocity mismatches, which are neglected here, have to be taken into account as well.

The wavevector mismatch between the generated harmonic field and the induced
polarization at frequency qω0 can be written as12:

∆k(q) = qk− kq. (2.34)

The influence of a phase mismatch present in harmonic generation can most easily be
illustrated using a one dimensional model. The generated signal is the coherent sum
over all single atom emitters in the nonlinear medium of length L and can be written
as:

Sq ∝

∣∣∣∣∣
∫ L

0
dz dq exp[i(∆k + iκq)(L− z)]

∣∣∣∣∣
2

, (2.35)

where dq denotes the dipole amplitude for harmonic order q and κq is the absorption
coefficient, denoted as κ in equation (2.10). If dq and κq are constant across the
nonlinear medium, equation (2.35) simplifies to:

Sq ∝ |dq|2e−κqL · cosh (κqL)− cos (∆kL)
∆k2 + κ2

q

(2.36)

κq→0−→ |dq|2L2sinc2
(

∆kL
2π

)
, (2.37)

12The wavevector mismatch is sometimes defined with opposite sign in the literature.
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2.3.1 Basic Principles of Phase Matching

with sinc(x) = sin(πx)/(πx). Equation (2.36) is formally identical to equation (1)
in Ref. [127] where ∆k and κq are replaced by the coherence and the absorption
lengths. For κq = 0, the well known sinc function describing phase matching in the
absence of reabsorption effects is obtained. Figure 2.9 illustrates phase-matched and
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Figure 2.9: Phase-matched (first row) and non phase-matched (second row) harmonic
generation, illustrated using the example of second harmonic generation. The red shading
indicates the fundamental field [<(E)2]. In (b) and (d), the corresponding harmonic signal
in the absence of reabsorption is plotted as a function of the medium length. (e) shows the
harmonic signal as a function of ∆k for a constant medium length.

non phase-matched harmonic generation. If ∆k = 0, all atoms within the generation
medium emit the generated harmonics in phase, and the overall signal (the generated
harmonic power) grows quadratically with medium length, L. For non phase-matched
generation, the signal grows almost quadratically for small L, but starts to oscillates
for larger L. For a constant medium length, the signal decreases with increasing ∆k
with the typical sinc function-like behavior.

The wavevector mismatch ∆k can also be expressed as a phase mismatch ∆φz if
a particular propagation direction, e.g. the optical axis, is considered. With ∆kz =
∂∆φz/∂z, we can define an effective phase mismatch due to dispersion by integrating
∆k along the propagation path through the nonlinear medium of length L:

∆φz(q) =
∫ L

z

dz′∆kz(q), (2.38)

where ∆kz denotes the component of ∆k along the optical axis. Similarly, reabsorp-
tion of the generated XUV radiation can be taken into account by integrating e−κqz

along the propagation path. Displaying ∆φz modulo 2π in the generation volume as a
function of z and x (in the case of rotational symmetry) allows an intuitive visualiza-
tion of phase matching effects (see Figure 2.10). This method is applied in this thesis
as well as in Paper II, while in earlier work, the coherence length Lcoh = π/∆kz is
often used [126, 130] to illustrate phase matching graphically.
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Phase Mismatch Components in HHG

For HHG in gases, ∆k can be written as a sum over four components:

∆k = ∆kg + ∆kd + ∆kn + ∆kp, (2.39)

where ∆kg denotes the wavevector mismatch due to the Gouy phase, ∆kd is the
wavevector mismatch induced by the dipole phase, and ∆kn and ∆kp are caused by
dispersion in the partially ionized medium. All four components are described below.
For the sake of convenience, only propagation along the optical axis is considered, and
the index z is omitted.

∆kg For HHG in a free focus geometry, as used within this thesis work, the focusing
process itself leads to a geometrical phase offset between the phase fronts of
the focused beam and a plane wave. This is due to an advanced propagation
of the wavefronts across the focus, which increases linearly with wavelength.
Neglecting the small Gouy phase of the harmonic beam, the total Gouy phase
mismatch between the fundamental and the generated harmonic beam can be
expressed as:

∆kg(x, z) = −q ∂
∂z

[
ζ(z)− kx2

2R(z)

]
x,z→0−→ − q

z0
(2.40)

Where ζ(z) denotes the phase offset along the optical axis, while the second term
in the center bracket accounts for the off-axis components of the Gouy phase
shift. At the focus, ∆kg has a maximum, being approximately constant for small
z.
For HHG in a guided geometry, ∆kg has to be replaced by a wavevector mismatch
arising from propagation in the wave guide [129, 132]. This has the same sign as
∆kg but in contrast to the wavevector mismatch introduced by the Gouy phase,
it is constant over the generation medium.

∆kd The dipole phase defined by equation (2.24) leads to another phase mismatch
component, as as the phase depends on the intensity within the medium, and so
varies with spatial position. Using the approximation defined in equation 2.27,
the wavevector mismatch introduced by the dipole phase can be written as [133]:

∆kd(x, z) = α
∂I(x, z)
∂z

(2.41)

In a free focus geometry, the intensity varies with x and z, leading to dramatic
variations of ∆φd = αI within the nonlinear medium, especially for the long
trajectory contribution.

∆kn The wavevector mismatch due to dispersion in the neutral gas can be written as:

∆kn = q
ω

c
(n1 − nq). (2.42)

The refractive index for the fundamental laser beam n1 can be estimated via
the static polarizability αdip of the interaction gas (tabulated, for example, in
Ref. [134]):

n1 = 1 +N0
αdip

2ε0
, (2.43)
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2.3.2 Phase Matching Characteristics in HHG

where N0 is the gas density13. The above expression follows from a Taylor
expansion of the refractive index n0 =

√
1 + χ with χ = N0αdip/ε0. Note that

n0 denotes the usual refractive index, the intensity dependent part n2 can often
be neglected for HHG in gases, as its contribution is small compared to the
other four mismatch components. Values for nq can be found for example in
Refs. [135, 136].

∆kp The wave vector mismatch due to dispersion in the plasma can be calculated
similarly as ∆kd, when n1, nq are replaced by the plasma refractive index values
ne

1, n
e
q:

∆kp = q
ω

c
(ne

1 − ne
q), (2.44)

with
ne
q =

√
1− Ne

Nc
, (2.45)

where Ne denotes the free electron density and Nc = ε0mω
2/e2 is the so-called

critical density at which the plasma frequency ωp =
√
Nee2/mε0 equals the laser

frequency. Ne can be calculated with the ADK model [137]. During the ioniza-
tion process, the refractive index drops from unity (no plasma) to zero as Ne
reaches Nc [138]. As Nc scales quadratically with frequency, the plasma mostly
affects the propagation of the fundamental field, leading to a phase velocity
above the vacuum speed of light.

The signs of the different wavevector components introduced above are listed below,
together with a comparison of the resulting phase velocities of the fundamental (c1)
and harmonic (cq) waves:

Sign Refractive indices Phase velocities
∆kg, Focusing negative c1 > cq > c

∆kd, Dipole
{
negative, for z < 0
positive, for z > 0

∆kn, Neutral positive n1 > 1 > nq c1 < c < cq

∆kp, Plasma negative ne
1 < ne

q < 1 c1 > cq > c

2.3.2 Phase Matching Characteristics in HHG
Generating high-order harmonics fully phase-matched implies that ∆k = 0 for all
x, z and t, a condition which is strictly speaking not possible to achieve. While ∆kn
can be approximated as spatially and temporally constant, all other components vary
spatially and temporally, thus making phase matching a spatially localized transient
process which depends on a number of parameters, in particular on the gas pres-
sure, the intensity, the nonlinear medium, and the focusing condition. Phase-matched

13As N0 denotes the gas density, n1 can be seen as an approximate refractive index for the neutral
gas, valid for a low degree of ionization, or when approximating the refractive index of the ions as
n1.

32



High Order Harmonic and Attosecond Pulse Generation

�/
�

0

−1 0 1

0

0.5

-0.5

 �/�0

0

�
2�

−1 0 1−1 0 1
 �/�0

 �/�0

�/
�

0

0

0.5

-0.5

�/
�

0

0

0.5

-0.5

(a)

(b) (c)

(d) (e)

Gouy

Neutral gas Plasma

Dipole

Total

Figure 2.10: Phase matching maps for the short (a)–(e) and long [recessed figure panels (a)
and (c)] trajectories. The total phase mismatch ∆φz is shown in (a). (b)–(e) display phase
matching maps for the separate contributions: Gouy phase (b), dipole phase (c), neutral gas
(d) and plasma (e) dispersion. The white area indicates the positions within the focal volume
for which the intensity drops below the threshold intensity defined by the three step model,
which is needed to generate the harmonic order under consideration, here q = 23.

generation therefore denotes the case when high-order harmonics are generated phase-
matched within a significant volume of the nonlinear medium, and during a time in-
terval which is possibly much shorter than the duration of the laser pulse. Using this
definition, it follows that phase-matched generation does not necessarily correspond
to a globally maximized photon flux, and can be achieved for a rather large range of
generation parameters. This is different to what is known from low-order frequency
conversion processes in crystals, where temporal and spatial variations of the phase
matching conditions can typically be neglected, leading to a narrow parameter range
for which phase matching can be achieved. In what follows, the characteristic features
of the different phase mismatch components present for HHG in gases are outlined,
followed by a discussion of dynamical phase matching effects.

Figure 2.10 displays typical phase matching maps for HHG in argon, considering a
peak intensity of 2 ·1014 W/cm2. The phase mismatch ∆φz modulo 2π, is plotted as a
function of the longitudinal and radial coordinates, centered at the focus of the driving
laser beam. Phase-matched XUV emission in the forward (+z) direction requires a
constant value for ∆φz, i.e. ∆kz = 0. The phase matching maps are calculated for the
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2.3.2 Phase Matching Characteristics in HHG

23rd harmonic of a 800 nm driving laser pulse, and for a pulse duration of τ =45 fs.
The displayed maps visualize phase matching at the temporal peak (t = 0) of the
pulse.

In (a), the total phase mismatch is displayed for the short trajectory contribution,
where phase-matched generation is possible within a significant part of the generation
volume around z = ±z0/2. The corresponding phase matching maps displaying all
the individual components described above are shown in (b)–(e). In (a) and (c),
a second, recessed, map displays the corresponding phase mismatches for the long
trajectory contribution. Short and long trajectory only differ by a different dipole
phase, all other components are identical for both trajectories. While the dipole
phase, displayed in (c), changes weakly with intensity and thus with x and z for the
short trajectory, strong variations are typical for the long trajectory, leading to a rapid
variation of ∆φz with x and z. At low ionization levels (the displayed maps correspond
to 3.8% ionization at the focus and at the peak of the pulse), the dipole phase causes
a dominant contribution to the total phase mismatch for the long trajectory. Phase-
matched generation is therefore only possible in a small volume around the focus and at
off-axis positions. The phase mismatch due to the dipole phase is the only contribution
with different signs in front of and behind the focus, caused by the increasing or
decreasing laser field intensity along the optical axis. Although weak, this behavior
typically leads to phase matching conditions for the short trajectory that are slightly
better behind the focus than in front of it.

Both phase mismatches induced by the dipole phase and by plasma dispersion (e)
contribute to a significant variation of ∆φz along x, leading to an increased divergence
of the emitted XUV radiation. In contrast, Gouy phase (b) and neutral gas dispersion
(d) contribute terms with only weak or negligible radial variation.

Strategies allowing the optimization of the macroscopic generation conditions are
discussed below. The discussion includes phase matching and reabsorption effects.
Major reshaping effects of the fundamental pulse, for example, due to plasma defo-
cusing [139], which typically occurs at very high intensities and gas pressures, are
mentioned when relevant but are not discussed in detail. Some of the principles in-
troduced below are also discussed in the literature, see, for example, Ref. [131].

Pressure Induced Phase Matching

In order to optimize phase matching, the gas pressure p is a very important tuning
parameter [127, 131]. The gas pressure determines the magnitude of ∆kn,p, which are
proportional to p. The gas pressure can thus be used to adjust those components so as
to compensate the wavevector mismatch due to the Gouy phase and the dipole phase.

If one of the two pressure independent components ∆kg 6= 0 or ∆kd 6= 0, phase
matching is obtained at a particular pressure, denoted as the phase matching pressure,
or pmatch below. For reasons of simplicity, taking ∆kg 6= 0 but ∆kd = 0, as the case
for generation at the focus point, we obtain:

pmatch

[
∂∆kn

∂p
+ ∂∆kp

∂p

]
+ ∆kg = 0 (2.46)

Here, the wave vector mismatch due to dispersion is rewritten as
∆kn,p= p · ∂∆kn,p/∂p, the partial derivatives being independent of pressure.
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Figure 2.11: The influence of the gas pressure on HHG: (a) phase matching pressure as
a function of the degree of ionization for different harmonic orders (for an 800 nm driving
field) and focusing geometries, adapted from Paper VI. (b) Illustration of pressure induced,
transient phase matching. S23(t) is shown for three different gas pressures, and values of
∆kg = −0.42 cm−1 (blue peaks) and ∆kg = 0 (green peak, here p = 20mbar). The red line
indicates the fundamental field intensity for a 30 fs pulse, the gray line shows the degree of
ionization calculated for argon at a peak intensity of 2.3 · 1014 W/cm2.

For a given harmonic order and focal length, equation (2.46) defines a relation
between pmatch and the degree of ionization, rion, which determines ∆kp. Since ∆kp
is always negative, equation (2.46) can only be fulfilled if |∆kn| ≥ |∆kp|, i.e. if the
fraction of ionization is kept below a critical value rmax

ion which depends on the gas used
for generation, and is typically a few per cent.

Figure 2.11 (a) shows the variation of pmatch as a function of rion for different
harmonic orders and focusing geometries. At low degrees of ionization, pmatch varies
only weakly with ionization level and harmonic order. For higher degrees of ionization,
pmatch has an asymptotic behavior, and phase matching is achieved only for a small
ionization, and thus intensity, interval. In contrast, at low degrees of ionization, a much
larger intensity interval supports phase-matched generation. In addition, the phase
matching bandwidth, the harmonic order range over which phase-matched generation
is possible, decreases with increasing ionization level.

Figure 2.11 illustrates clearly that phase-matched generation is possible for a large
range of pressures and degrees of ionization. Considering that the dipole response in-
creases nonlinearly with increasing intensity, and that an increased generation pressure
should allow more atoms to contribute, one could assume that the overall generation
efficiency increases with increasing intensity and pressure. However, generation at
higher intensities does not necessarily result in an increased efficiency, as in this case,
phase-matched generation is limited to small volumes and short time intervals. This
effect can be illustrated using a simple 1D-model for HHG, assuming a constant dipole
response along a nonlinear medium with length L. Taking into account the quadratic
dependence of the generated signal with the density of the nonlinear medium, as is
characteristic for coherent wave-mixing processes, the generated harmonic signal can
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be expressed as [see equation (2.36)]:

Sq(t) ∝ dq(t)2p2 · Sφ(L,∆k(t), κq), (2.47)

where Sφ(L,∆k, κq) denotes a phase matching function. Following equation (2.37),
this function can be written as Sφ(L,∆k) = L2sinc2[∆k(t)L/(2π)], if κq ≈ 0. As
described in section 2.5, a simple nonlinear power scaling is assumed in order to ap-
proximate how the harmonic dipole amplitude dq(t) varies with the laser field intensity.

Figure 2.11 (b) displays S23 for three different gas pressures. With increasing
pressure, phase matching is achieved at higher intensities, and thus later in time.
Further, higher pressures confine phase-matched emission to shorter time intervals.
However, the time-integrated signal, and thus the generated XUV pulse energy, is
only weakly dependent on the pressure. The case presented is for gas pressures at
which |∆kn| ≥ |∆kg|. In this case, equation (2.46) can be fulfilled for sufficiently large
rion. The larger p, the higher rion for which p = pmatch. The intensity and focusing
conditions determine whether phase-matched generation happens earlier or later in
the pulse.

If the length of the generation volume is short compared to the Rayleigh length,
the wave vector mismatch arising from the Gouy phase can be neglected. In this
case, equation (2.46) is pressure-independent and can be fulfilled if |∆kn| = |∆kp|.
This situation is shown by the green peak in Figure 2.11 (b). Now, phase-matched
generation is confined to a small interval in space and time for which rion = rmax

ion , and a
change of the gas pressure no longer shifts the emission peak. A pressure-independent
phase mismatch component such as the Gouy phase typically shifts phase-matched
generation to lower ionization levels, but also leads to a less transient behavior and to
a broader spectral bandwidth.

Figure 2.11 (b) shows rather short temporal phase matching windows. Consid-
ering the three-dimensional generation volume rather than using a one-dimensional
model leads to a less transient behavior, since the intensity changes spatially across
the nonlinear medium. However, even in the three dimensional case, phase-matched
generation is confined to smaller temporal and spatial windows at high generation
intensities and pressures. Similar effects can be observed following depletion of the
neutral medium, i.e. if all atoms are ionized within a short temporal window [112],
as is used for gating purposes in Paper VII. A temporal confinement of the harmonic
emission implies spectrally broader harmonics, but can lead to a spectrally more nar-
row phase matching window, restricting the bandwidth of the attosecond pulses. The
spatio–temporal dependency of phase matching and depletion effects, typically leads
to spatial temporal couplings, as is discussed in detail in Ref. [140].

The above discussion clearly shows that phase matching in HHG is a rather com-
plex process. In practice, the optimization of macroscopic generation parameters is
most easily done by an iterative tuning of multiple control parameters, particularly
pressure, intensity, and gas cell position. Such a procedure was used in Paper VI. In
particular, a simple measurement of the total harmonic signal – the time integrated Sq
as a function of gas pressure – can reveal important information about the macroscopic
generation conditions, as is discussed below. An alternative method for the character-
ization of macroscopic generation conditions is discussed in detail in Paper XII [see
also section 4.2]. Here, a noncollinear probe is used to extract a global phase mismatch
parameter.
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Quadratic and Superquadratic Signal Growth

In the literature, a quadratic growth of the harmonic signal with gas pressure is some-
times misleadingly associated with phase-matched harmonic generation. Quadratic
growth is a consequence of coherent, but not necessarily phase-matched, addition of
the generated harmonic signal from all the contributing single-atom emitters. The
coherent addition of the generated electrical field, Eq, implies a linear growth of the
amplitude of this field with the number of contributing emitters, N , if the overall phase
matching condition does not change with N . Consequently, the generated photon flux,
the harmonic signal, scales as Sq ∝ N2.

This basic behavior is well described by equation (2.47). The total harmonic sig-
nal, Sq, is proportional to p2 if Sφ = constant. For HHG in gases, this is typically
the case at low generation pressures where dispersion and reabsorption in the gas is
negligible. A quadratic signal growth with pressure is thus a clear indication that the
phase matching conditions are not changing significantly with gas pressure. However,
as discussed above, phase-matched generation requires atomic dispersion as long as a
pressure independent phase mismatch component is present, as is typically the case
for HHG in gases. This implies that the phase matching conditions change with gas
pressure, i.e. Sφ is no longer constant for gas pressures around p ≈ pmatch and Sq
does not grow quadratically with p. For ∂Sφ/∂p > 0, the phase matching conditions
improve with p, leading to a super-quadratic growth of the total harmonic signal with
gas pressure [141]. The signal can increase with pressure until Sφ reaches its global
maximum. As the pressure increases, phase matching is first achieved at low ionization
fractions, i.e. at the leading edge of the pulse. As discussed above, increasing p fur-
ther, shifts phase-matched generation to higher ionization levels. The time-integrated
signal, however, does not increase significantly with p in this regime. If the intensity
is high enough, such that the critical ionization level can be reached, phase-matched
generation is possible even at very high gas pressures. The limit in this case is set by
plasma defocussing of the fundamental field and/or reabsorption. For lower intensities,
∆kn dominates when the pressure is increased beyond the point where phase-matched
generation occurs at the maximum ionization level. Now, ∂Sφ/∂p < 0 and the har-
monic signal decreases with increasing pressure. Note that Sφ can show an oscillatory
behavior with pressure, known as Maker fringes [142]. In HHG in gases, Maker fringes
induced by gas pressure variations are often smeared out due to temporal and spatial
integration. Nevertheless, pressure-induced Maker fringes have been observed [143]
and can cause high-contrast interference fringes in the spectral domain, as introduced
in section 2.4.1 as well as in Paper I.

Absorption Limited Generation

The generation of high-order harmonics in gases is usually accompanied by reab-
sorption of the generated XUV photons in the nonlinear medium (denoted simply as
absorption here). Absorption effects are briefly discussed below, mainly following the
derivation in Ref. [127]. While absorption can be minimized at low gas densities, for
pressures around pmatch, high enough to cause significant dispersion effects, absorption
effects can usually not be neglected. In practice, absorption simply limits the effective
length of the nonlinear medium.

The maximum harmonic signal can be generated for a sufficiently long medium if
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Figure 2.12: Absorption limited generation: harmonic signal Sq as a function of the length
of the nonlinear medium, normalized to the maximum absorption limited signal obtained for
phase-matched generation. The solid lines represent the harmonic signal for four different
values of Lcoh including the optimum case of absorption-limited generation with ∆k ≈ 0
(Lcoh � Labs). The dashed line displays a quadratic signal growth with medium length,
corresponding to absorption-free generation and ∆k ≈ 0. The green area indicates Lmed >
3Labs and Lcoh > 2πLabs. The illustration was inspired by Fig. 1 in Ref. [127].

∆k ≈ 0, i.e. if the coherence length Lcoh = π/∆k is much larger than the absorption
length Labs = 1/2κq. For even longer media, the harmonic signal does not increase
further, but the risk that the driving laser pulse gets distorted prior to generation
increases because of nonlinear propagation in the first part of the long medium. As a
rule of thumb, and in order to ensure that the harmonic signal reaches at least half of
its maximum value, the conditions

Lmed > 3Labs and Lcoh > 2πLabs (2.48)

should be fulfilled, as is illustrated in Figure 2.12.
Care must be taken to ensure that the nonlinear medium does not reach beyond the

length of the maximum generation volume, defined by the threshold intensity neces-
sary to generate the harmonic radiation under consideration. Following this restriction
ensures that the generated XUV radiation is not absorbed outside the effective gener-
ation volume. Confining the gas to a sufficiently small volume is especially challenging
at very tight focussing geometries, where the effective medium length can reach values
well below 1mm.

2.4 Macrocopically Induced Spatial and Spectral Structures

Interference phenomena are intimately connected to HHG, as they determine the HHG
process both on the single atom level as well as macroscopically. Microscopic interfer-
ence effects, that is, interference structures appearing in the spectral domain caused
by the dipole response of a single atom emitter, include interferences between con-
secutive attosecond pulses in the pulse train, as discussed in section 2.2.3, as well as
interferences between different quantum paths, for example, between the short and
the long trajectories. Such quantum path interferences have been subject of several
studies [144–151] where interference fringes in the spatio–spectral far-field profile of
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individual harmonic orders have been interpreted as interferences between different
quantum paths.

Below, two different macroscopic effects that can cause similar far-field interfer-
ences are discussed. The first effect, the appearance of temporal Maker fringes in
the spectral domain and its spatial analog was identified during this thesis work and
is presented in Paper I. The second effect, spectral and spatial interference fringes
caused by spatio–temporal couplings, as recently discussed in Ref. [140], is described
briefly.

2.4.1 Spectral Maker Fringes
As explained above, ∆k is a highly time-dependent quantity. For sufficiently large
variations, such that the product ∆kL changes by several π, the harmonic signal can
exhibit high contrast temporal amplitude modulations, or temporal Maker fringes.
However, such modulations are typically averaged out if the time-integrated harmonic
signal is detected.
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Figure 2.13: Spectrally resolved Maker fringes: (a) Temporal amplitude modulations in-
duced by the dipole phase are mapped directly into the spectral domain, because of a mod-
ulation of the instantaneous central frequency ωq. Intensity-dependent measured (b) and
simulated (c) harmonic spectra show a clear modulation of the harmonic signal with laser
field intensity. The experimental spectra were measured with the 100-kHz system presented
in section 3.2.2. Adapted from Paper I.

Temporal amplitude modulations can be directly accessed if a streaking technique is
used, mapping time onto an experimentally accessible quantity. If a chirp is imposed
onto the generated harmonic signal, temporal Maker fringes fringes can be mapped
out into the spectral domain. According to equation (2.28), the instantaneous central
frequency ωq is modulated by temporal dipole phase variations. Large dipole phase
variations can be expected, especially for the long electron trajectory. As a conse-
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Figure 2.14: Spatio–spectrally resolved Maker fringes: a measured harmonic spectrum
showing ring-shaped fringes which can be attributed to Maker fringes of the long electron
trajectory. The spectrum was recorded using the high-repetition rate system operating at
1030 nm, described in section 3.2.1.

quence, ∆kd and ωq vary with time, leading to amplitude modulated and strongly
chirped XUV emission.

The process is illustrated in Figure 2.13 (a), where a simulated harmonic signal
corresponding to emission from the long trajectory is displayed, together with the in-
stantaneous central frequency and the corresponding spectral intensity. High-contrast
amplitude modulations are visible in both the temporal and spectral domain. While
the harmonic emission at the leading edge of the pulse is blue-shifted, a red shift
is observed at the trailing edge. The variation of ωq maps the temporal amplitude
modulations directly into the spectral domain. Note that the results presented in Fig-
ure 2.13 correspond to experimental conditions where the long trajectory dominates
but is not generated phase-matched, as is typically the case at very tight focusing
geometries and when low gas pressures are used [152].

Both dipole phase induced harmonic signal modulations as well as the correspond-
ing frequency variations are intensity dependent. Higher intensities lead to more rapid
amplitude and frequency modulations. Consequently, more Maker fringes are visible
at higher intensities, and they are spread over a larger spectral bandwidth. This effect
can clearly be seen in Figure 2.13 (b), where measured and simulated harmonic spectra
are displayed as a function of the laser pulse energy. An analytical description of the
intensity dependent mapping process can be found in Paper I.

Analogous to the temporal–spectral mapping, a spatial near-field to far-field map-
ping causes very similar intensity modulations in the spatial domain, leading to ring-
shaped fringes if the emitted harmonics are detected spatio–spectrally resolved. An
example of such ring-shaped structures can be seen in the HHG spectrum shown in
Figure 2.14. The analogy between temporal-spectral mapping and spatial near-field
to far-field mapping is discussed in more detail in section 4.2.1. Spatial Maker fringes
are discussed in Paper I and can also been seen in the harmonic spectra shown in Pa-
per IV. Analogous to the temporal–spectral mapping, a spatial near-field to far-field
mapping causes very similar intensity modulations in the spatial domain, leading to
ring-shaped fringes if the emitted harmonics are detected spatio–spectrally resolved.
An example of such ring-shaped structures can be seen in the HHG spectrum shown
in Figure 2.14. The analogy between temporal-spectral mapping and spatial near-field
to far-field mapping is discussed in more detail in section 4.2.1. Spatial Maker fringes
are discussed in Paper I and can also been seen in the harmonic spectra shown in
Paper IV.
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2.4.2 Multi-Source Interferences
Another type of macroscopic effect, recently discussed in Ref. [140] can cause interfer-
ence fringes in the spatial and spectral domains. At very high driving field intensities,
nonlinear propagation dynamics can cause the formation of multiple harmonic sources:
maxima of the harmonic dipole amplitude occur along the transversal spatial coor-
dinate x as well as in time. While the formation of a multi-source structure in the
spatial domain causes spatial interferences in the far-field angular profile, a temporal
amplitude modulation leads to spectral interferences. Again, ring-shaped fringes and
two-dimensional interference patterns can be observed in the spatio–spectral domain
if the emitted harmonics are detected spatio–spectrally resolved.

While Maker fringe-like structures typically appear at rather low gas pressures and
intensities where the long trajectory can dominate, interference effects arising due to
the formation of multiple harmonic sources are typical for high intensities and rapid
ionization.

Although they are discussed separately in Paper I and Ref. [140], there is no
fundamental restriction preventing both effects from being observed simultaneously.
In particular, rapid ionization effects can lead to dynamical blue shifts, and thus once
more to a shift of the central frequency with time. Similar to phase modulations caused
by the dipole phase, plasma-induced phase modulations can modulate the harmonic
amplitude and map these modulations into the spectral domain.

In conclusion, the above effects clearly illustrate the complex dynamical processes
that can determine the harmonic emission characteristics. The disentanglement of
such processes from effects caused by the single atom response remains a complex chal-
lenge for most experiments, where harmonic generation is used as a probing method
for the generation medium itself.

2.5 Quasi-classical Modeling

In this thesis, two different methods are used to simulate HHG and attosecond pulse
generation. Both methods are based on approximations of the harmonic source
field Ẽxuv(ω, z, x, y) = Ft[Exuv(t, z, x, y)], calculated as a function of the laser field
E(ω, z, x, y) and the properties of generation gas. Here, Ft denotes the temporal
Fourier transformation. Starting with the simplest case, where propagation effects in
the nonlinear medium are neglected and the medium length is approximated as L ≈ 0,
a simple Fourier diffraction integral (Fraunhofer approximation) along the transverse
spatial coordinates x, y yields the XUV field Ẽxuv(ω, z, x′, y′) in the far-field:

Ěxuv(ω, βx, βy) ∝ Fx,y[Ẽxuv(ω, x, y)] =
∫
∞

dx
∫
∞

dy Ẽxuv(ω, x, y)e−i(Kxx+Kyy),

(2.49)
where Kx,y = ω

c βx,y are functions of the far-field angles βx = x′/z and βy = y′/z.
For a rotational symmetry, the two-dimensional Fourier integral can be replaced by
a one dimensional Hankel transformation, which itself can be numerically evaluated
by means of a fast Fourier transformation [153]. In this case, the second transverse
dimension can be omitted, as is done below.

In order to take propagation effects into account, the laser field is approximated as
a Gaussian beam, and a Gaussian temporal profile was assumed, neglecting reshaping
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effects on the pulse envelope and any influence of the generated fields on the genera-
tion process. Phase offsets between the fundamental and the harmonic carrier waves
occurring due to dispersion are taken into account by integrating the wave vector
mismatch along the optical axis according to equation (2.38). The total XUV field is
given by the coherent sum over all contributing fields along the length of the nonlinear
medium.

The single dipole response is calculated using the SFA approximation in order to
solve the TDSE, as is briefly discussed in section 2.2.2. In a second, quasi-classical
model, the harmonic polarization at frequency qω was approximated using a sim-
ple, computationally fast method. For a single quantum path, the generated field at
harmonic order q can be approximated as:

Eq(t, z, x) = Eq(t, z, x) exp [iqφω + ∆φz(q)], (2.50)

with Exuv(t, z, x) =
∑
qω>Ip

Eq(t, z, x). φω denotes the phase of the driving laser field.
The phase mismatch between the generated XUV field and the induced polarization at
the considered harmonic frequency, ∆φz(q) contains both dispersion and dipole phase
components introduced in section 2.3.1. The harmonic field envelope is approximated
via a simple nonlinear power scaling of the fundamental field intensity as: Eq ∝ I3.
Similar approximations have been made in the literature in order to account for a
reasonable nonlinear behavior, see, for example, Refs. [41, 131, 154]. A weak variation
of the spectral envelope Ẽq(ω) with harmonic order is taken into account by mimicking
experimentally measured spectra. The dipole phase is approximated using the simple
linear relation with the laser field intensity defined in equation (2.27). Even though
this quasi-classical model is based on discrete harmonic orders, it is possible to simulate
the basic characteristics of spectrally continuous XUV emission, and thus IAPs.

k
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Chapter 3

Repetition Rate vs Intensity –
Two Complementary Scaling
Directions

High-order harmonics and attosecond pulses are commonly generated using high
power, femtosecond laser systems delivering pulses at repetition rates up to a few
kilohertz. Because of limitations on the average power of these systems, and the
rather low conversion efficiency into the XUV, the average XUV power, which is given
by the product of the repetition rate and the pulse energy, is currently limited to
values well below 1mW. In recent years, the technical limitations on XUV attosecond
sources have been pushed in two different directions: towards µJ-XUV pulse energies
but at low repetition rates, and towards multi-MHz repetition rates but at low pulse
energies. These source development directions are mainly driven by experimental de-
mands, which often place requirements predominantly on one of these two parameters.

In this chapter, the scaling of high-order harmonic and attosecond sources in those
two directions is discussed. The first part of this chapter introduces a new scaling
model, developed as part of this thesis work, which is able to predict the scaling of
the necessary experimental parameters across and even beyond the entire energy and
repetition rate range available with modern high-power laser systems. It is also shown
how the scaling model can be applied to discuss macroscopic generation conditions
independently of the focusing geometry used for the generation. The different laser
systems and the corresponding high-harmonic and attosecond beam lines used for this
thesis work are then described. While scaling of the repetition rate and the pulse
energy can be discussed without having to consider a change in the average XUV
power generated, methods for enhancing the average power are briefly discussed in
the last part of this chapter.

3.1 Introduction: Scaling Repetition Rate and Intensity

High-order harmonic generation is a strong field process, demanding intensities around
1014 W/cm2. The intensity requirement determines the focusing geometry that has
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Figure 3.1: Scaling repetition rate, pulse energy and average power. The green arrows
indicate repetition rate and pulse energy scaling at constant average power. The red arrow,
indicates average power scaling. The different markers locate the parameters of the XUV
sources used or designed in this thesis (blue dots) as well as other HHG sources with compa-
rably high average power in the XUV which have been reported in the literature (red dots).
Pulse energies of one harmonic order above 20 eV are considered, disregarding possible losses
arising from a separation of the fundamental and harmonic fields. The gray area indicates
the trend of lower XUV power towards higher repetition rates discernible in the literature,
disregarding recent Refs. [71, 143, 155, 157]. The displayed value for Paper VII is an es-
timation based on the expected laser parameters, and assuming a conversion efficiency of
10−5.

to be used in order to achieve the required intensity. For femtosecond laser pulses
and pulse energies well above 100mJ, down to a few µJ, such intensities can easily be
reached. HHG is thus possible within a large range of pulse energies and repetition
rates, provided that the required laser source is available.

With decreasing focal length1, the size of the focal volume decreases, both in the
1As in Paper II, the focal length is used in this context as a scaling parameter, assuming a

constant beam diameter before focusing. More generally, the f-number, or the beam waist diameter
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longitudinal, and the radial direction. In addition, the wavevector mismatch intro-
duced by the Gouy phase changes with focal length. Both parameters have a direct
impact on the macroscopic generation conditions. The Gouy phase and focal volume
have been seen as critical parameters limiting the available photon flux, especially
for tight-focus geometries [81, 82, 156]. In very early work, the conversion efficiency
was predicted to scale as b3, where b is the confocal parameter of the focused laser
beam [158]. More recent work presents somewhat different efficiency scaling mod-
els for the loose focus regime [41, 159, 160]. Midorikawa and co-workers mention
the possibility of scaling at fixed conversion efficiency [41] and apply basic principles,
which are also used in the scaling model described in this thesis, to the loose focus
regime [161]. Most experimental results described in the literature seem to confirm
a significantly reduced conversion efficiency for tight-focus generation schemes. An
overview of different HHG sources providing comparably high average power in the
XUV, is presented in Figure 3.1, including examples at both extremes of the scaling
directions. Although very different laser systems are used, and disregarding for the
moment Refs. [71, 143, 155], the average XUV power decreases with decreasing pulse
energy and increasing repetition rate, as indicated by the gray shaded zone. While the
average laser power available does not vary much within the scaling range presented,
the reported conversion efficiencies2 vary from above 10−5 at 10Hz to 10−8 at 100 kHz.

As part of this thesis, a theoretical model was developed which predicts a conver-
sion efficiency which is independent of focal length. More generally, the model shows
the scalability of any macroscopic generation condition, i.e. phase-matched or non
phase-matched HHG. It is based on the scaling of all relevant parameters determining
the macroscopic generation conditions, with focal length. Most importantly, it pre-
dicts a high phase matching pressure and a short nonlinear medium (see section 2.3.2)
when using short focal lengths. Confining a high-density gas target to a few tens of
µm is technically challenging and high conversion efficiencies at tight focus geome-
tries have been reached only recently [143]. Rothhardt and co-workers [143] follow the
scaling model described below and introduced in Paper II, leading to high average
XUV powers generated at a repetition rate of 200 kHz. The values reported are close
to the highest values obtained with low repetition rate (< 1 kHz) systems. Other
high-repetition rate schemes that achieve similar or even higher XUV average power
are based on intra-cavity HHG [71, 155] or high power fiber laser systems [157].

The scaling model developed here has also been applied to the loose-focus regime
(Paper VI). Furthermore, a conceptual design has been developed for a gas-HHG
beam line that should deliver XUV pulses with high peak and average power, well
above the reported values of currently operating HHG-beam lines (Paper VII).

3.1.1 A Generalized Scaling Model
The generated XUV photon flux can be expressed as a function of the gas pressure and
the dimensions of the nonlinear medium. For the sake of convenience, one can start by
considering a rectangular generation medium exposed to a spatially constant intensity,
and assume that the generation is fully phase-matched. The following derivation
is, however, not restricted to these simple conditions but can be generalized to any

can serve as a scaling parameter.
2If not specified otherwise, the conversion efficiency denotes the ratio of the generated power in

the XUV, spectrally integrated over one harmonic order and the laser power used for generation.
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Figure 3.2: Principle of coherent field addition: Placing two sources emitting coherent
radiation next to each other as in (a) leads to a total generated power which is only half the
value generated from two sources placed behind each other in the beam emission direction, as
in (b). In the notation used in the figure, spatial integrals over the beam profile are omitted.

medium geometry and phase matching condition, as discussed below. The generated
XUV pulse energy is proportional to:

Eq ∝ p2L2D2, (3.1)

where L and D denote the medium’s length and transverse dimension, respectively.
This equation, also used in earlier work [41], can be motivated by considering a fun-
damental principle of coherent field addition, illustrated in Figure 3.2. Consider a
small volume filled with single atom emitters radiating a coherent signal Si = |Ei|2.
Placing two of these volumes next to each other, results in a coherent addition of the
emitted signals. Depending on the relative position of the two volumes, different total
signal strengths can be expected. If the two volumes are placed next to each other
with a transverse offset with respect to the emission direction, the signal addition is
most easily understood in the near-field, while placing them longitudinally allows con-
structive signal addition to be easily described in both the near and the far-field. In
both cases, energy conservation yields the same total signal in the near and far-field.
For transverse coherent addition, the total signal emitted in the near-field can be cal-
culated as the sum over the intensity from each source, i.e. by incoherent addition,
yielding S⊥n = 2Si and thus S⊥f = 2Si. If the two sources are placed next to each
other with a longitudinal offset in the beam propagation direction, the near (and far)
field signal is simply the coherent sum of both sources, yielding S⊥f = 4Si. This sim-
ple illustration explains in an intuitive way why the total harmonic signal generated
from an ensemble of atoms scales quadratically with the length of the medium and
linearly with the transverse dimensions Dx and Dy. For D = Dx = Dy, and taking
into account the density of the medium, this yields equation (3.1).

In order to estimate how the total harmonic signal scales with focal length, the
scaling of each of the parameters entering equation (3.1) has to be evaluated, and the
possible influence of macroscopic propagation effects has to be taken into account,
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i.e. most importantly, the influence of phase matching and absorption. If generation
happens at the focus of a laser beam, a more complicated medium geometry has to
be accommodated. For now, we shall still consider phase-matched generation, but
will allow a spatially varying laser field intensity distribution, as well as a non-cubic
medium geometry. Equation (3.1) is still valid so long as the intensity distribution is
scaled spatially with D and L.

In order to keep the intensity constant while scaling f , the laser pulse energy Ef
has to scale as Ef ∝ f2, following simple Gaussian optics. Considering further that
the Rayleigh length of a focused laser beam scales as z0 ∝ f2, equation (2.40) yields:
∆kg ∝ 1/f2. In order to keep the balance between ∆kg and ∆kn,p while chang-
ing f and thus ∆kg, equation (2.46) demands that the generation pressure scales as
p ∝ 1/f2. The overall phase shift between the XUV field and the generating laser
field induced due to dispersion on propagation through the nonlinear medium can be
kept constant for a constant pressure-length product, pL, and so the medium length
has to scale as L ∝ f2. If we also take into account the fact that both the longitudinal
intensity distribution of a focused Gaussian beam and the corresponding Gouy phase
distribution scale linearly with the Rayleigh length, the phase shift accumulated in
passing through the generation medium because of the Gouy phase and the dipole
phase can also be kept constant when scaling f if L ∝ f2. It follows that the overall
phase matching conditions can be kept constant while scaling f if the above scaling
relations are taken into account. As with phase matching, absorption is also deter-
mined by the optical density integrated along the beam propagation axis, and thus
by pL, absorption effects are likewise focal length-scaling invariant, if these scaling re-
lations are maintained. The same principle applies for nonlinear propagation effects,
for example, from plasma dispersion, which can lead to defocussing of the generating
beam, as is discussed in Ref. [143].

While the length of the focal volume of a Gaussian beam scales as Lmax ∝ f2, its
diameter scales linearly with f , Dmax ∝ f . Here Lmax and Dmax define the volume
within which a certain threshold intensity is reached, such as the threshold intensity
needed to generate a given harmonic order.

The scaling relations are summarized in the following table:

Scaling parameter f Ef p L Lmax Dmax N Eq ηq

f − f2 1/f2 f2 f2 f f2 f2 constant
W0 − W 2

0 1/W 2
0 W 2

0 W 2
0 W0 W 2

0 W 2
0 constant

Ef
√
Ef − 1/Ef Ef Ef

√
Ef Ef Ef constant

Here, the beam waist radius W0 ∝ f and the laser pulse energy Ef are listed as
alternative scaling parameters. Inserting the above scaling relations into equation (3.1)
yields:

Eq ∝ f2. (3.2)
The number of contributing single atom emitters, N , scales as:

N ∝ pLD2 ∝ f2. (3.3)

Taking into account the scaling relation for the laser pulse energy, equation (3.2) yields
a conversion efficiency ηq = Eq/Ef which is focal length-scaling invariant. Equa-

47



3.1.1 A Generalized Scaling Model

 1   10 100
Focal length (m) @ �� = 5 mm

101 102 103 104
10-2

100

102

�#

10-5

10-3

10-1

Ph
as

e 
m

at
ch

in
g 

pr
es

su
re

 (
m

B
ar

)

ionization degree (%):
5

2.50

101

10-1

103

10-2

10-4

100 0.1

102 103 104
�#

 1   10 100

10-5

10-3

10-1

M
in

. p
ul

se
 e

ne
rg

y 
(J

)

10-2

10-4

100

10-2

100

102

Ph
as

e 
m

at
ch

in
g 

pr
es

su
re

 (
m

B
ar

)

101

10-1

103

Focal length (m) @ �� = 30 mm(b)(a)

M
in

. p
ul

se
 e

ne
rg

y 
(J

)
Figure 3.3: Phase matching pressure and minimum required laser pulse energy for HHG in
argon as a function of focal length and f-number of the focused Gaussian laser beam. In (a),
typical parameters employed at the intense harmonic beam line in Lund (section 3.3.1) are
indicated (gray dashed lines). In (b), the parameter considered for the ELI proposal, phase
1 (section 3.3.2) are shown. The pulse energy was calculated assuming a peak intensity of
1.5 · 1014 W/cm2 and a pulse length of 45 fs in (a) and 10 fs in (b). Adapted from Paper VI.

tion (3.2) still predicts a quadratically increasing XUV power with focal length, as a
larger number of single atom emitters can be used to convert more energy into the
XUV.

Figure 3.3 displays the phase matching pressure pmatch defined in equation (2.46)
as a function of the focusing geometry, i.e. as a function of f and f-number f# =
f/(2Wf ), with Wf denoting the beam radius before focusing. As discussed above,
pmatch scales as pmatch ∝ 1/f2. The figure also shows the minimum pulse energy
required to reach an intensity sufficiently high for efficient HHG. Note that the pulse
energy indicated was calculated for an ideal Gaussian beam. In practice, due to
imperfect beams with M2 > 1, higher values have to be considered. At pulse energies
around a few mJ and for τ ≈ 45 fs (a), a focal geometry with f-numbers around 200
is required, corresponding to a 2m focal length at Wf = 5mm. In such generation
conditions, a generation gas pressure around 10mbar is required which can easily be
achieved in both continuous or pulsed gas cells. For much larger pulse energy values
around 100mJ, and accordingly very weak focusing, the necessary generation pressure
can drop to values well below 10−1 mbar. At the same time, the required gas cell
length increases dramatically. Loose-focus HHG schemes are discussed in section 3.3.
Beam lines based on such high power loose focusing schemes are discussed in detail
in Papers VI and VII. In the other direction, towards µJ-level pulse energies, as
are typically reached at repetition rates approaching the MHz regime, gas pressures
exceeding 1 bar are necessary. At the same time, Lmax reaches values well below 1mm,
setting high technical demands on the design of the gas medium. Section 3.2 as well
as Papers I, II, III and IV discuss tight-focus HHG schemes.
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3.1.2 A Generalized Macroscopic Model
Although derived for phase-matched HHG, the scaling relations introduced in sec-
tion 3.1 are not restricted to such simple conditions. As discussed below, they explicitly
include non phase-matched HHG and generation using laser beams with complicated
spatio–temporal characteristics.

Considering rotational symmetry, the two-dimensional intensity and phase distri-
bution of a focused laser beam can be plotted as a function of the spatial coordinates x
and z, normalized to the Rayleigh length and the beam waist radius. If Gaussian optics
are applied, the normalized distribution is independent of focal length. As harmonic
dipole amplitude and phase can be expressed as a function of the laser field amplitude
and phase, we can accordingly define a harmonic dipole distribution, normalized to z0
and W0 which is thus also focal length-scaling invariant. Furthermore, scaling the gas
density as p ∝ 1/f2, ensures that any dispersion phase term is kept constant during
propagation through the medium, as f is varied. This explicitly includes phase terms
that might lead to a phase mismatch between the phase of the induced dipole at a
given position z1 within the medium and the harmonic field generated at z < z1.
Describing the harmonic source distribution in space and time as independent of f
implies that even the far-field XUV emission can be regarded as being independent of
focal length if a correct normalization of the emission angle is carried out. Again, the
fundamental field distribution, for example, the divergence angle Θ0, can be used as
a normalization parameter.

0

�
2�

Harmonic source

Far field

�

��

��

�

Figure 3.4: Scaling HHG sources with focal length: phase matching maps [∆φz(x, z) mod-
ulo 2π] and corresponding harmonic spatial far-field profiles for two different focal lengths,
calculated using the scaling relations introduced in section 3.1. When normalized to the
beam parameter of the fundamental beam (W0, z0 and Θ0), the harmonic source and far-
field spatial profiles are invariant with scaling of the focal length.

Figure 3.4 illustrates harmonic source scaling for rather complicated generation con-
ditions and two different focal lengths. Two-dimensional phase matching maps (in-
troduced in Figure 2.10) are plotted together with the calculated harmonic far-field
intensity profile of the 21st harmonic order. Although the focusing conditions are
quite different, the normalized phase matchings maps and far-field spatial profiles
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3.2 Downscaling and High-Repetition Rate HHG

are identical, as is to be expected if all relevant macroscopic parameters are scaled
correctly.

Following the above argumentation, macroscopic effects in HHG can be fully nor-
malized to characteristic spatial properties of the driving laser beam and consequently,
they can be discussed independently of the focal length. In other words, character-
istic effects observed in HHG using a certain focusing geometry can be transfered to
other focusing geometries if the correct scaling relations for all parameters determin-
ing macroscopic effects are used. This has far-reaching consequences for current and
future high-order harmonic source design. Given a particular harmonic source oper-
ating with specific parameters, other harmonic sources can be constructed by simple
up or downscaling of the experimental conditions in order to match the parameters
of a different laser source. This has been done within the framework of this thesis
in a conceptual design for an attosecond beam line at ELI-ALPS, as is presented in
Paper VII.

The discussion of macroscopic aspects in HHG presented in section 2.3.2 can
be generalized using normalized macroscopic parameters: a normalized generation
volume and far-field propagation angle, as well as a normalized gas density. As
mentioned above, the dimensions of the generation volume and the far-field propa-
gation angle can easily be normalized to the parameters of the driving laser beam.
Besides these geometrical factors, the gas pressure is an important parameter that
needs to be normalized in order to allow a discussion of propagation effects which is
independent of the focal length. A pressure p0, which scales as p0 ∝ 1/f2, can be
used as a normalization parameter. p0 can, for example, be defined via the dispersion
properties of a certain harmonic order with respect to the wavevector mismatch
introduced by the Gouy phase. The normalized gas pressure can thus be written
as np = p/p0 with p0 = p0(gas, λ, q) = −∆kg[∂∆kn/∂p]−1 ≈ (q/z0)[∂∆kn/∂p]−1.
Control parameters which effect the macroscopic generation conditions are listed
below, together with possible normalization parameters:

Control parameter Normalization parameter
Length of generation volume L z0

Diameter of generation volume D W0

Far-field propagation angle β Θ0

Gas pressure p p0 = p0(gas, λ, q)

3.2 Downscaling and High-Repetition Rate HHG

In order to increase the repetition rate of high-order harmonic and attosecond sources
despite the low laser pulse energy available, mainly three different schemes have been
applied:

Single pass HHG As in usual gas HHG schemes, the laser pulse is focused into
a gas target. The required intensities are reached by employing a tight focus
geometry. This approach has been pioneered by Lindner and co-workers [156]
and was employed in Papers I, II, III and IV.
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Field-enhanced HHG Here, the local field enhancement close to metal nanostruc-
tures placed in the focus of a laser beam is used to reach the necessary intensities
[162]. Such a scheme has been tested directly with an oscillator. However, since
the effective generation volume is very small, a coherent buildup, leading to
efficient HHG, cannot be expected [163, 164].

Intra-cavity HHG In this approach, HHG is driven either directly inside an oscilla-
tor [165] or an external cavity is used to enhance the intensity reached by a single
laser pulse by superimposing consecutive pulses from a pump laser [21, 22]. Such
enhancement cavities have been pumped either directly by an oscillator or by
an amplified laser system. The scheme is technically challenging but promising
for efficient HHG. To date, the highest average power HHG sources are based on
this scheme. A novel concept employing intra-cavity HHG in connection with
the gating technique introduced in section 4.3 is presented in section 4.3.3.

In this thesis the single pass tight-focus approach has been investigated, and imple-
mented in several setups. As predicted by the scaling relations introduced in sec-
tion 3.1, phase matched HHG driven with µJ-laser pulses in a tight-focus geometry
usually requires gas pressures above 1 bar and very short generation media. Because of
this technical challenges, the macroscopic generation conditions in the high-repetition
rate HHG sources presented below are not yet fully optimized.

3.2.1 The 200 kHz OPCPA System in Lund
The high-repetition rate attosecond beam line in Lund is driven by an optical para-
metric chirped pulse amplification (OPCPA) laser system, which was developed by
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Figure 3.5: The Lund OPCPA-system consisting of a broadband Ti:Sapphire Oscillator,
a fiber amplifier, and two NOPA–stages. The abbreviations used in the Figure are: PCF
– photonic crystal fiber, CVBG – chirped volume Bragg grating, SHG – second-harmonic
generation, PSDC - pump-signal delay control, DCM – double-chirped mirrors. Adapted
from Paper III
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the company VENTEON in Hannover [166]. An overview of this system is presented
in Figure 3.5.

The system is based on three main components: an octave-spanning, CEP sta-
bilized Ti:Sapphire oscillator, a fiber amplifier, and a two-stage noncollinear optical
parametric amplifier (NOPA). A small fraction of the long wavelength-part (around
1030 nm) of the broadband spectrum generated in the oscillator is used as a seed for
the fiber amplifier. The amplifier includes a three stage preamplifier, followed by two
ytterbium-doped rod type photonic crystal fiber amplifiers, operating at a 200 kHz
repetition rate. After frequency doubling, the amplifier output serves as the pump
for the two NOPA stages. The main output of the oscillator (5 fs, 2.5 nJ) is amplified
through noncollinear parametric amplification to 4.5µJ in the first stage, and about
15µJ in the second stage. The amplified pulses are finally compressed to below 7 fs
with 10µJ energy using double-chirped mirrors.

Al-filter

gas supply

XUV grating

MCP detector

XUV CCD camera

gas nozzle
3D positioning stage

optional second beam 
path for pump probe 
measurements

Figure 3.6: Setup for high-repetition rate HHG in Lund, containing a generation and a
characterization chamber, which are connected by a pinhole through which the XUV beam
passes. The laser pulses are focused with an achromatic lens into a continuous gas jet emerg-
ing from an end-fire nozzle. Focal lengths of f = 50− 150mm are employed.

The HHG setup for high-repetition rate HHG in Lund, designed as part of this thesis
work, is shown schematically in Figure 3.6. The incoming laser pulses are focused
with an achromatic lens into the continuous gas jet, emerging from an end-fire nozzle3

which can be adjusted by a 3D translation stage. The vacuum chamber consists of two
parts, separated by a 1mm pinhole, which ensures a pressure below 10−6 mbar in the
detection chamber while 10−2 mbar can be reached in the generation chamber. The
system is pumped by three 500 l/s turbo-molecular pumps. The generated harmonics
are recorded spectrally and spatially resolved using a home-built XUV-spectrometer
based on a varied line space XUV grating (Hitachi, Grating 001-0639, 600 lines/mm).

3An end-fire nozzle denotes a gas nozzle consisting of an open-ended tube [82], as sketched in
Figure 3.8 (b).
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A more detailed description of this system, including an investigation of CEP-
effects in harmonic spectra (which are also discussed in section 2.2.3), can be found
in Paper III.

The high-harmonic setup described above has also been tested using a commer-
cially available Yb:KGW laser system, which delivers 170 fs pulses at 1030 nm at a
repetition rate tunable between 1 kHz and 600 kHz. The corresponding pulse energy
varies between 0.5mJ and 10µJ. The main advantage of such a system compared to
high-power Ti:Sapphire or OPCPA systems is its compactness and user friendliness.
Results obtained with this system are presented in Paper IV.

3.2.2 The 100 kHz System in Marburg
The high repetition rate HHG setup in Marburg is driven by a commercial laser system
from Coherent Inc., consisting of a Ti:Sapphire oscillator (Mira) and a regenerative am-
plifier (Rega). The amplifier is continuously pumped by a 10W neodymium:yttrium-
vanadium laser (VERDI-10). For the HHG experiments, the system was operated at
a 100 kHz repetition rate, delivering 7µJ pulses of 45 fs duration. By replacing the
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Figure 3.7: High-repetition rate HHG setup in Marburg consisting of: Ti:Sapphire oscil-
lator, Grism-stretcher, regenerative amplifier operating at 100 kHz, glass block compressor
and a vacuum apparatus containing a gas nozzle. The laser beam is tightly focused into a
continuous gas jet using an achromatic lens (f = 60mm). The generated harmonic radiation
is imaged spectrally and spatially using a home-built spectrometer assembly. Adapted from
Paper II.

standard stretcher–compressor unit offered by Coherent, the system was changed to
down-chirped pulse amplification (DPA) operation, where simple material dispersion
can be used for pulse compression (see Figure 3.7).

The laser pulses are focused into a continuous gas jet using an achromatic lens
with f = 60mm. The generated harmonics pass a 200 nm aluminum filter and are
then recorded spectrally and spatially resolved using an XUV spectrometer assembly
similar to the one described in section 3.2.1.

Two different gas target geometries have been tested with the setup, as shown in
Figure 3.8. In configuration (a), the laser beam was focused through the gas nozzle,
whereas in (b), the focus was placed in front of an open end-fire nozzle. Following the
scaling relation introduced in section 3.1, a generation gas pressure in the range of
1 bar is required for efficient, phase-matched generation. The length of the generation
volume has to be well below 1mm in order to avoid reabsorption outside the generation
volume. Such conditions can only be realized with an end-fire nozzle. The pressure
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Figure 3.8: Spatially and spectrally integrated intensity of harmonics 15 (+) and 17 (o),
generated in xenon using two different gas nozzle geometries. In (a), the laser beam is focused
through a 50µm pinhole in the nozzle, in (b), the focus is located directly in front of the
open nozzle with an inner diameter of 90µm. The gray dashed line indicates a quadratic
signal growth with pressure. Adapted from Paper II.

scans in Figure 3.8 clearly indicate the onset of absorption effects at high pressures in
(a) while the harmonic signal increases slightly more than quadratically with backing
pressure over the entire pressure range tested in (b). While the signal is limited by
reabsorption outside the generation volume in (a), the results shown in (b) indicate
that the optimum pressure conditions are not reached. The maximum pressure was
limited by the pumping system. Note that the generation pressure is significantly
lower than the backing pressure.

The 100 kHz HHG system in Marburg is described in further detail in Paper II
and was used for the experiments presented in Paper I.

3.3 Upscaling and Intense XUV Pulses

Scaling high-harmonic and attosecond sources to high pulse energies requires loose
focusing geometries and high laser pulse energies. Following the scaling relation intro-
duced in section 3.1, the quadratic scaling of the longitudinal dimension of a focused
laser beam with focal length implies very long generation media with low gas density.
HHG at loose focusing geometries allows another approach, which is briefly introduced
in the following but due to its limitations it is not used for the beam lines presented
in this thesis.

Instead of generating in a long but low density gas medium, a short medium wih
high gas pressure can be used. Keeping the pressure–length product p·L constant while
changing from one to the other scheme, ensures the same dispersion and absorption
properties along the medium. The main differences between these two schemes are
phase matching effects due to Gouy phase and dipole phase. In principle, a long
medium can be “squeezed” to values over which these two phase mismatch terms do
not play a role anymore. One might conclude that this should simplify phase-matched
generation. As explained in detail in section 2.3.2, the contrary is the case: this
approach, makes phase matching more transient and spatially more localized, which
can reduce the harmonic flux. Also, it limits the phase matching bandwidth, i.e. the
bandwidth of the harmonic comb (not the bandwidth of individual harmonics). The
loose-focus HHG beam lines presented in the following, are therefore based on the
low-density, long-medium concept.
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3.3.1 The Intense Harmonic Beam Line in Lund
The high power 10Hz Ti:Sapphire laser system has been the main system used for
strong-field physics at the Lund Laser Center since 1992. The system is under con-
stant development and was upgraded several times during the author’s PhD project.
The laser system is shown in Figure 3.9. It is based on a passively mode locked

Ti:Sapphire
oscillator

Pre-amplifier
(multi-pass)

Pulse picker

Stretcher
Dazzler

Bw: 50 nm, 80 MHz

10 Hz

300 ps

6 mJ
350 mJ

200 mJ, 10 Hz, 
bandwith: 30 nm

to further amplification, 
high intensity/particle acceleration

to HHG beam line

Regenerative amplifierMulti-pass amplifier

Figure 3.9: Overview of the high power 10Hz laser system in Lund. The low energy arm
of this system (200mJ, 45 fs) is used to drive the intense harmonic beam line.

Ti:Sapphire oscillator, which delivers pulses with a bandwidth of 50 nm at 80MHz
repetition rate. After passing a pulse picker, where the repetition rate is reduced to
10Hz, the pulses are sent through a multipass preamplifier, which is mainly used to
increase the temporal pulse contrast. Subsequently, the pulses pass a Dazzler, which
is used for pre-compensation of gain-narrowing effects in the main amplifiers, and are
then stretched to approximately 300 ps. The two main components in the amplifica-
tion chain are two amplifiers, a regenerative and a multipass amplifier, which increase
the pulse energy up to 350mJ. The pulses are then split into two parts, one part (up
to 200mJ) is used for the intense harmonic beam line, the other part is subsequently
amplified in a further multipass amplifier, reaching pulse energies of 1 J. For a 40 fs,
pulse duration, this corresponds to peak powers of 40TW. This high-power output is
used mainly for electron and proton acceleration experiments, which are not subject
of this thesis.

Today, the intense harmonic beam line is located in a fifteen meter-long corridor,
next door to the high power laser system. It consists of a large optical table assembly
on which pulse filtering, compression and focusing take place, and on which the har-
monic generation chamber is mounted. The generated harmonic radiation propagates
through a vacuum tube mounted on a rail system, and into a diagnostic chamber,
where it is analyzed both spectrally and spatially. From the diagnostic chamber, the
XUV pulses can be sent further into an application chamber. A 6m propagation path
length between the generation cell and the application chamber allows for beam ex-
pansion and subsequent tight focusing in order to reach high XUV intensities in the
application chamber.

The beam line was rebuilt twice during the author’s PhD project, with the aim of
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Figure 3.10: Overview of the intense harmonic beam line in Lund. The laser pulses enter
the beam line uncompressed and pass a spatial filter before compression. Optionally, pulse
post-compression down to approximately 15 fs is possible in a planar hollow waveguide setup
(Paper VIII). A modular vacuum chamber system allows different focusing geometries with
up to f = 9m. The displayed setup shows the dual-cell configuration used in Paper IX.

increasing the focal length and the harmonic pulse energy. The experimental results
presented in Papers VI, IX and XII were obtained with the previous beam line
version, mostly with focal lengths of 2m.

The laser pulses enter the beam line uncompressed and are then focused into a
conical pinhole with a waist diameter of 500µm. The pinhole acts as a spatial filter,
cleaning the spatial pulse profile. After compression in a grating compressor, the
laser pulses can optionally be sent through a post-compression setup. Instead of
employing a hollow capillary [167], as in usual post-compression schemes, a planar
hollow waveguide [168], filled with 400mbar of argon, is used for spectral broadening.
This scheme is used in order to allow compression of pulses with high pulse energy while
keeping the waveguide dimensions within technically practicable limits and ensuring
high transmission, as is discussed in detail in Paper VIII. The laser pulses are focused
using very loose focusing geometries with focal lengths of up to 9m. A modular
vacuum chamber system permits easy switching between different focusing geometries.
Various gas target geometries have been used. The results presented in Papers VI,
IX, XII and VIII were obtained using a pulsed gas cell of 1 cm or 2 cm length. In
more recent experiments a 6 cm long continous gas cell was used in combination with
the 9m focal length. This configuration allowed an increase in the energy of the XUV
pulse, generated in argon, up to 3µJ, measured between 16 and 45 eV.

3.3.2 A Novel Attosecond Beam Line for ELI-ALPS
Based on the theoretical scaling model introduced in section 3.1 and based on the
experimental experience with the intense harmonic beam line in Lund, a conceptual
design for a new attosecond beam line at the European facility ELI-ALPS has been
developed as part of this thesis work. A detailed description of the conceptual design
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can be found in the report, listed as Paper VII in this thesis. A brief overview of the
beam line is given below.

The expected extreme laser parameters for this beam line demand an upscaling of
the generation parameters in order to optimize the energy conversion into the XUV.
The main laser parameters, provided in two phases, are listed below:

Pulse energy Pulse duration Repetition rate Average laser power
Phase 1 30mJ < 10 fs 1 kHz 30W
Phase 2 100mJ < 5 fs 1 kHz 100W

In Phase 2, focal lengths of up to 90m can be considered in combination with a gas
medium length of up to 9m. The estimated gas pressure for such a long gas target
lies around 3 ·10−2 mbar. These values are simply the result of a consistent up-scaling
of parameters tested at the intense harmonic beam line in Lund. Even though the
loose-focusing beam path can be folded multiple times, a total necessary beam line
length exceeding 40m was estimated. Harmonic and/or attosecond pulse generation
happens in a long low-pressure gas medium. The generated harmonics co-propagate
with the fundamental beam, being separated and recombined in an interferometric
setup based on holey mirrors and anti-reflection coated fused silica plates, which reflect
the XUV under grazing incidence but transmit a large part of the incident laser beam.
A versatile characterization chamber allows different spectrometers and beam profile
cameras to be connected, as well as transmission or redirection of the XUV and/or
laser beam to user end-stations. Different beam line sections, such as the focusing
unit, generation unit, interferometer, and the characterization/application unit are
assembled in a modular way in order to allow for easy switching between different
operation modes and for flexible adaption to other laser parameters.

3.4 Average Power Scaling

Scaling repetition rate and pulse energy does not require a scaling of the average XUV
power as long as high values are required for only one of the two parameters. However,
most experiments where attosecond pulses are used, would benefit from an increased
average power. For example for experiments that involve nonlinear effects in the XUV,
not only a high pulse energy is needed in order to reach the required intensities but
also a higher repetition rate would be beneficial to improve statistics.

Increasing the average power in the XUV is possible by either increasing the driv-
ing laser power, in combination with an up-scaling of all relevant macroscopic gen-
eration parameters, or, alternatively, by increasing the conversion efficiency into the
XUV. Modern short-pulse laser systems have already surpassed the average power of
femtosecond Ti:Sapphire systems [169], and in particular, systems based on OPCPA
technology promise further scalability [170, 171]. In this thesis, the second option,
increasing the HHG conversion efficiency, has been investigated. This option includes
two strategies: optimizing the macroscopic generation conditions and enhancing the
single atom response. Macroscopic optimization is discussed in detail in section 2.3
while the enhancement of the single atom response through sub-cycle field control is
discussed below.
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3.4.1 Enhancing the Single Atom Response using Multi-Color
Field Synthesis

High-order harmonic generation in gases is usually driven by sinusoidal laser fields. A
number of studies investigate the possibility of driving the HHG process with other
field shapes, achieved via multi-color field synthesis, in order to enhance the single
atom response [172] or to extend the harmonic cut-off [173, 174]. Another approach
employs a combination of a laser field and an attosecond pulse train to drive the HHG
process [175–177]. Both approaches might be inherently present even in conventional
single-field driven HHG schemes, in that secondary fields generated at the beginning
of the nonlinear medium might influence the HHG process further downstream [178].

(a) (b)

Figure 3.11: Sub-cycle control of the HHG process with a weak harmonic field. The red
line indicates the sinusoidal driving laser field. The addition of a second harmonic field (a)
leads to changes of relative amplitude and phase of the generated attosecond pulse in both
half-cycles, a third harmonic field (b), alters both quantities identically in both half-cycles.

When a harmonic field is added to the sinusoidal laser field, different characteristic
effects on the HHG process can be distinguished. This is most easily understood as
an interference phenomenon [179]. Both half-cycles of the driving laser field can be
seen as separate interferometer “arms” in which the XUV emission process is altered
when a harmonic field is added. Figure 3.11 illustrates this concept using the example
of the second (a) and the third (b) harmonic field. Generally, a weak harmonic field
will change both the amplitude and phase of the generated XUV radiation, leading to
spectral signatures, which depend on the relative phase between the fundamental and
the harmonic field.

The addition of an odd harmonic field will alter the generation process in both
half cycles identically. Consequently, there is no change in the relative phase between
the two interferometer arms ∆φCE, i.e. the difference in CEP between consecutive
attosecond pulses in the pulse train [118]. Also the amplitude of the generated XUV
field changes, for example, because of a modified ionization probability, but does
so identically in the two interferometer arms. In contrast, the addition of an even
harmonic field leads to changes of ∆φCE. Since the symmetry is broken, even harmonic
orders can appear in the generated harmonic spectrum. A change of ∆φCE from π
to 0, can lead to the suppression of odd harmonic orders and the emission of even
ones. In addition, amplitude changes are different in the two interferometer arms,
and enhancing the dipole amplitude in one arm leads to a reduced emission in the
other. Interestingly, the control mechanisms provided by adding an harmonic field to
the driving laser field, have many similarities with the subcycle control brought about
through CEP tuning, discussed in section 2.2.3.
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Figure 3.12: Enhanced HHG in a dual gas cell geometry: (a) experimental scheme, (b)
quasi-classical picture for HHG in a multi-color field (fundamental and third harmonic) and
(c), spatially resolved harmonic spectrum generated in neon without (unseeded) and with
(seeded) argon gas present in the seeding cell. Adapted from Paper IX.

A detailed analysis of the phase effects induced by adding a second harmonic field
can be found in Paper X. In Paper IX, amplitude effects induced by the addition of
odd harmonic orders, which can lead to enhanced XUV emission, are investigated.

In this thesis, the addition of odd harmonics has been analyzed, both using an
interferometric setup, and with a dual gas cell generation geometry. An in-line gener-
ation geometry based on two separate generation cells has the advantage of ensuring
an automatic alignment and phase stability between the different driving fields. The
method is illustrated in Figure 3.12. In (a), the experimental scheme is illustrated.
The laser beam is focused (f = 2m) into a pulsed neon gas cell (the generation cell),
placed close to the focus of the driving laser beam. A second gas cell (the seeding
cell), filled with argon, is placed a few centimeter before it. Under certain conditions,
the high harmonic signal generated in the neon cell was enhanced up to an order of
magnitude when high-pressure argon gas was supplied to the seeding cell. Detailed
studies of the emitted harmonic signal as a function of the generation pressure, gas cell
position and field intensity allowed us to identify the relevant mechanism explaining
the observed phenomenon, as discussed in detail in Paper IX.

An illustration of the underlying mechanism is shown in Figure 3.12 (b). The
electron trajectories obtained in a sinusoidal field are shown, the color scale indicates
the return energy. As discussed in section 2.2.1, three different trajectory classes can
be identified, as indicated by the different tunnel ionization intervals I, II and III.
For efficient HHG, the short trajectory (interval III) is the most important candidate
because its phase is only weakly intensity-dependent. Short trajectory electrons are,
however, released into the continuum via tunnel-ionization close to the zero-crossing
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of the driving laser field while electrons born close to the field maximum contribute
to long trajectory emission or do not recombine at all. This leads to a reduced ioniza-
tion probability for short trajectory electrons compared to electrons ionized around
t ≈ T/4. By adding a third harmonic field, or more generally, by adding an odd har-
monic to the fundamental driving field, the field can be enhanced for ionization times
leading to short trajectory emission while the ionization probability around t ≈ T/4
is reduced. Due to the nonlinearity of the tunnel-ionization process, this effect can be
observed even at low field strengths where the electron trajectories are only weakly
altered by the added harmonic field. Controlling the HHG process with odd harmonic
fields ensures the suppression of destructive interference effects between consecutive
half-cycles and allows for amplitude enhancement in all contributing half-cycles. A
requirement for this effect is the right phase ∆ϕ between the fundamental and the
added third harmonic field. The third harmonic field is mentioned here since its am-
plitude dominates all higher order harmonic fields generated in the seeding cell. In
the experiment, ∆ϕ can simply be controlled via the the gas pressure in the seeding
cell, leading to reduced (∆ϕ ≈ 1 ± π) or enhanced (∆ϕ ≈ 1) HHG emission from
the generation cell. In conditions, where an efficient enhancement could be observed,
the gas pressure in the seeding cell exceeded the optimum pressure for HHG signif-
icantly, i.e. no high-order harmonic signal from the seeding cell was detectable and
the influence of high-harmonics to the enhancement process could thus be excluded.
This result also shines new light on previous experiments [175–177] where enhanced
high-harmonic emission was attributed to a modified HHG process in which tunnel
ionization is replaced by single photon ionization by high-order harmonics.
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Figure 3.13: Seeded (red) and unseeded (blue) HHG spectra generated at a peak intensity
of 3.5 · 1014 W/cm2 (a) and 5 · 1014 W/cm2 (b), respectively. In (c), the pulse energy of the
41st harmonic (circles) is plotted as a fucntion of the intensity for both cases, together with
fitted regression lines. Adapted from Paper IX.

The mechanism described above explains how the single atom emission can be en-
hanced by driving field shaping. As in other enhancement schemes, a key question is,
whether the enhancement method is advantageous over “single color” HHG schemes,
considering in both cases optimized generation conditions. For such a comparison,
optimized seeded HHG should be compared to optimized unseeded HHG using the
same laser pulse energy. Due to the experimental difficulties arising for such a di-
rect comparison, seeded HHG was compared to optimized unseeded HHG for a num-
ber of different driving field intensities. Figure 3.13 (a) and (b) show typical seeded
and unseeded HHG spectra generated at peak intensities of 3.5 · 1014 W/cm2 and
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5 ·1014 W/cm2 respectively. The enhancement factor is clearly intensity dependent, as
also shown in (c), where the pulse energy of the 41st harmonic is plotted as a function
of intensity for both seeded and unseeded generation. While larger enhancement fac-
tors can be observed at low intensities, only a factor of two remains at 5 ·1014 W/cm2.
Considering, however, that efficient seeded HHG is possible already at much lower
intensities, we can expect that a larger total enhancement is possible if seeded HHG
is optimized, e.g. by generating at even more loose focusing conditions.
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Chapter 4

Noncollinear High-Order
Harmonic Generation

High-order harmonics are commonly generated using a single, broadband laser field,
focused into a gas [180] or onto a solid target [181] such that the emitted XUV ra-
diation copropagates with the driving field in a collinear manner. Unlike in many
low-order frequency mixing processes, where noncollinear generation geometries are
typically used to compensate for group delay mismatches [182], noncollinear schemes
have not often been applied for HHG. Only in recent years, have noncollinear ge-
ometries started to find applications in extreme nonlinear optics. After an initial
theoretical investigation by Birulin and co-workers [183], a few studies involving non-
collinear generation have been reported [125, 184–189], analyzing the basic aspects
of high-order wave mixing processes [188], as well as discussing in detail its use for
intra-cavity XUV out-coupling [185–187], for probing of plasma dynamics [189], and
for in-situ diagnostics of the generated XUV [125] and the probing laser field [190].

This chapter describes high-order harmonic and attosecond pulse generation in a
noncollinear geometry, and provides a common context for the work in this thesis, and
previous work on noncollinear HHG (NCHHG). New control and diagnostic schemes
are introduced, based on NCHHG, as discussed in detail in Papers XII, XIII, and
XIV. The work on NCHHG presented here includes the development of a new gating
technique which has great potential for IAP generation at the extremes of the two
scaling directions discussed in this thesis.

After a general introduction in which the principles of high order noncollinear
wave-mixing processes are outlined, the macroscopic aspects of NCHHG are discussed.
The use of NCHHG methods for measuring and controlling phase matching, and for
extracting information about the nonlinear dipole response of the generation medium,
is then described. The second part of this chapter outlines the new gating method for
IAPs: noncollinear optical gating (NOG), which is described in detail in Papers XIII
and XIV. Besides a general introduction to NOG, the relation to other attosecond
gating schemes is discussed and an outlook is given for the application of this new
gating technique for the generation of IAPs at high repetition rates or high pulse
energies. The chapter closes with a short overview of the experimental implementation
of NCHHG schemes.
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4.1 Introduction to High-Order Noncollinear Wave-Mixing

NCHHG can be seen as an extension of the conventional HHG scheme, where laser
pulses are focused into a gas target and harmonics of the driving laser frequency
are emitted collinearly with the generating laser pulse, as illustrated in Figure 4.1.
For NCHHG, two laser pulses are focused and overlapped in the nonlinear medium.
The noncollinear angle opens a new degree of freedom, the spatial domain, which
allows new control and characterization schemes, especially in combination with spatial
mapping (see PaperXII) or spatio–temporal coupling (see Ref. [116] and PaperXIII).
As discussed in more detail below, a noncollinear geometry can allow XUV emission
over a broad angular range, exceeding the angle sector defined by the two driving field
propagation angles. This is especially interesting for background-free generation and
measurement schemes, since the emitted XUV radiation can directly be separated
from the driving field by simple spatial filtering. Further, it easily accommodates
wave-mixing using different driving central frequencies. NCHHG schemes with both
single and dual color driving laser fields are discussed below.

(a)

(b)

(c)

�

�

2γ

Figure 4.1: HHG schemes based on collinear (a) and noncollinear (b,c) generation, driven
by single (a,b) or dual (b,c) color laser fields. In (a), the generated XUV radiation is emitted
collinearity with the driving laser beam. In (b) and (c), the approximate angle sector where
XUV emission can occur is indicated by the gray shaded background.

4.1.1 Different Regimes of NCHHG
NCHHG is a highly nonlinear process, which beautifully illustrates fundamental prop-
erties of light: its wave-like and particle-like characteristics. Both pictures can be used
to explain the basic aspects of NCHHG, and can help to complement the understand-
ing of the underlying physical processes. As in Paper XII, both pictures will be used
in the following.

NCHHG seen as a wave-mixing process

In what follows, the geometry and coordinate system shown in Figure 4.1 (c) is used.
In the wave picture, the two laser fields interfere where they intersect, leading to a
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total field with modulated amplitude and phase across the laser beam profile. Fig-
ure 4.2 illustrates the intensity distribution I(x) of two interfering beams of equal
intensity and frequency, plotted across the beam profile for four different modulation
periods. Below, the special case of mixing two fields with identical (central) frequen-
cies is considered, followed by an extension to the more general case ω1 6= ω2. For
small noncollinear angles γ, with 2γ denoting the angle between the two driving field
propagation directions (denoted, however, as γ in Paper XII), I(x) can be written as:

I(x) ∝ cos2 [kx sin(γ) + φx] exp
(
−2x2

W 2
0

)
. (4.1)

HereW0 is the beam radius and φx denotes the relative phase of the two incident laser
fields E1,2 at the point of intersection. For φx = 0 we obtain a symmetric intensity
distribution with a central intensity maximum at the point of intersection (x = 0).

I II III IV

�

�

Figure 4.2: Schematic intensity distribution of two interfering driving fields. Different
noncollinear angles mark different regimes for high-order noncollinear wave-mixing: (I) Many
interference fringes such that there is only little intensity difference between adjacent fringes,
(II) a few fringes only, significant intensity variation from fringe to fringe, (III) only a single
dominating fringe is present and (IV), no spatial modulation (collinear generation).

The two interfering driving fields causes the formation of multiple harmonic sources
along x, and the amplitude and phase of the dipole oscillating at a given harmonic
frequency will be modulated. The resulting far-field XUV emission will therefore
be a multi-source interference pattern and multiple harmonic beams can typically
be expected, emitted at different angles. Depending on the number of contributing
sources, different wave-mixing regimes may be identified. The number of driving
field interference maxima, that is, the number of harmonic sources, depends on the
transversal k-vector, kx = k sin(γ), and thus increases with increasing noncollinear
angle.

In order to understand the characteristics of the different wave-mixing regimes,
we have to consider both amplitude and phase modulations of the generated XUV
radiation along x. As introduced in section 2.2.3, the harmonic dipole phase depends
on the driving field intensity and so different harmonic sources will emit XUV radiation
with different phases. In particular, a variation of φx results in a movement of the
harmonic source grating along x and thus produces a variation in the corresponding
emission phases. Regime I is characterized by many sources, such that the intensity
difference and consequently, the dipole phase difference between adjacent sources is
small. Changing φx by π will simply move the driving field interference pattern by
π/kx, i.e. by one fringe. The phase of the emitted XUV radiation does not change
significantly, thus the far-field XUV emission pattern does not change (disregarding
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a constant phase offset across the far-field profile). In Regime II, only a few sources
are present and so a change of φx results in a changing intensity difference between
adjacent sources. In consequence, the harmonic dipole phase exerts a strong influence,
and the far-field XUV pattern changes with φx. As introduced in Section 4.2 and
described in detail in Paper XII, the φx-dependency of the XUV emission maps the
dipole phase variations of the harmonic source into the far-field, thus allowing direct
access to the dipole phase. Regime III is a special case of Regime II. Now, for φx = 0,
only a single contributing XUV source remains, kx being sufficiently large to limit the
intensity of the spatial satellite sources (the first intensity maxima at x 6= 0) so that
they do not make any significant contribution to the XUV emission. As discussed in
more detail below, Regime III is particularly interesting since it allows noncollinear
harmonic emission without interference effects caused by multiple sources. Note that
for φx = π/2, two sources are formed even in Regime III, although the XUV flux
is strongly reduced compared to when φx = 0. Regime IV is the common collinear
generation regime, with two laser fields superimposed and collinearly focused into the
generation medium. It is thus strictly speaking not a NCHHG scheme, but is included
here as a limiting case for the sake of completeness.

Generally-applicable boundaries for the regimes introduced above are not defined
here, since they depend on a number of parameters, such as the laser intensity, the
harmonic order, and the electron trajectory under consideration. Experimentally,
the different regimes can easily be identified by measuring the far-field emission as
a function of φx with spectral and spatial resolution. For determining the relevant
regime, it is not only essential to consider the noncollinear angle, but more generally,
the number of periods across the beam profile, which depends on both γ as well as
on the focal spot radius W0. For example, reducing the noncollinear angle by a given
factor while increasing the f-number of the focused beams in proportion, results in
an identical source field, and consequently in identical far-field characteristics. Only
the overall angular distribution changes: reducing γ and increasing W0 decreases
the angular divergence of the emitted radiation, but not its angularly normalized

�/
�

0

�/�
−1 0 1

−1

−0.5

0

0.5

1

�/�
−1 0 1 0 1

Norm. int.

ω

2ω
(a) (b) (c)

2�

Figure 4.3: ω/2ω source field interference. <(E)6 of two noncollinearly interfering laser
beams for a relative phase 0 (a) and π (b) at the point of intersection. The relative intensity
of the two fields is I2ω/Iω = 0.3. In (c), the time integrated signal of (b) is plotted. The
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integration.

66



Noncollinear High-Order Harmonic Generation

distribution. For a definition of the different regimes, it is therefore convenient not
to use the noncollinear angle as the relevant parameter, but instead to use the beam
separation before focusing, δ, defined in units of the beam diameter (at 1/e2 of the
intensity profile).

The wave picture introduced above is most intuitive for two driving fields with
identical frequencies, but it can also be applied to fields with different frequencies, for
example, for ω/2ω-driven HHG. In this case, the interference pattern of the driving
fields depends on time, and the time-integrated intensity distribution along x does not
show any modulations. A high order nonlinear response, however, persists after time
integration, as illustrated in Figure 4.3. Thus the time integrated high-harmonic dipole
response also exhibits an amplitude modulation, and consequently, the multisource
interference picture can still be applied. The harmonic source modulations in the ω/ω
and the ω/2ω-case have different modulation periods and as a result, different far-field
interference patterns can be observed. The latter phenomenon can be understood more
easily using the photon picture of NCHHG, introduced below.

The photon picture of NCHHG

High-order wave-mixing can also be described in terms of the photon nature of light –
by adding frequencies and k-vectors. The up-conversion of two laser driving frequencies
ω1 and ω2 leads to the emission of harmonic frequencies

ω1, ω2 → ωq = m1ω1 +m2ω2, (4.2)

where m1 and m2 are integers and with q = m1 + m2 for ω1 = ω2. The emission
angles of the emitted harmonics can be deduced through k-vector addition:

k1,k2 → kq = m1k1 +m2k2, (4.3)

For sufficiently large γ, each harmonic order is spatially separated into several beamlets
[188]. Note that, strictly speaking, equation (4.3) describes the ideal case of phase-
matched generation. Phase matching effects in NCHHG and the more general case of
non phase-matched NCHHG are discussed in detail in section 4.2.2.

Depending on the number of involved photons from the two different driving fields,
different emission directions are defined, as is illustrated in Figure 4.4 for the case of
an ω/2ω-driving field. In general, m1 and m2 can be positive or negative, accounting
for sum- and difference-frequency generation (SFG and DFG). Harmonics generated
via SFG are emitted inside the sector defined by the two driving field propagation
directions (shaded area in Figure 4.4). Generation processes involving DFG lead to
the emission outside this sector.

Due to parity conservation, only an odd number of driving photons can be up-
converted into a high-order harmonic photon: m = m1 +m2 has to be odd [188]. This
restricts the possible driving photon combinations, especially in the case of ω/2ω-
driving fields, and leads to a four times larger angular separation of the emitted
adjacent harmonic beamlets for ω2 = 2ω1 compared to the case when ω1 = ω2.

The different noncollinear angle regimes introduced using the wave picture, can also
be described in the photon picture. In Regime I, all beamlets of a given harmonic order,
q, are spatially separated in the far-field and do not interfere. Consequently, a variation
of φx does not change the beamlet pattern in the far-field. In contrast, in Regime IV
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ω
2ω

�

� 2�

Figure 4.4: The photon picture of NCHHG: adding k-vectors of the fundamental driving
fields leads to a number of different emission directions, here illustrated for the case of an
ω/2ω driving field and Regime I. The shaded area marks the angle sector where SFG emission
can occur.

all beamlets overlap completely and interfere, as is typically the case in collinear ω/2ω-
HHG. Interference effects in this regime are discussed in detail in Paper X. Regimes
II and III mark the transition from full angular separation to full spatial overlap. In
Regime II, adjacent beamlets are partly overlapping and interference effects occur.
In Regime III, more than just the adjacent beamlets can interfere, leading to the
generation of a single XUV beam on the bisector angle for φx = 0 and to complicated
interferences and multiple XUV beams for φx = π.

All three NCHHG regimes allow the direct noncollinear separation of generated
XUV radiation from the fundamental driving fields. In Regime III the fundamental
fields begin to be spatially separated in the far-field but the multisource interferences
present in regimes I and II are suppressed (for π = 0), as is discussed in more detail
in Paper XIII. Figure 4.5 illustrates NCHHG for regimes I and III. According to
equation (4.3), and in agreement with the multisource interference model introduced
above, the XUV beamlet distribution in regimes I and II is dependent on the harmonic
order, and in general, XUV beams with different energies are not emitted at the same
angle. This is clearly visible in Figure 4.5 (c), which shows a simulated harmonic
NCHHG spectrum for Regime I. For low harmonic orders in particular, the variation
of angle with energy can allow for energy selection simply by spatial filtering. However,
for a broader spectral range covering several harmonic orders, the energy-dependent
angular distribution leads to spatially distorted APTs. In contrast, in Regime III, all
harmonics are emitted collinearly at the bisector angle (for φx = 0), as illustrated in
Figure 4.5 (d)–(f). Regime III is therefore particularly interesting for attosecond pulse
generation, as is discussed in section 4.3 as well as in Papers XIII and XIV.
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Figure 4.5: NCHHG illustrated for Regime I (first row) and Regime III (second row). The
spatio–temporal fundamental field distribution at the focus, [<(E)2], is plotted in (a) and (d),
while (c) and (f) show the corresponding spatially-resolved HHG spectrum, taking only short
trajectories into account, and with a photon energy range having q ≥ 11. The simulation was
performed using the quasi-classical model introduced in section 2.5. The chosen parameters
are: τ = 10 fs, λ = 800 nm, with φx = π, δ = 5 for the first row and φx = 0, δ = 1.4 for the
second row.

Applications of the different NCHHG angle regimes

NCHHG has been used or proposed for some applications, both within this thesis work
(Papers XII and XIII), as well as in a few studies reported earlier [125, 184–189].
While the classification of the different angle regimes was developed as part of this
thesis, previous implementations had already exploited different aspects of the regimes
and their corresponding characteristics. A short overview of the applications is given
below.

Both the pioneering work of Birulin et. al. [183] and more recent investigations
by Bertrand and co-workers [188] focusing on the nonlinearities of high-order wave-
mixing, consider rather large noncollinear angles, and are therefore concerned with
Regime I. As pointed out in Ref. [188], NCHHG can provide the functionality of an
all-optical beam splitter, delivering multiple, perfectly synchronized XUV pulses. In
Regime I, the XUV beamlets are fully separated in angle, as is typically required
for beam splitting purposes. The same angle regime is used by Ozawa and co-workers
[187] in their experimental tests of NCHHG as an out-coupling method for intra-cavity
HHG. For the same application, Wu and co-workers [186] consider regimes I and III,
and in their numerical analysis they identify angularly distorted spatial profiles caused
by multisource interferences in Regime III, as well as energy-independent emission at
the bisector angle in Regime I.

Regime II is analyzed in detail in Paper XII. Here, the characteristic property
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of Regime II, namely the dependency of the far-field emission on φx, is used in two
different ways: (i) in order to access the dipole phase and to trace its variation with
intensity and harmonic order; and (ii), as a probe for phase matching effects, as
discussed in Paper XII.

Regime III combines the unique property of NCHHG – the possibility for off-axis
XUV generation – with the spatio–temporal characteristics of collinear generation
schemes [186]. Recently, Kim and co-workers introduced a novel in-situ characteriza-
tion method for both IAPs [125] and a probing laser field which employs Regime III
[190]. Their method is based on SAP generation with a fundamental field and a non-
collinearly superimposed, weak second harmonic probing field. The second harmonic
field slightly modifies the phase of the generated XUV radiation across the beam pro-
file in the source volume, resulting in a spatial shift of the emitted XUV beam. The
analysis of this spatial deviation as a function of the delay between the generating
and the probing field, allows the reconstruction of both the IAP and the probing field.
The effect of a weak second and, more generally, the influence of the relative intensity
of the two driving fields on the NCHHG process, is discussed Section 4.1.2. A second
important application of Regime III, developed within this thesis work and discussed
in section 4.3.1 as well as in Papers XIII and XIV, is the gating of IAPs.

Finally, Regime IV simply constitutes collinear HHG with multiple driving fields,
as is discussed in detail, for example, in Refs. [118, 172, 174, 191] as well as in PapersX
and IX. The addition of a second or multiple driving fields, usually at harmonic fre-
quencies, leads to a cycle or halfcycle periodic modification of both the XUV amplitude
and phase, as is discussed in Section 3.4.1.

4.1.2 Controlling NCHHG with Driving Field Intensities
Besides the noncollinear angle, the relative amplitude of the two driving laser fields is
a very important control parameter for NCHHG. Its influence can be well described
in both the particle (photon) and the wave picture. In the photon picture, the relative
field amplitude determines the probability of involving photons from each of the two
driving fields in the frequency conversion process. For equal driving field strengths
and, again, for ω1 = ω2, the process with m1 = m2 ± 1 is the most likely (note that
m1 = m2 is forbidden due to parity conservation). Thus, noncollinear emission close
to the bisector angle dominates, and the XUV flux decreases towards emission angles
corresponding to beamlet indices with m1 � m2 (or vice versa), as is clearly visible
in Figure 4.5 (c). Changing the relative field amplitude, changes the probability for
involving photons from one or the other driving fields and so the center of mass of the
far-field beamlet distributions, but does not change the beamlet position.

The process can be described more quantitatively within the wave picture. The
important parameter controlled by the relative field amplitude is the orientation of
the wavefronts of the combined field.

Considering two fields with envelopes E1,2 and wavevectors k1,2, the wavefront ori-
entation can be defined through the composite wavevector at the point of intersection:

ktot = (E1k1 + E2k2)√
E2

1 + E2
2

. (4.4)
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Figure 4.6: Noncollinear field superposition [<(E)2]. The orientation of the wavefronts at
the point of intersection of two noncollinearly overlapping fields depends on the relative field
strength.

With the arrangement as in Fig. 4.6, equation (4.4) can be written as

ktot = (−E1 + E2) sin(γ)x̂ + (E1 + E2) cos(γ)ẑ√
E2

1 + E2
2

. (4.5)

By taking the scalar product between the unit vector in the transverse direction x̂
(see Figure 4.6) and ktot, we can define the angle β as the direction of ktot relative to
the z-axis:

sin(β) = −x̂ · ktot

|ktot|
= (E1 − E2) sin (γ)√

E2
1 − 4E1E2 sin2 (γ) + 2E1E2 + E2

2
. (4.6)

For small γ, we obtain:
β = γ

1− ξ
1 + ξ

. (4.7)

Changing the amplitude ratio of the laser fields, ξ = E2/E1, causes a macroscopic tilt
of the wavefronts and a change in the corresponding emission direction, β, thus shift-
ing the center of mass of the beamlet distribution. Note that this applies for all three
noncollinear angle regimes. The influence of the wavefront orientation on the beamlet
distribution is directly analogous to the influence of the blazing angle of a diffrac-
tion grating. While the diffraction efficiency is defined by the blazing or wavefront
orientation angle, the diffraction pattern is defined by the grating periodicity.

In order to obtain XUV emission via DFG outside the angle sector defined by
the fundamental beams, an intense driving field has to be employed, in combination
with a weak noncollinear field. In this case, the wavefront orientation of the intense
field dominates and XUV emission can be expected mostly around the propagation
direction of the intense driving field. In this case, both SFG and DFGmay be observed.
Due to the nonlinear scaling of the wave-mixing process [188], higher-order DFG
processes become increasingly unlikely as the number of involved driving photons
increases. Nevertheless it is possible that DFG processes dominate over SFG processes,
as outlined below, and presented in more detail in Paper XII.
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4.2 Macroscopic Phase Effects in NCHHG

Noncollinear wave-mixing requires a nonlinear medium with a macroscopic size in the
transverse (x) direction. In fact, all of the wave-mixing concepts introduced above,
including generation and control of XUV emission at certain angles, can be described
by considering the collective dipole response of single atom emitters along x, driven
by two noncollinear overlapping fields, i.e. by transverse macroscopic effects, as intro-
duced in section 4.2.1 The efficiency of the process, on the other hand, is determined
to a large extent by propagation effects, and therefore by the angles between the
wavevectors of the driving fields k1,2 and the generated XUV field kq. Both kinds of
macroscopic effects, introduced in section 2.3 are discussed below, for the special case
of NCHHG.

�

�
��

�

�

Figure 4.7: Transverse (along x) and longitudinal (along z) phase effects. Noncollinear
wave-mixing can be described by the collective response of all single atom emitters along x
while propagation effects along z determine the efficiency of the conversion process.

4.2.1 Transverse Macroscopic Effects

Transverse macroscopic effects include phase and amplitude effects in NCHHG, taking
into account the spatio–temporal harmonic dipole response for a zero length medium,
i.e. harmonic generation driven by a total driving field E(x, t) = E1(x, t) + E2(x, t).
Propagation effects are explicitly not included. Transverse macroscopic effects and
their influence on the spatial far-field distribution can be understood with the help of
an analogy in the time-domain, and its corresponding effects in the spectral domain.
While the temporal response in a HHG medium defines the spectral phase and ampli-
tude, the spatial response along x defines the spatial distribution in the far-field. This
fundamental principle of wave propagation illustrates a fascinating analogy between
CEP effects in attosecond pulse generation and spatial phase effects in NCHHG.

In Figure 4.8 (a), the total driving field <(E)2 is plotted for a 1.5-cycle pulse and
a beam separation before focusing of δ = 3, defined in units of the beam diameter. In
(b), the corresponding spatially resolved XUV spectrum is shown, calculated using the
quasi-classical approach described in section 2.5. For both figure panels, corresponding
side panels show temporal and spectral line-outs of driving field distribution and XUV
spectra, respectively. The temporal line-outs represent the electrical driving field
<[E(t, x = 0)]2 corresponding to the generated XUV field Exuv(t, x = 0) along the
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Figure 4.8: Illustration of NCHHG and the analogy between spatial and temporal phase
effects. In (a), <(E)2 is shown as a function of x and t; (b) displays the corresponding XUV
spectrum. (a) and (b) contain side panels with corresponding temporal, spectral and spatial
lineouts for three cases: (i), blue solid lines, φx = 0 and φCE = 0 (these parameters are
also used for the 2D-plots); (ii), orange solid line in temporal and spectral plots, φx = 0
and φCE = π and (iii), orange solid line in the spatial plots, φx = π and φCE = 0. The
lineout location is marked with red lines in the corresponding 2D-plot. (c) A schematic of
the experimental scheme.

bisector angle and the corresponding XUV spectrum |Ẽxuv(ω, β = 0)|2 in the far-
field. The spatial line-outs show the transversal electrical driving field <[E(t = 0, x)]2
at t = 0 and a corresponding Fraunhofer diffraction pattern for the 27th harmonic
|Ěxuv(ω = 27ω0, β)|2 in the far-field. These quantities are directly related via Fourier
transformations. For simplicity reasons, the second spatial dimension is omitted below.
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The spectral representation of the source field is given by the Fourier transformation:

Ẽxuv(ω, x) = Ft[Exuv(t, x)] =
∫
∞
Exuv(t, x)e−iωtdt, (4.8)

while the spatial distribution in the far-field can be calculated via the Fraunhofer
diffraction integral:

Ěxuv(ω, β) ∝ Fx[Ẽxuv(ω, x)] =
∫
∞
Ẽxuv(ω, x)e−iKxdx, (4.9)

where K = ω
c β is a function of the far-field angle β = x′/z.

Equation (4.8) and (4.9) illustrate the analogy between time-to-frequency and
spatial near-to-far-field mapping. In both cases, a complex driving field with carrier
frequency ω and spatial carrier frequency K as well as a corresponding envelopes, Et
and Ex, respectively, causes a dipole response at a given harmonic frequency. For few
cycle pulses, the temporal dipole response is strongly dependent on φCE while the
spatial dipole response is determined by φx. The spatial analog to the pulse duration
is the width of Ex, which is determined by the focusing conditions. The generation
of an attosecond pulse train has its spatial analogue in the formation of multiple
XUV sources along x. In general, all the quantities present in the time-to-frequency
mapping scheme defined via equation (4.8) can be related to corresponding quantities
in the spatial mapping scheme. Note that in this analogy, a fixed frequency, i.e. a
given harmonic order, is assumed. The corresponding quantities of both mapping
schemes are listed below, considering proportionalities only – constant factors are not
listed:

Time-to-frequency mapping t ω φCE τ λ

Spatial mapping x β φx W0 λ/γ

Particularly important for both temporal and spatial mapping are intensity-dependent
phase terms such as the harmonic dipole phase, as they exhibit similar variations in
both the temporal and spatial domains. Analogously to temporal phase variations,
any phase variations along x, define spatial frequencies that are mapped out into
the far-field angle. A constant phase along x, for example, leads to a collimated
beam around β = 0, corresponding to a zero spatial frequency. A strong spatial phase
variation across the harmonic source causes an increased divergence, and higher spatial
frequencies appear. Also, multisource formations in the spatial and temporal domains
cause interferences effects in the spatial and spectral far-field distribution [140], as
discussed in more detail in section 2.4.1, as well as in Paper I.

Using the above analogy, spatial interferences occurring in NCHHG can be seen
as being analogous to temporal interference effects. In the temporal domain, dipole
phase effects are well known from HHG with few-cycle pulses where spectral shifts in
the harmonic spectrum are observed as a function of φCE. These effects are discussed
in section 2.2.3 and analyzed in Paper III. Spatial shifts of the far-field XUV beamlets
as a function of φx follow the same principles as spectral shift with φCE, as discussed in
Paper XII. In both cases, a variation of the phase of the XUV radiation emitted from
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adjacent sources (temporally or spatially) causes a shift of the corresponding XUV
distribution (spectrally or spatially). In the spectral domain, CEP-dependent spectral
shifts can be observed for few-cycle driving laser pulses. In the spatial domain, spatial
shifts that depend on φx can be observed in conditions where only a few harmonic
sources are formed along x (Regime II). Figure 4.8 illustrates the case of a few cycle
pulse in the temporal and spatial domains. Spectral (spatial) shifts are clearly visible
when φCE (φx) is changed from 0 to π.

4.2.2 Propagation Effects
While the emission angles in NCHHG are determined by transverse macroscopic ef-
fects, phase matching effects determine the coherent buildup of the generated field
at these angles. As in conventional collinear HHG schemes, phase matching has to
be taken into account as soon as the nonlinear medium has a non-zero length in the
direction of emission. As introduced in section 2.3.1, phase matching can be described
by k-vector addition. For an efficient signal buildup, the sum of all contributing fun-
damental k-vectors has to be equal to the generated harmonic k-vector. Non phase-
matched generation is characterized by the presence of a wavevector mismatch ∆k.
As in collinear generation schemes, ∆k typically includes four components, some of
which are of different signs. For NCHHG, a geometrical offset due to the different
propagation direction of the driving and generating fields has to be included:

∆k = ∆k|| + ∆k<. (4.10)

Here, ∆k|| denotes the wavevector mismatch present for collinear generation, defined
in equation (2.39), while ∆k< is added by the noncollinear geometry.

In order to include phase matching effects in NCHHG, equation (4.3) can be modi-
fied, so as to no longer define the absolute value of kq, but instead, only its orientation1:

k1,k2 → k̂q = (m1k1 +m2k2)
||m1k1 +m2k2||

. (4.11)

Figure 4.9 illustrates wavevector addition for collinear and noncollinear harmonic gen-
eration, for the case of an ω/2ω-driving field. For phase-matched generation in the
collinear case (a), a phase mismatch occurs for the corresponding noncollinear case,
with positive (DFG) or negative (SFG) ∆k<. Note that the length of the k-vectors
does not change with the noncollinear angle since neither dispersion, nor focusing ef-
fects depend on γ. The wavevector mismatch added by the noncollinear geometry is
thus a purely geometrical mismatch. With a non-zero phase mismatch in collinear gen-
eration (b), a corresponding noncollinear scheme can typically be found, allowing for
phase-matched generation. In this case, the two terms in equation (4.10) compensate
each other.

1Equation (4.11) is strictly speaking still an approximation, neglecting a possible modification of
the emission direction due to radial field gradient vectors [126] such as may be caused by a strongly
intensity-dependent dipole phase.
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Figure 4.9: Schematic phase matching illustration for NCHHG driven by a ω/2ω-laser field.
In (a) and (b), collinear generation schemes are shown, considering phase-matched (a) and
non phase-matched (b) generation. (c) and (d) depict the corresponding noncollinear schemes
for both SFG and DFG processes. Adapted from Paper XII.

∆k< can be expressed as a function of γ and the involved photon numbers. For
ω/2ω-HHG, a simple geometrical wavevector addition leads to2:

∆kω2ω
< = 4m2γ

2
(

2m2

q
− 1
)

︸ ︷︷ ︸
<0

ω

c
k̂q, (4.12)

with q = m1 + 2m2. A limiting factor for HHG in gases is typically ionization and
the resulting plasma dispersion. Both plasma dispersion and the phase offset arising
from the Gouy phase of a focused laser beam lead to a negative ∆k|| which can, in
principle, be compensated by a positive ∆k< if DFG processes are involved. Thus,
DFG emission can dominate over SFG emission, as discussed in Paper XII. Since
such DFG processes involve more photons than SFG, this processes are otherwise less
likely. Therefore an overall increased conversion efficiency has not been demonstrated,
despite the improved phase matching.

Equation (4.12) can be generalized for other driving field combinations. Particu-
larly interesting is the case of two identical driving fields and XUV emission around
the bisector angle, as discussed in section 4.3. In this case, the wavevector mismatch
reads as:

∆kωω< = −γ2 q

2
ω

c
. (4.13)

Equation (4.13) can be derived by geometrical wavevector addition and neglects a
minor phase mismatch arising from off-axis contributions of a focused laser beam.

For noncollinear SFG, ∆kωω< is negative and thus does not favor HHG at high fun-
damental field intensities or in tight-focusing geometries. However, because ∆kωω< has
a similar impact on HHG as a steep Gouy phase gradient, phase-matched generation
is still possible, and high conversion efficiencies can be expected if the target pressure
and dimensions are scaled correctly (see Paper II and section 4.3).

2Note that equation (4.12) differs by a factor of four from equation 2 in Paper XII due to a
different definition of γ.
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The dependence of ∆kωω< on m2 and thus on the emission angle can be used to
obtain information about the phase matching conditions. By analyzing the spatial
far-field distribution an effective ∆k|| can be extracted. This method is presented in
Paper XII.

4.3 Noncollinear Optical Gating

This section introduces a new gating method based on NCHHG, which allows the gen-
eration of isolated attosecond pulses. Using the basic mechanisms introduced above,
NCHHG enables transient control of the XUV emission direction, which leads to a
spatio–temporal streaking of APTs. A detailed description of the method can be
found in Paper XIII. First experimental results are presented in Paper XIV.

4.3.1 Introduction to a New Gating Concept

Historically, the generation of IAPs has been based on driving the generation process
with few cycle pulses in combination with temporal or spectral filtering, suppressing
the XUV emission from all but one halfcycle, as illustrated in Figure 4.10 (a), (see
also section 2.2.4). As explained above, NCHHG offers another control dimension, the
spatial domain. Combining transient control with spatial emission control, allows us
to streak the APT spatially, as illustrated in Figure 4.10 (b). A similar technique has
recently been introduced by Vincenti and co-workers [116].

(b)(a)

Figure 4.10: Two different gating concepts for IAP generation: (a) temporal selection of
one of the pulses in the pulse train by suppressing all other pulses and (b), angular separation
of all pulses in the train.

The basic principle of Noncollinear Optical Gating (NOG) can be easily understood
with the help of equation (4.7). As the wavefront orientation, and so the XUV emission
direction, can be directly controlled via the amplitude ratio of the two driving fields, ξ,
transient control is possible via an ultrafast amplitude modulation, resulting in spatio–
temporal wavefront rotation (WFR). This can easily be achieved by introducing a
time delay between the two driving laser pulses. For two Gaussian laser pulses with
E1,2 = exp

[
−2 log(2)(t±∆t/2)2/τ2] and pulse duration τ (FWHM), the resulting
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WFR per unit time vr = ∂β/∂t reads as:

vr|t=0 = γ2 log(2)∆t
τ2 . (4.14)

Here we assume the WFR speed to be at its maximum value, occurring at t = 0
and leading to XUV emission at the bisector angle (β = 0). The angular separation
between consecutive attosecond pulses increases with pulse delay. In order to avoid a
local field minimum at the pulse center (t = 0) while maximizing the angular separa-
tion, the delay should be chosen as ∆t ≈ τ . In this case, the corresponding wavefront
rotation per halfcycle, equivalent to the angle “streaked” between consecutive attosec-
ond pulses, can be written as:

∆β = γ log(2) λ
cτ
. (4.15)

In order to illustrate the timescales of the angular streaking process, we consider the
example of λ = 800nm, τ = 5 fs and γ = 7.5mrad. This corresponds to a wavefront
rotation velocity of 3.3 · 1011 rotations per second. During the duration of the total
driving laser pulse, a rotation from −γ to γ can be observed

In order to separate the individual attosecond pulses angularly, ∆β has to be larger
than the divergence angle of a single pulse. The divergence angle depends on the
spatial dimension of the harmonic source and thus on the focusing geometry and the
noncollinear angle. Likewise, ∆β depends on the noncollinear angle. In order to ensure
generation within Regime III, and thus to avoid spatial beam distortions due to the
formation of multiple sources, the noncollinear angle and the focusing condition have
to be chosen correctly. As derived in detail in Paper XIII, multiple source effects can
be suppressed while maximizing the angular separation, if the spatial beam separation
before focusing (in units of the beam diameter) is chosen to be δ ≈ π/2.

Figure 4.11 shows simulation results for NOG, considering a two-cycle laser pulse
and generation in neon. The spatio–temporal distribution of the electrical driving
field is shown for ∆t = 0 (a) and ∆t = 1.25 τ (d). In (b,e) and (c,f) temporal and
spectral far-field intensity distributions of the generated attosecond pulses are shown.
For the pulse duration considered, approximately four attosecond pulses are emitted
on axis (β = 0) if ∆t = 0. With increasing temporal delay, the duration of the total
driving field increases, leading to the emission of a longer pulse train. The delay also
leads to a rapid temporal variation of ξ(t) and thus β(t). The APT appears angularly
streaked and the angularly resolved XUV spectrum turns into an XUV spectrogram,
where each IAP is resolved spatially. The streaking process maps time onto far-field
angle. The spatial axis in the far-field can thus be interpreted directly as a time axis
with a temporal resolution of at least one half cycle, indicated with a red arrow in
Figure 4.11 (f).

As each individual attoseond pulse can be accessed separately, the streaking process
can be used to provide temporal information on dynamical processes in HHG, such as
ionization effects which can lead to depletion of the generation medium. In addition,
CEP effects are directly mapped into the spatial domain. As φCE is changed, the total
field moves temporally under its envelope, and so does the XUV field under its spatial
far-field envelope. CEP variations are thus directly encoded in the spatial positions
of the spectral XUV continua.
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Figure 4.11: Spatio-temporal characteristics of the NOG process. (a) and (d) depict the
normalized spatio–temporal distribution of <(E)2, (b,e) and (c,f) show the angularly resolved
far-field intensity distribution of the emitted XUV radiation in the temporal (b,e) and spectral
(c,f) domains. The XUV emission was simulated using two-dimensional SFA calculations. In
the first row, both driving pulses are temporally overlapped (∆t = 0). In the second row,
the delay was set to ∆t = 1.25 τ . Adapted from Paper XIII.

For IAP gating, a simple spatial aperture can be used to isolate an attosecond pulse
from the streaked pulse train. Likewise, more than one pulse can be selected spatially
and possibly recombined for attosecond-pump–attosecond-probe measurements [192].

The XUV spectrogram obtained with NOG provides another interesting possibility:
as both temporal and spectral information are displayed simultaneously, access to
harmonic and attochirp (see section 2.2.3) can be provided in a single measurement.
If adjacent streaked attosecond pulses are not fully angularly separated, they will
interfere, leading to a modulated fringe pattern between the spectral continua. The
spectral lineout (the harmonic spectrum measured in-between two adjacent spectral
continua) of such a fringe pattern provides access to the temporal separation of two
consecutive attosecond pulses, revealing the attochirp [193]. The orientation of the
interference fringes across the spatial profile reflects the harmonic chirp.

4.3.2 Comparison with Other Gating Methods
NOG is closely related to the recently introduced Attosecond Lighthouse (ALH) tech-
nique. A direct comparison of the two techniques is presented in Figure 4.12. For
both methods, optimal gating conditions are assumed, implying δ = π/2 and ∆t = τ
for NOG and an angular chirp that maximizes the WFR for the ALH. In (a) and (d),
the angular-temporal distribution of the fundamental field at the focusing element –
directly after the focusing lens or mirror – is shown. For NOG, two laser pulses are
used, which are separated spatially and temporally. The ALH employs an angularly
chirped fundamental field, achieved, for example, by tilting a glass wedge in the beam
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Figure 4.12: Comparison between NOG (a)–(c) and Attosecond Lighthouse (d)–(f). (a)
and (d) show the laser field [<(E)2] at the focusing element, (b) and (d) illustrate the gener-
ation scheme, and (c) and (f) show both the fundamental field (gray) and the XUV intensity
distribution in the far-field. The dashed lines in (c) and (f) indicate the spatio–temporal map-
ping, i.e. β(t). The XUV emission was calculated using two-dimensional SFA simulations.
Adapted from Paper XIII.

path. A comparison of the two driving fields shows that the ALH technique can be
seen as a continuous analogue of NOG. Both methods lead to a very similar field
distribution in the focus, where the spatio–temporal WFR occurs.

In Figure 4.12 (c,f), the angular-temporal far-field characteristics of both the fun-
damental and XUV fields are shown. In both gating schemes, the APT appears
angularly streaked. The spatio–temporal mapping obtained with the ALH is linear,
while a nonlinear behavior can be observed for NOG. Interestingly, around β = 0, the
streaking process is equally efficient: the same ∂β/∂t and the same angular divergence
can be expected for both schemes. This is true for the temporal pulse separation of
∆t = τ . Even faster WFR, and thus a better separation of the generated IAPs, can
be achieved in the NOG scheme for ∆t > τ , while the WFR speed is limited for the
ALH [116].

A number of other techniques for the generation of IAPs have been demonstrated,
see section 2.2.4. The method of choice should depend on the requirements set by
the application as well as on the available laser source. In comparison with other
common gating methods, such as amplitude gating [113, 114], ionization gating [112],
polarization gating [110, 111], double optical gating [119, 120], and the ALH [116],
NOG provides interesting options, especially concerning the following characteristics:
(i) compatibility with generation of broadband XUV continua and thus short IAPs,
(ii) the possibility to access more than one IAP, and (iii) the necessity for spectral
filtering to eliminate the driving laser field.

As discussed in detail in Ref. [117], the schemes based on polarization gating or
spatio–temporal gating allow for easy bandwidth scaling – as do ALH and also NOG –
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because the gating efficiency increases with harmonic order. In contrast, if amplitude
or ionization gating is employed, typically only the cutoff spectral region supports
IAPs.

To date, ALH and NOG are the only schemes which can provide several synchro-
nized IAPs, permitting new attosecond-pump–attosecond-probe schemes [192]. In all
other gating schemes, only one IAP is selected and spatial splitting has to be employed
to produce two or more attosecond pulses with controllable delay.

A unique advantage provided by NOG is the possibility for a noncollinear separa-
tion of the fundamental fields and the generated IAPs. As shown in Figure 4.12 (c,f),
the noncollinear geometry allows direct separation of the generated XUV pulses emit-
ted around β = 0 from the driving field. This implies that spectral filtering, which is
costly in terms of the photon flux, can be simplified. In contrast, in all of the other
gating schemes mentioned above, the fundamental field covers the angel sector into
which the attoseond pulses are emitted.

Important aspects determining the viability of attosecond gating methods are the
demands they make of the driving laser pulse. While the restrictions on spatio–
temporal pulse distortions are rather low for ionization and amplitude gating, strin-
gent requirements are set for ALH and NOG. As these gating processes employ spatio–
temporal couplings, other temporal or spatial distortions can prevent efficient WFR
and thus suppress the gate. It should also be noted that NOG seems to be tech-
nically more difficult to implement compared to other gating schemes, especially in
comparison with the ALH, where the tilt of a glass wedge is sufficient to induce the
needed angular chirp. NOG, on the other hand, requires an interferometric setup, as
discussed in more detail in section 4.4, and the gating process requires precise spatial
and temporal alignment.

4.3.3 Applying NOG to the Extremes of the Two Scaling
Directions

In this section, the applicability of NOG to the extremes of the two scaling directions,
namely for the generation of intense IAPs as well as for the generation of IAPs at
very high repetition rates, is discussed. The presented experimental schemes should
be seen as an outlook on potential directions in which NOG can be applied.

As introduced in section 4.3, NOG requires a spatial beam separation before fo-
cusing of δ ≈ π/2. This value is independent on the focal length, as a tighter focus
implies both larger angular divergence and faster WFR. Thus, the effective angular
separation and, in general, the far-field emission characteristics, are directly scalable
with focal length. This implies that NOG can be used for both loose and tight-focusing
schemes. The unique property of NOG, its provision of IAPs spatially separated from
the driving field, has promising implications in both cases, as is discussed below.

Intense IAPs

An ideal attosecond-pump–attosecond-probe experiment would combine two isolated
attosecond pulses with a controllable delay. Today, only a few groups have reported
the successful implementation of such a scheme, based on spatially splitting an IAP
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into a pump and a probe pulse [33–35]. Such schemes are mainly limited by the low
flux on target [32], which has at least three main reasons, including:

(i) the generally low conversion efficiency for attosecond pulse generation

(ii) the requirement to split and recombine the IAP

(iii) the necessity for spectral filtering

The conversion efficiency expected for NOG is similar to the conversion efficiencies
reported for other gating schemes. For (ii) and (iii), NOG seems to offer a solution.
Both filtering as well as spatial splitting can be avoided since more than one IAP can
be spatially selected and recombined for pump–probe studies [192].

IAPs at Multi-MHz Repetition Rates

As discussed in Section 3.2, three different schemes have been employed for HHG at
high repetition rates. Although technically challenging, intra-cavity HHG significantly
exceeds the other schemes in terms of the average XUV power generated [71]. With
current laser technology, the free focus scheme seems to allow the generation of IAPs
at repetition rates approaching the MHz regime [108]. In contrast, intra-cavity IAP
generation still remains to be realized. As the pulses employed for intra-cavity HHG
reach 57 fs for Ytterbium based lasers [194] and 17 fs for Ti:Sapphire systems [165],
the duration does not yet support IAP generation inside a cavity. The bandwidth
supported by enhancement cavities is mainly limited by dispersion management, which
becomes even more critical if further optical elements are inserted into the cavity, as
is typically required to form a gate. As NOG does not require any manipulation of
the driving laser field, no additional optical elements are needed in the cavity, and
so it seems ideally suited for intra-cavity HHG. NOG should further allow the direct
out-coupling of IAPs generated inside an enhancement cavity, thus complementing the
noncollinear out-coupling schemes proposed earlier [185–187].

Figure 4.13: A novel scheme for intra-cavity IAP generation. An enhancement cavity
containing two foci as well as two pulses should allow the generation of IAPs at unprecedented
power levels and repetition rates.

A possible scheme for IAP generation inside an enhancement cavity is shown in Fig-
ure 4.13. The enhancement cavity used in this case should include two spatially
matched foci and two laser pulses. The round-trip time for a laser pulse needs to be
exactly two times Trep. Further, a simple geometrical asymmetry in the cavity mirror
arrangement should allow an effective temporal delay at the focus between the two
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intra-cavity pulses. With sufficiently short intra-cavity pulses, such a scheme should
allow intra-cavity IAP generation with repetition rates and average power levels po-
tentially exceeding current IAP sources by orders of magnitude. In addition, IAPs
generated inside a stabilized enhancement cavity would provide broadband frequency
combs in the XUV, opening new possibilities for precision spectroscopy.

4.4 Experimental Implementation of NCHHG

This section describes the experimental implementation of NCHHG. Detailed experi-
mental results for ω/2ω-HHG are reported in Paper XII, and the experimental vali-
dation of the NOG scheme is presented in Paper XIV.

For this thesis work, NCHHG has been implemented with two different laser sys-
tems: at the intense harmonic beam line and at the kHz-beam line in Lund. These
two systems are described in Chapter 3. Here, we focus on the implementation of the
noncollinear generation geometry.

HHG

δ

Δt

XUV 
spectrometer

CEP

Δt

KDP
BS

DBS

φ

(a)

(b) (c)

λ/2

FM

Figure 4.14: Schematic setup for NCHHG. (b) shows the the interferometer used for NOG
and (c) displays the ω/2ω-interferometer with the second harmonic being generated in a KDP
crystal. In both cases, the two collinearly propagating beams leaving the interferometer, are
sent with a spatial displacement onto a focusing mirror (FM) and subsequently focused non-
collinearly into the HHG target. The focusing arrangement and detection scheme displayed
in (a) is set up in a vacuum chamber. The control parameters are: pulse energy, polarization
axis and beam size (controls not shown); temporal delay via a translation stage or a rotat-
able glass plate (∆t, ϕ), the spatial separation (δ) and the CEP/delay control (CEP). The
interferometers use dispersion-compensated beam splitters (BS) and dichroic beam splitters
(DBS).
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In Figure 4.14, the interferometric setups used for NOG (b) and NCHHG with
ω/2ω-laser fields (c) are shown. In both cases, a Mach-Zehnder type interferometer is
used. The incident laser pulse is split into two parts which propagate on different paths
through the interferometer. A small spatial offset at the recombination beam splitter
allows us to obtain two collinearly propagating laser pulses which are then focused with
a spherical mirror into the HHG gas target. The spatial offset is thus transformed into
a noncollinear angle. For larger noncollinear angles, the recombination beam splitter
shown in (c) can be replaced by a mirror, as shown in (b).

For ω/2ω-HHG, the incident laser pulse is sent through a KDP crystal, which
generates the second harmonic. The beam splitters used in this case are dichroic
beam splitters which transmit the wavelength range around 800 nm but reflect the
second harmonic. Polarization and beam size can be controlled independently with
the help of λ/2-wave plates and irises in the two interferometer arms. The temporal
delay is adjusted with a linear translation stage in one of the interferometer arms.
Fine control is possible using a 200µm glass (BK7) window which can be rotated in
the beam.

For the gating experiments performed for this thesis, the spatial and spectral prop-
erties of the two laser pulses had to be as identical as possible. The interferometer
in this case employs either a dispersion-compensated beam splitter, or uses simple
spatial splitting with a D-shaped mirror. For temporal delay control, a piezo-driven
translation stage is used. In addition, a rotatable glass plate provides fine control of
group and phase-delay, and thus of the CEP of one of the pulses. The noncollinear
angle can be continuously adjusted with a translation stage which controls the position
of the last two mirrors in each arm and thus the beam separation.

The XUV emission is detected with a XUV spectrometer which allows us to obtain
spatial and spectral information simultaneously. The focusing section, the HHG gas
cell, and the spectrometer are kept under vacuum.
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Chapter 5

Summary and Outlook

This thesis investigates the scalability of attosecond sources towards higher pulse en-
ergies and repetition rates. The focus lies on the scaling of experimental parameters
which determine the macroscopic generation conditions, and includes the investiga-
tion of sub-cycle control mechanisms. In addition, the implementation of noncollinear
geometries for high-order nonlinear wave mixing processes is investigated, and applied
as a new method for isolated attosecond pulse gating.

A general scaling model for attosecond pulse generation has been developed (Pa-
per II). The model predicts the focal length invariant scalability of macroscopic gen-
eration conditions, and shows that efficient generation is possible even with laser pulse
energies in the few-µJ regime. The theoretical predictions were recently confirmed ex-
perimentally by Rothhardt and co-workers [143]. This result has direct consequences
for high-repetition rate HHG (Papers I, III and IV), as well as for XUV frequency
comb generation. In tight-focus conditions, the macroscopic origin of spectral and
spatial interference features, which are often observed in HHG spectra, was identified
(Paper I). Moreover, CEP-dependent harmonic spectra, indicating that the isolated
attosecond pulse generation regime can be reached even at high repetition rates, were
measured (Paper III) using the OPCPA laser based HHG setup in Lund, which was
designed and built as part of this thesis work.

The scaling model was further applied to the loose focus generation regime, used at
the intense harmonic beam line in Lund (Papers VI and VIII), which was developed
and built within this thesis work. This beam line was used to investigate microscopic
sub-cycle control mechanisms (Papers IX and X), and noncollinear generation ge-
ometries (Paper XII), and applied for coherent imaging experiments based on inline
holography (Paper XI). Moreover, a conceptual design for a high-flux XUV beam line
for the European facility ELI-ALPS was developed (Paper VII).

The work on noncollinear HHG (Paper XII) led to the invention of a new gat-
ing technique for isolated attosecond pulse generation. The technique was developed
(Paper XIII) and experimentally tested (Paper XIV).

Both the intense harmonic beam line and the high-repetition rate beam line in
Lund are under constant development. Recent progress at the intense harmonic beam
line has led to the generation of XUV radiation with pulse energies of 3µJ (measured
above 16 eV), which places this beam line among the most intense attosecond XUV
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beam lines worldwide. The high pulse energy in combination with a tight re-focusing
arrangement has enabled the observation of the first XUV-induced double ionization
signal in neon, promising further studies of nonlinear effects in the XUV. An interfer-
ometric setup, similar to the one developed in this thesis and presented in Paper VII,
is being constructed and will allow XUV–XUV and XUV–IR pump–probe studies of
molecules.

The high-repetition rate OPCPA-based beam line has recently allowed PEEM
studies in which Ag nanowires were imaged. Compared to previous studies at the
1 kHz XUV beam line in Lund, the spatial resolution, which is mainly limited by space
charge effects, could be improved significantly. An interferometric setup allowing for
XUV-IR pump–probe studies is under construction, promising time-resolved studies
of surface plasmons. Furthermore, a new gas target design and an improved pumping
scheme are being constructed and will allow a significant increase in the XUV photon
flux in order to reach the values predicted by the scaling model.

Based on the tight-focus HHG results obtained, a new HHG beam line was designed
in Marburg, which will be used for photoelectron spectroscopy studies of surfaces.

The noncollinear gating scheme has been demonstrated experimentally at the 1 kHz
XUV beam line in Lund. The first proof-of principle studies have proven the feasi-
bility of the new gating concept and have stimulated further investigations. The
implementation of a noncollinear gate inside an optical cavity is planned, promising
the generation of IAPs at unprecedented average power levels and repetition rates.

Looking into the future, the development of attosecond sources and coherent fem-
tosecond sources based on HHG will most likely continue in the two directions dis-
cussed in this thesis. Towards higher XUV pulse energies, future development will
rely predominantly on a further increase of the average power of femtosecond laser
systems, in combination with a further upscaling of HHG schemes. This direction is,
for example, being pursued at the European Facility ELI-ALPS. At the same time,
alternative approaches which already allow high XUV pulse energies and pulse dura-
tions close to or beyond one femtosecond, are on the way. Such approaches include the
generation of high-order harmonics from plasma mirrors where the generation of IAPs
has recently been demonstrated [195] as well as free electron lasers (FELs). XUV
pulses generated by FELs can be many times more intense than pulses from HHG
sources, and they can reach shorter wavelength. In recent years, high-order harmonics
generated in gases have been tested as a seed for FELs, improving the coherence and
temporal properties of the generated pulses [196–198].

Two different routes promise further progress towards higher repetition rates and,
possibly, higher average powers: the single pass tight-focus HHG scheme, and intra-
cavity HHG. Again, further laser development will facilitate progress for both schemes.
The possibility of scaling efficient HHG into the tight-focus regime, discussed in detail
in this thesis, will enable efficient HHG sources driven by weak laser pulses. This is
especially important for intra-cavity HHG. To date, cavity internal conversion effi-
ciencies of around 10−8 − 10−7 have been reached. Due to a cavity-enhancement of
around 100 to 1000, overall conversion efficiencies of 10−5 could be achieved, similar to
the best values reported for single-pass HHG schemes. Increasing the cavity internal
conversion efficiency using the scaling model presented in this thesis could enable a
dramatic increase of the generated XUV power.

A number of different proof-of-principle experiments have demonstrated that at-
tosecond pulses can be used, for example, for probing ionization dynamics [30, 31] and
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electron motion in atoms [16] and condensed matter systems [18]. Moreover, high-
order harmonic sources have allowed the development of new high-resolution imaging
techniques [199]. Continued improvements to harmonic and attosecond sources will
enable studies of more complex systems, and might allow the measurement and con-
trol of ultrafast electron dynamics in biomolecules, solid surfaces and nanostructures.
Nanoscale imaging approaches, on the other hand, pursue the goal to image biolog-
ical cells. In the future, such an approach may allow the rapid characterization and
classification of cells, bacteria, or even viruses, especially if efficient XUV sources can
be built which reach the water window spectral region.

Besides the future development of attosecond sources and the new experimental
possibilities they allow, further progress can also be expected in experiments using
the frequency comb aspects of frequency locked XUV sources. To date, XUV comb
spectroscopy has been limited by the XUV power available in individual comb lines as
well as by the maximum photon energy generated. Also, the harmonic comb structure
on top of the XUV frequency comb restricts the available spectral range to rather
narrow intervals defined by the harmonic comb. As mentioned above, the efficient
tight-focus HHG approach presented in this thesis might be applicable for intra-cavity
HHG schemes, potentially enabling an increase in the average power of XUV combs.
Moreover, the implementation of attosecond pulse gating techniques such as NOG
could allow the generation of broadband XUV combs. This is especially interesting
for Fourier transform spectroscopy or dual comb spectroscopy studies in the XUV
spectral region.

Last but not least, XUV frequency combs, locked to an atomic transition, promise
to provide new frequency standards, reaching a precision far beyond the current limits
of standard atomic clocks. Since 1967, the standard unit of time, one second, has
been defined as 9 192 631 770 periods of a microwave transition of the caesium isotope
133Cs [200]. The development of optical frequency combs has enabled new frequency
standards based on narrow transitions in the visible spectral range [201]. Because the
achievable precision increases with the frequency of the reference transition, optical
atomic clocks can reach much higher accuracies [202], and the future time standard
will possibly be based on “nuclear clocks”, i.e. XUV frequency combs locked to nuclear
transitions.
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Comments on the papers

I Spectrally Resolved Maker Fringes in High-Order Harmonic
Generation
This paper investigates transient phase matching effects in HHG which are
mapped out into the spectral domain, focusing on characteristics of the long
electron trajectory contribution. We identify the macroscopic origin of spatial
and spectral structures in HHG spectra. I designed and built the experimental
setup, measured and analyzed the experimental data, developed the theoretical
model, and wrote the manuscript.

II High-Order Harmonic Generation with µJ Laser Pulses at High
Repetition Rates
This paper analyzes the scaling of macroscopic parameters for the generation of
high-order harmonics in tight focus geometries. Experimental results obtained
with the high-repetition rate HHG setup at the University of Marburg are an-
alyzed in the context of the theoretical model developed. In particular, it was
found that the HHG conversion efficiency does not necessarily decrease for tight
focus geometries. I designed and built the experimental setup, measured and
analyzed the experimental data, developed the theoretical scaling model and
wrote the manuscript.

III Carrier–Envelope Phase Dependent High-Order Harmonic
Generation with a High-Repetition Rate OPCPA-System
We present the high repetition rate high-order harmonic source in Lund, which
is driven by an OPCPA laser system. Characteristic spectral features measured
as function of the CEP of the driving laser field indicate that this HHG source
approaches the isolated attosecond pulse regime. I prepared the conceptual
design for the HHG setup, contributed to setting up the experiment and to initial
test measurements. I also helped with the interpretation of the experimental
data.
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IV High-Order Harmonic Generation Using a High-Repetition Rate
Turnkey Laser
In this paper we experimentally investigate HHG using a compact turn-key fiber
laser system, operating at 1030 nm. High-order harmonics are generated at up
to 400 kHz repetition rate and photon energies exceeding 90 eV are reached. I
prepared the conceptual design for the HHG setup, and contributed to setting
up the experiment, data acquisition and manuscript writing.

V Attosecond Pulse Walk-Off in High-Order Harmonic Generation
In this paper, we study the influence of the macroscopic generation conditions
on the group delay of attosecond pulses in high-order harmonic generation in
gases. The group delay relative to the fundamental field is found to decrease with
increasing gas pressure in the generation cell. I helped with the interpretation
of the experimental findings through feedback and discussions.

VI A High-Flux High-Order Harmonic Source
We present the high-flux high-order harmonic source driven by the 10Hz laser
system in Lund. The optimization of the beam line led to high-order harmonic
pulses exceeding the 1µJ-level, which places this beam line amongst the most
intense high-harmonic beam lines in the world. I developed the scaling model
used for the beam line design and the data interpretation. I took a major role in
the construction of the beam line, data acquisition and analyses, and contributed
to writing the manuscript.

VII Conceptual Design Report for a Gas HHG Beam Line at ELI-ALPS
We present a conceptual design for a high-flux XUV beam line at the Extreme
Light Infrastructure-Attosecond Light Pulse Source (ELI-ALPS) facility, based
on HHG in gases. The beam line will be driven by a laser system with parame-
ters dramatically exceeding those of current laser sources used for HHG. These
conditions were taken into account by using a beam line design based on HHG
under very loose focusing geometries and low-density gas targets. I developed
the loose focusing scheme, including gas target design and overall dimensions. I
conceived the idea for the XUV-IR interferometer design, and wrote large parts
of the report.

VIII Compression of TW-class Laser Pulses in a Planar Hollow
Waveguide for Applications in Strong-Field Physics
In this work, we demonstrate pulse post compression of the TW-class 10Hz laser
system used for the intense harmonics beam line in Lund. A planar, gas-filled,
hollow wave guide is used in combination with cylindrical focusing and collima-
tion optics. The compressed 15 fs pulses were used for HHG test experiments. I
took a major role in the HHG beam line design and installation, and contributed
to the measurements and to the manuscript writing via feedback.
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IX Efficient High-Order Harmonic Generation Boosted by
Below-Threshold Harmonics
We theoretically and experimentally investigate the effect of low-order harmon-
ics superimposed on the driving laser field in the HHG process, both using a
double cell scheme and an interferometric setup. We show that a significant
enhancement of the HHG single atom response can be achieved if low-order har-
monics, generated in-line in a second gas cell, are added to the fundamental field
with the correct phase. I took a major role in the experiments, including setup
design and data acquisition, as well as in the theoretical simulations. I wrote
large parts of the manuscript.

X Interference Effects in Two-Color High-Order Harmonic Generation
In this work, we study how the HHG process is altered when a weak second
harmonic field is added to the driving laser field. In particular, modification of
the harmonic dipole phase by the second harmonic field, and its influence on the
XUV intensity and beam divergence, are studied experimentally and explained
using a simple analytical model. I participated in optimizing the HHG setup,
and helped with the interpretation of the experimental findings through feedback
and discussions.

XI Digital In-Line Holography on Amplitude and Phase Objects
Prepared with Electron Beam Lithography
The intense HHG beam line in Lund is used for digital inline holography mea-
surements. Phase and amplitude information of µm-scale objects produced with
electron beam lithography could be retrieved, reaching a spatial resolution of
1.5µm. This paper reports on both sample preparation and holographic char-
acterization. The project was performed at the onset of my PhD work in Lund.
I contributed to optimizing the HHG source.

XII Macroscopic Phase Effects in Noncollinear High-Order Harmonic
Generation
We study noncollinear HHG driven by a two-color laser field. The generation
scheme allows the measurement and control of phase matching effects, and pro-
vides access to the intensity-dependent dipole phase. Different types of macro-
scopic effects are identified and analyzed, and the basic principles of high-order
wave mixing are discussed using wave and particle models. I took a major role
in setup design and measurements, in conceiving the experiement, and interpre-
tating its results. I wrote the manuscript.
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XIII Noncollinear Optical Gating
In this paper, we describe the concept for a new gating method for isolated
attosecond pulse generation. The method is based on noncollinear HHG and
can be used for angular streaking of attosecond pulse trains. Analytical descrip-
tions and numerical simulations are presented. I conceived the idea, developed
major parts of the analytical description, performed the classical simulations,
supervised the quantum mechanical calculations and wrote the manuscript.

XIV Gating Attosecond Pulses in a Noncollinear Geometry
The noncollinear optical gating scheme introduced in Paper XIII is experimen-
tally tested in this paper. Attosecond pulse trains generated with two non-
collinearly overlapping driving laser pulses are angularly streaked, resulting in
multiple, CEP-dependent XUV beamlets in the recorded far-field XUV spectro-
gram. I developed the method, led the experiment, and contributed to writing
the manuscript.
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We investigate macroscopic interference effects in high-order harmonic generation using a Ti:sapphire

laser operating at a 100 kHz repetition rate. The structure and behavior of spectral and spatial interference

fringes are explained and analytically described by transient phase matching of the long electron trajectory

contribution. Time-frequency mapping due to the temporal chirp of the harmonic emission allows us to

observe Maker fringes directly in the spectral domain.

DOI: 10.1103/PhysRevLett.107.033903 PACS numbers: 42.65.Ky, 42.65.Re

High-order harmonic generation (HHG) in gases is
nowadays a well established method to generate coherent,
extreme ultraviolet (XUV) radiation down to the attosec-
ond time scale [1,2]. The rich physics behind HHG, which
combines atoms in strong laser fields and nonlinear optics,
has been progressively unraveled during the last 20 years.
On the single-atom level, HHG is well described by a
semiclassical three-step model: An electron wave packet
leaves the atomic potential via tunneling, is accelerated by
the external laser field, and recombines back to the ground
state, thus emitting a burst of XUV radiation [3,4]. Two
families of electron trajectories with different excursion
times in the continuum contribute to the harmonic emis-
sion. These electron trajectories, or quantum paths, are
called ‘‘short’’ and ‘‘long,’’ reflecting the duration of the
excursion in the continuum.

Interference phenomena are intimately connected
to HHG, determining the harmonic emission both on the
single-atom level as well as macroscopically. Interferences
between consecutive attosecond bursts lead to harmonic
frequency combs, while macroscopic interferences be-
tween the fields emitted at different positions in the me-
dium determine the efficiency of the frequency conversion
process. The latter effect is commonly used to select a
dominant quantum path. When the contributions of short
and long trajectories become comparable and overlap,
quantum path interferences (QPIs) may occur [5–9].
Such interference effects provide a unique tool for probing
the single-atom dipole and may allow direct access to
atomic or molecular structures and dynamics.

This Letter reports on interference effects occurring in
the emission of individual harmonics. A high repetition
rate laser system allows us to measure complex interfer-
ence phenomena with high signal/noise ratio. We observe

interferences both in the harmonic spectra as a function of
intensity and in the spatial far-field profiles. Similar effects
have been previously observed and interpreted as QPIs
[5,7,10–18]. Using an analytical model as well as numeri-
cal simulations, we show that these interferences occur due
to the temporal variation of the phase matching conditions
[19,20] for only one (the long) quantum path. The fre-
quency modulation (chirp) of the emitted radiation leads to
a mapping between time and frequency [5,21,22], which
makes it possible to observe temporal Maker fringes di-
rectly in the spectral domain [23]. This new interpretation
allows us to identify a common origin for several effects
often observed in HHG such as spectral [5,7,10–16,25,26]
and spatial [11,17] splitting, intensity modulation
[7,13,18,27–29], and chirp dependence [5,30].
Generally, the yield Sq of harmonic order q can be

expressed as

Sq /
��������
Z
V
PqðrÞ expði�k � rÞdr

��������
2

: (1)

PqðrÞ denotes the laser-induced polarization in the medium

at frequency q!, where ! is the laser frequency. �k is the
wave vector mismatch between the generated field and
PqðrÞ. In a one-dimensional case, assuming a constant

wave vector mismatch and a constant nonlinear polariza-
tion strength within a short interaction volume of length L,
the above equation reduces to

Sq / L2sinc2
�
�kL

2�

�
: (2)

Sq oscillates as a function of �k, and/or L, leading to an

interference pattern known as Maker fringes [31].
For HHG in a nonguiding medium, �k is the sum of the

wave vector mismatch due to the intensity-dependent
single-atom dipole phase, �kq, the geometrical wave vec-

tor mismatch due to focusing, �kg, and the difference in

wave vectors at frequencies q! and !, due to dispersion
in the neutral medium and due to free electrons, �kd.
The dispersion terms are small in our experimental
conditions and will be neglected in the following argumen-
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tation. The single-atom dipole phase ’q can be calculated

by considering the classical action along a specific quan-
tum path (i.e., short or long trajectory) for harmonic
order q and is well approximated by ’q ¼ ��qI, where

I is the fundamental intensity [32]. Consequently, �kq ¼
��q@I=@z. During the laser pulse, I and therefore�kq and

�k vary with time. This leads to oscillations of the har-
monic yield [33], i.e., Maker fringes in the time domain
[34], as illustrated in the simulation presented in Fig. 1(a).

The intensity variation of the dipole phase does not only
affect phase matching but also the spectral properties of the
radiation. The instantaneous harmonic frequency during
the pulse is given by [21,33]

�qðtÞ ¼ q!þ �q

@IðtÞ
@t

: (3)

The first term denotes the central harmonic frequency,
while the second term describes the variation of the instan-
taneous frequency due to the single-atom response. The
phase modulation process effectively maps time to fre-
quency [Fig. 1(b)], leading to a spectrally broadened
harmonic pulse with a blueshifted leading edge and a red-
shifted trailing edge. Since the harmonic emission is con-
fined to the central part of the light pulse, the mapping
process is almost linear. The temporal modulation of the
harmonic yield due to Maker fringes appears therefore as a
spectral modulation [Fig. 1(c)] [24]. Both processes, the
phase matching-induced modulation, as well as the effec-
tive mapping into the frequency domain, require �q to be

sufficiently large. Since �q � 1–5� 10�14 cm2=W for the

short trajectory and �q � 20–25� 10�14 cm2=W for the

long trajectory [35], Maker fringes are more easily ob-
served for the long trajectory. For sufficiently long pulses

they do not depend on the laser carrier envelope phase
(CEP) since both phase matching and time to frequency
mapping are pure intensity effects. In conditions where
consecutive harmonics overlap spectrally, an additional
interference effect may appear which, however, washes
out if the CEP is not stable [22,36].
In our experiments, we chose conditions where the long

trajectory dominates the generation process. This implies a
relatively tight focus geometry, as well as a positioning of
the interaction cell close to the laser focus. We use a
modified commercial Ti:sapphire laser system [37] deliv-
ering 45 fs pulses with energies up to 7 �J (without CEP
stabilization). The laser beam (5 mm diameter) is focused
by an achromatic lens (f ¼ 60 mm) into a continuous
argon gas jet emitted from a nozzle with 100 �m inner
diameter. A concave XUV grating is used to spectrally
separate the harmonic emission onto a microchannel plate
assembly. Because of grazing incidence, the grating acts as
a spatial window, selecting �11 mrad in the horizontal
direction (the total divergence is approximately 50 mrad).
The microchannel plate records the spectrum in this direc-
tion and the central part (� 5 mrad) of the far-field profile
in the vertical direction. The gas pressure inside the inter-
action cell is chosen to be relatively low (a few tens of
mbar) to minimize dispersion and absorption effects. The
pulse energy fluctuations of the fundamental laser field are
less than 1% (rms deviation).
In Fig. 2(a) spatially integrated experimental spectra

obtained with a gas jet at the focus (solid black line) and
� 0:2 mm behind the focus (dashed gray line) are shown.
In the latter case, the harmonics appear intense and spec-
trally narrow, which is typical for the short trajectory
emission. In contrast the harmonics generated at the focus
are spectrally broad, as expected from the long trajectory,
and exhibit interference structures. Figure 2(b) presents the
corresponding spatially resolved spectrum, with clear split-
ting of the harmonic lines. The number of additional
fringes on each side of the central frequencies q! increases
with intensity and decreasing harmonic order, as shown in
Figs. 2(c) and 2(d). The fringes follow an almost symmet-
ric, nested shape, similar to those observed in [7] under
different experimental conditions.
We performed numerical simulations for a time-

dependent, three-dimensional harmonic source taking
into account dispersion, absorption, and ionization effects.
We used a simplified model for the single-atom response,
deriving the phase of the dipole moment using classical
trajectory calculations [3]. In accordance with previous
experimental results, the amplitude of the dipole moment

was assumed to scale as I3=2 within the plateau [38]. The
dependence of the dipole moment with harmonic order
was adjusted to reproduce our experimental results. The
numerical technique is a three-dimensional integration of
Eq. (2) using Fourier-Hankel transform techniques. The
integration in the far field is performed in accordance with
the experimental geometry. Figure 2(d) presents the results

Ω  (t)

Sq(t)

Sq(Ω)

Ω

t

t

q q

(a)

(b) (c)

FIG. 1 (color online). Simulation of themapping process for the
21st harmonic order: any temporal modulation of the harmonic
signalSqðtÞ ismapped into the frequencydomain due to a temporal

modulation of the instantaneous harmonic frequency �qðtÞ. The
dashed lines indicate the fundamental intensity profile.
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of this simulation, considering only the contribution of the
long trajectory. The experimentally observed interference
patterns are well reproduced by the simulations.

The shape of the interference structures can be described
analytically by examining the intensity dependence of the
time-frequency mapping process. During the laser pulse
phase matching is transiently optimized at certain inten-
sities In, which are reached at given times tn depending on
the peak intensity I0. For a Gaussian intensity profile

In ¼ I0 expð�t2n=�
2Þ where � ¼ �=ð2 ffiffiffiffiffiffiffi

ln2
p Þ defines the

temporal width with respect to the full width at half maxi-
mum �. Equation (3) can be evaluated for a certain In
leading to an equation for the instantaneous harmonic
frequency �q as a function of I0:

�qðI0Þ ¼ q!� �q

In
�
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

�
I0
In

�s
: (4)

The equation can be inverted for direct comparison with
the experimental spectrum as

I0ð�qÞ ¼ In exp

�
�2ðq!��qÞ2

4�2
qI

2
n

�
: (5)

This equation describes the exponential shape of the maxi-
mum signal in the harmonic spectrum plotted as a function
of the laser intensity (/ pulse energy). It is indicated
as dashed lines on the 21st harmonic signal shown in
Fig. 3(a), for different intensities In, adjusting �q for best

agreement with the experimental result. Calibrating the
intensity reached in our experiment using the cutoff law
which defines the maximum photon energy Emax ¼ Ip þ
3:17Up (Ip and Up are the ionization potential and the

ponderomotive energy, respectively), the energy axis can
be converted approximately into an intensity axis. We
found �17–25 � 40� 10�14 cm2=W, which is consistent
for the long trajectory, being slightly higher than the values
reported in the literature [35].
A consequence of temporal Maker fringes is the modu-

lation of the harmonic signal with intensity. Figure 3(b)
shows the spectrally integrated signal as a function of
the peak intensity. Both experimental and simulated
signals exhibit modulations, due to interference maxima
[Fig. 3(a)]. The modulation contrast is limited by spectral
and spatial integration. Similar effects have been observed
in the past [18,27–29] with various interpretations involv-
ing resonances and QPIs. In the case examined in the
present work, their origin can be clearly assigned to tem-
poral Maker fringes.
Finally, we calculate in Fig. 4 the spatial properties

4(a)–4(c) and the spectrum as a function of the laser pulse
energy 4(d)–4(f) for the 21st harmonic in three different
cases. Figures 4(a) and 4(d) refer to the case examined
previously, i.e., taking into account only the long trajectory
and a nonlinear medium with low density. The intensity
dependence of phase matching leads to a similar effect in
the spatial domain as in the temporal domain. A mapping
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FIG. 2 (color online). Experimental (a–c) and simulated (d)
harmonic spectra. (a) Spatially integrated signal measured when
the gas jet was placed at the focus (black solid line) and 0.2 mm
behind (gray dashed line; the signal strength was reduced by a
factor of 0.05). (b) Far-field spatial profiles obtained at 5:2 �J
[white dashed line in (c)]. (c) and (d) show the experimental and
simulated spatially integrated harmonic yield as a function of the
driving pulse energy. The simulation only includes the long tra-
jectory. (b–d) use the same normalized color scale as shown in (d).
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between near-field and far-field profiles gives rise to phase
matching rings in the far field. Figures 4(b) and 4(e) are
calculated using the same conditions as for 4(a) and 4(d),
with the addition of the short trajectory. This leads to an
increased yield and interferences between both trajectories
at the center of the spectral and spatial profiles. A similar
feature can be observed in our experimental data (Fig. 2)
for the 15th and 17th harmonic. Since the short trajectory
contribution leads to well collimated and spectrally narrow
harmonics [39], interference effects observed outside these
regions involve the long trajectory only.

In Figs. 4(c) and 4(f), we examine the influence of ion-
ization in relation to a higher gas density. Equation (3) can
be generalized to include the ionization-induced chirp of
the fundamental field by adding on the right �q@’f=@t,

where ’f denotes the phase of the fundamental pulse

envelope, thus modifying the time to frequency mapping.
Ionization also changes the phase matching conditions
and reduces the number of contributing atoms on the
trailing edge of the pulse [20]. Both effects lead to asym-
metric temporal and spectral profiles. In general, the time-
frequency mapping is modified when the fundamental field
is chirped. A positive (negative) chirp decreases (increases)
the spectral width of the individual harmonics.

In conclusion, we have identified spectral Maker fringes
in HHG which originate from transient phase matching of
the long trajectory contribution. This interference effect
allows us to analyze and control the phase matching pro-
cess as well as to spectrally and spatially tune the harmonic
emission by changing the intensity and/or chirp of the
fundamental pulse. The similarities between our results
and previous experiments, where interference effects

were interpreted in terms of QPIs, suggest that macro-
scopic effects have to be considered. In general, our results
beautifully illustrate the fascinating interplay between
macroscopic and microscopic effects in HHG.
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FIG. 4 (color online). (a–c) Spatially and spectrally resolved
profiles for the 21st harmonic order calculated for a pulse energy
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central part) signal as a function of the driving pulse energy.
In (a, c) and (d, f) only the long trajectory is included; in (b) and
(e) a contribution from the short trajectory is added. In (c) and (f)
the pressure was changed from 50 mbar (other figures) to
500 mbar and the intensity was slightly increased by setting
the interaction medium closer to the focus.
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Abstract
We investigate the generation of high-order harmonics using laser pulse energies in the few-μJ
range at high repetition rates. We analyse how the conversion efficiency is influenced by the
tight focusing geometry required for the generation of high-order harmonics under these
conditions. A generalized phase-matching model allows us to discuss macroscopic phase
effects independent of focal length. We present experimental results using the example of a
100 kHz laser system to generate harmonics up to the 27th order in Ar with a photon flux up to
3 × 109 photons s−1 into one harmonic order. High-repetition-rate femtosecond or even
attosecond light sources open new possibilities for a broad range of applications such as
time-resolved photoelectron spectroscopy and microscopy in the extreme ultraviolet regime.

(Some figures may appear in colour only in the online journal)

1. Introduction

High-order harmonic generation (HHG) in gases makes it
possible to produce extreme ultraviolet (XUV) pulses on the
femtosecond or even attosecond timescale that is of interest
for a broad range of experiments in different fields of physics
and chemistry [1, 2]. Since the generation itself requires
intensities in the range of 1014 W cm−2, high-power laser
systems are normally used to drive this highly nonlinear light
conversion process. Due to average power limitations, the
repetition rate of such laser systems is usually low, i.e. less than
a few kHz. However, many experiments would benefit greatly
from a higher repetition rate, in the 100 kHz or even MHz
range. In particular, there are a number of applications where
ultrashort XUV pulses at high repetition rates are required
without demanding a very high photon flux or XUV photon
energies that could only be generated in very high harmonic
orders.

This work was mainly motivated by the application
of time-resolved photoelectron spectroscopy for studies of
ultrafast dynamics in solids and at solid surfaces. In the last
two decades, the use of visible or near-ultraviolet femtosecond
pump and probe pulses in the so-called two-photon
photoemission (2PPE) has enabled many novel experiments,
probing the ultrashort lifetime of electronic excitations in

metals and at metal surfaces [3–7], the dynamics of adsorbate
motion [8], electron localization and solvation at surfaces
[9, 10], charge-transfer processes at molecular interfaces [11],
coherently controlled electron currents [12], phase transitions
and other ultrafast processes in solids [13]. These types of
experiments can benefit from higher probe photon energies
for a variety of reasons. First of all, the dynamics of
holes, in addition to that of electrons, become more easily
accessible [14]. Second, the range of detectable electron
momenta can cover the complete surface Brillouin zone [15].
Last but not the least, variable photon energies allow—
like in ultraviolet photoelectron spectroscopy (UPS) with
synchrotron radiation—the suppression or enhancement of
selected states due to energy-dependent photoemission cross-
sections [16]. Unlike in time-resolved core-level spectroscopy
employing high-harmonic sources [17], photon energies in
excess of 40 eV are usually not required or even desirable.
The signal-to-noise ratio, however, greatly benefits from high
repetition rates since the number of emitted electrons per
pulse has to be limited in order to avoid space charge
effects. This is also important for time-resolved photoelectron
microscopy studies [18, 19], where the spatial resolution of
an photoelectron emission microscope could be combined
with the temporal resolution of attosecond pulses. A high-
repetition-rate high-harmonic source would, e.g., allow the
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investigation of surface plasmons on attosecond timescales
with a high signal-to-noise ratio [20].

A high repetition rate to improve statistics, while keeping
the number of events per pulse at a very low level is also
required for all kinds of coincidence measurements where
more than one detected particle needs to be linked to the same
excitation event. Typical examples are experiments where
electrons and ions or ionized molecules are detected using
a reaction microscope [21, 22] or experiments on correlated
two-electron emission from solids [23]. A further application
is the generation of frequency combs in the XUV range for
high-resolution spectroscopy [24, 25]. Since the line spacing
of a frequency comb is inversely proportional to the repetition
rate, a high repetition rate allows a mode spacing in the
comb that is large enough for high-resolution spectroscopy. A
promising approach would be Fourier-transform spectroscopy
in the XUV regime [26].

To date, a few groups reported the generation of high-
order harmonics at repetition rates above a few tens of kHz
[24, 27–31, 33, 34]. In order to reach the high intensities
required for the HHG process using pulses with a few μJ
energy, three different schemes have been applied. In the first
one, the amplified laser is focused using either a mirror or an
achromatic lens with short focal length (free focus geometry)
[27]. In the second scheme, a high-finesse optical resonator
that contains the nonlinear interaction medium is used. Intra-
cavity enhancement enables the generation of XUV pulses
at the high repetition rate of the seed laser oscillator. The
generation geometry in this scheme is typically very similar
to the free focus geometry. This technique suffers, however,
from the difficulty of extracting the generated pulses [35].
A third scheme utilizes the local field enhancement induced
by resonant plasmons within a metallic nanostructure [28, 36].
This interesting method has been experimentally demonstrated
but not applied yet in a reproducible manner.

In this work, we investigate HHG under tight focusing
conditions using a free focus geometry. In section 2, we analyse
the macroscopic effects in HHG by introducing a generalized
phase-matching model valid for all the focal length3. We
further specify the conditions needed for efficient generation
using a tight focus geometry. In section 3, we show results of
an experiment with a 100 kHz laser system and pulse energies
of only 6 μJ. Spectrally narrow and spatially confined high-
order harmonics are generated even under non-phase-matched
conditions.

2. HHG from a macroscopic point of view

2.1. Brief summary of macroscopic phase effects

The properties of a harmonic signal depend both on the single-
atom response as well as on macroscopic effects such as phase
matching and the generation geometry. From a single-atom
point of view, the HHG process can be described by a semi-
classical three-step model [37, 38]: the electron wave packet

3 We restrict our analysis to the conditions where scalar and paraxial
approximations can be applied, neglecting the influence of longitudinal field
components at high numerical apertures.

leaves the atom via tunnelling being accelerated by the external
laser field and recombines with its ion, emitting a burst of
XUV radiation. Two different kinds of electron trajectories can
be identified. Reflecting the duration of the excursion in the
continuum they are called ‘short’ and ‘long’. Both trajectories
contribute with different phases to the harmonic emission and
are therefore affecting the macroscopic conditions differently
[39]. In general, the single-atom response does not directly
depend on macroscopic parameters. On the other hand,
macroscopic effects play an essential role for HHG with low
driving pulse energies since a tight focus geometry is typically
required under these conditions. We therefore concentrate here
on macroscopic effects.

The yield Sq of harmonic order q depends on the wave
vector mismatch �k between the laser-induced polarization
Pq(r) at the frequency qω and the generated field. In the
HHG process, �k consists of four different terms: the wave
vector mismatch due to the intensity-dependent single-atom
dipole phase [40], �kq; the geometrical wave vector mismatch
due to focusing, �kg; and the difference in wave vectors at
frequencies ω and qω [41], due to dispersion in the neutral
medium, �kn, and due to free electrons, �kp. We neglect non-
adiabatic phase-matching effects relevant for few cycle laser
pulses as investigated in [42] as well as a possible reshaping
of the fundamental laser pulse envelope. In order to generate
the harmonic signal fully phase matched, the four contributions
have to compensate each other for all radial (r) and longitudinal
(z) positions within the nonlinear medium, for all times t. Since
the emission from all atoms has to add up constructively along
the propagation axis in order to maximize the harmonic yield
of a collimated beam, we consider in the following only the
longitudinal component of the wave vectors �kz = ∂�ϕ/∂z,
where �ϕ is the corresponding phase mismatch4:

0 = �kz(r, z, t) = �kq︸︷︷︸
<0 for z<0
>0 for z>0

+ �kg︸︷︷︸
<0

+ �kn︸︷︷︸
>0

+ �kp︸︷︷︸
<0

.

(1)

Here, z < 0 (z > 0) denotes the condition where the nonlinear
medium is placed before (behind) the focus. The first and last
terms on the right-hand side depend on both time and spatial
coordinates, whereas the second and third terms can be treated
as constant in time, depending only on the position in the
nonlinear medium. The first term can be well approximated
as �kq = −αq∂I/∂z, where I is the laser intensity [40]. The
proportionality constant αq is positive; it is small for the short
trajectories and large for the long trajectories [40, 43]. In order
to achieve phase matching at the focus (�kq ≈ 0), the neutral
dispersion has to compensate the negative plasma dispersion as
well as the geometrical Gouy phase term �kg. With increasing
distance to the focus, �kg as well as ∂(�kg)/∂z decreases.
This makes it easier to compensate for �kg and leads to a
larger phase-matched generation volume. For z > 0, the dipole
phase contributes as an additional positive term [40] that leads
typically to better phase-matching conditions for the short

4 The signs of the different components of �k are consistent within this paper.
The overall sign, however, is different in some publications due to a different
definition of �k.
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trajectory behind the focus [39]. For the long trajectory, �kq

contributes as a dominant positive term behind the focus but
leads to strongly time-dependent phase-matching conditions
[44].

2.2. Phase matching at short confocal parameters

At a given focusing geometry, phase matching can be typically
achieved by adjusting the gas pressure p and laser pulse
energy Ef. Providing that the intensity is low enough to ensure
that the negative plasma dispersion does not dominate the
positive contributions in (1), phase matching occurs at a certain
pressure pmatch called phase-matching pressure [45]. Driving
the HHG process at high repetition rates and therefore with
low pulse energies requires typically a tight focus geometry.
In order to understand how the macroscopic parameters have
to be chosen in order to achieve phase matching under such
conditions, we analyse the scaling of the relevant parameters
with the focal length f and pulse energy. We thereby refer to
the focal length as a scaling parameter, considering a fixed
beam diameter D before focusing instead of the more general
confocal parameter b. Throughout this paper, we use Gaussian
optics, where b and f are related through b = 2z0 = 8λ f 2

# /π ,
where z0 is the Rayleigh range and f# = f /D is the f -number
of the focused beam with the central wavelength λ.

As f decreases, the wave vector mismatch due to the Gouy
phase �kg increases rapidly since it scales as �kg ∝ 1/ f 2 at
the focus. Consequently, it seems to prevent a phase-matched
generation. It is, however, possible to obtain identical phase-
matching conditions at long or short focal lengths if Ef and p
are scaled appropriately with f . This can be seen by modifying
(1). The wave vector mismatch due to dispersion can be
rewritten as �kn,p = p · ∂(�kn,p)/∂ p, the partial derivatives
being independent on pressure. Considering the scaling of �kg

with the focal length, we can treat (�kg · f 2) as independent
of f . At the focus where �kq vanishes and at an intensity
sufficient to generate harmonics, but such that |�kn| �

∣∣�kp

∣∣,
we obtain

(�kg · f 2)

f 2
+ pmatch

[
∂(�kn)

∂ p
+ ∂(�kp)

∂ p

]
= 0, (2)

for p = pmatch. pmatch is proportional to 1/ f 2, provided we
scale the pulse energy appropriately in order to maintain the
intensity distribution within the interaction volume. For a
Gaussian laser pulse with the pulse length τ , the peak intensity
in the focus is given by

I0 = π

2τλ2

Ef

f 2
#

. (3)

Scaling Ef as f 2 ensures a constant focus intensity, and
consequently, a constant degree of ionization. Figure 1
illustrates this scaling for the generation of harmonic 21 in
argon at the focus. The phase-matching pressure is represented
as a function of focal length, for different degrees of ionization.
The dispersion data for the 21st harmonic were taken from
[46]. In general, the negative dispersion due to free electrons
and the Gouy phase shift can be compensated by the neutral
dispersion as long as the free electron dispersion does not
exceed the dispersion in the neutral gas. Depending on the
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Figure 1. Scaling of phase-matching pressure with a confocal
parameter for different ionization levels in argon. Additionally, the
corresponding minimum laser pulse energy required is shown (right
axis). For the simulations, the following parameters were used:
beam diameter before focusing, D = 3 mm, and gas cell position, at
the focus, central wavelengths of 800 nm, q = 21. The required
pulse energy was calculated assuming a peak intensity of 1.5 × 1014

W cm−2 and a pulse length of 45 fs.

gas, this happens typically at an ionization level of a few
per cent. For |�kn| �

∣∣�kp

∣∣, an increased ionization level
leads to a higher phase-matching pressure. Under conditions
where higher ionization levels are reached, phase matching
can still be reached in the leading edge of the laser pulse.

We also show in figure 1, the minimum pulse energy Ef

required to reach an intensity of 1.5 × 1014 W cm−2 assuming
a pulse length of 45 fs. Using a laser pulse with for instance
10 μJ pulse energy, a focal length of approximately 6 cm
is needed for a Gaussian beam with 3 mm diameter before
focusing. Under these conditions, with a degree of ionization
less than 1%, a pressure of approximately 1 bar is necessary
in order to achieve phase matching.

The above argumentation considers the phase-matching
situation at the focus. More generally, it is possible to express
phase-matching conditions that are independent of focal length
within a generating volume. We consider the generation
volume with the length Lmax and radial diameter Dmax in
which the laser intensity I exceeds the threshold intensity
It to generate a certain harmonic order q, i.e. such that
q�ω � Ip + 3.17Up(I), where Ip is the ionization potential
and Up the ponderomotive energy. It is therefore given by

It(q) = 2mω2c0ε0

e2

(q�ω − Ip)

3.17
, (4)

where m, c0, ε0 and e denote electron mass, speed of light,
dielectric constant and electron charge, respectively. Assuming
Gaussian optics, it is straightforward to derive the following
relations:

Lmax = 8λ

π
f 2
#

√
I0

It
− 1, (5)

Dmax = λ

π
f#

√
8 ln

(
I0

It

)
. (6)
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Figure 2. Generalized phase-matching map for short (a), (c) and long (b), (d) trajectories under two different conditions using the example
of the 17th harmonic order. While the phase-matching condition was optimized for the short trajectory in (a) and (b), the conditions where
dispersion terms are negligibly small are visualized in (c) and (d). The total phase mismatch �ϕ modulo 2π is plotted as a function of the
spatial coordinates r and z centred at the focus at t = 0. The peak intensity is 1.5 × 1014 W cm−2 and the pulse length is 45 fs, which leads to
an ionization level below 1%.

Equations (5) and (6) show that the length of the generation
volume scales as Lmax ∝ f 2 and its radial diameter as
Dmax ∝ f . Scaling the driving pulse energy as Ef ∝ f 2 leads to
a constant intensity distribution within the considered volume.
Since the longitudinal dimension of this volume scales with
f 2, �kq follows the same scaling law. Therefore, equation (2)
can be generalized to z �= 0, by including a term (�kq · f 2).

In figure 2, we show a generalized phase-matching map
valid for all the focal lengths. In contrast to previous work
[47, 48], where the degree of phase matching was represented
graphically via the coherence length Lcoh = π/�k over
which the harmonic field can be built up constructively,
we plot simply �ϕ modulo 2π as a function of r and z
centred at the focus and in time (t = 0) at the maximum
of the fundamental laser pulse envelope. The dipole phase is
calculated within the approximation of classical trajectories
in order to define the proportionality constants αq. For
q = 17, as considered in figure 2, α17 = 2.4 × 10−13

cm2 W−1 for the long and approximately zero for the
short trajectory. For higher harmonic orders, αq increases
for the short trajectory, being, however, significantly smaller
than for the long trajectory. While the dipole phase as
well as the Gouy phase can be calculated directly as a
function of r and z, the dispersion terms are calculated via
integration of �kn and �kp along the propagation axis. In
figure 2(a), the phase-matching condition is approximately
optimized for the short trajectory for two areas before and
behind the focus, indicated by an almost constant value
of �ϕ. For f# = 20 and 10 μJ pulse energy (the same
example as above), the corresponding phase-matching
pressure is 600 mbar. A slightly higher pressure would lead to
optimized conditions at the focus which would correspond to
the situation in figure 1. For the same conditions, �ϕ varies
strongly for the long trajectory, as shown in figure 2(b).

In figures 2(c) and (d), we show the situation where the
dispersion terms are negligibly small which is typically the
case when the gas pressure is too low. Under these conditions,
the geometrical phase leads to strong phase modulations along

z, which results in a reduced signal strength for the short
trajectory. The spatial and temporal properties of the generated
harmonic beam are, however, not significantly affected by
a longitudinal phase mismatch. Spatial phase and intensity
modulations in the far-field typically arise due to radial
phase modulations in the generation volume, which lead to
a distorted wave front, whereas temporal modulations occur if
the phase-matching situation is time dependent. Since only
small phase modulations occur in the radial direction the
emitted beam is spatially well confined even under these non-
phase-matched generation conditions. Additionally, only weak
temporal variations of the phase mismatch can be expected for
the short trajectory. The typical phase-matching problem at
short focal lengths does limit the overall efficiency but still
allows for a high beam quality. In contrast, strong spatial
intensity modulations are expected for the long trajectory
due to a strong radial variation of �ϕ. Furthermore, the
strongly intensity-dependent dipole phase leads to temporal
phase variations that can lead to complicated temporal and
spectral structures [32].

Aside from phase matching, we have to consider
absorption effects within the generation volume. Increasing
the pressure up to the phase-matching pressure would typically
lead to conditions where the absorption length (Labs = 1/σρ,
where ρ is the gas density and σ is the ionization cross
section) is significantly shorter than the medium length Lmed.
Following the argumentation in [49], the optimum is reached
for Lcoh > 5Labs and Lmed > 3Labs. In order to avoid re-
absorption of the emitted XUV photons behind the generation
volume, Lmed should not exceed Lmax. Therefore, we obtain

Lmax > Lmed > 3Labs. (7)

Although the theoretical considerations above show that in
principle, the same phase-matching conditions can be reached
with long as well as with short focal lengths so that (7) can
be fulfilled, technical constraints typically set the limits at
tight focus geometries. At focal lengths of a few centimeter,
the gas medium has to be confined to a size below 1 mm,
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Figure 3. Experimental setup: the laser pulses generated in the oscillator are stretched using a Grism-based stretcher, amplified by a
regenerative amplifier and re-compressed via multiple passes through a SF6 glass block. An achromat ( f = 6 cm) is used to focus the beam
into a continuous gas jet. The generated harmonics are spectrally and spatially filtered and imaged onto an MCP detector.

while allowing a pressure of a few bar. For p � pmatch (7)
cannot be fulfilled. Since the amount of contributing atoms
within the generation volume as well as Lcoh is very small
under these conditions, this leads to a dramatically reduced
HHG signal. As explained above, this should, however, not
deteriorate the spatial and temporal coherence properties for
the short-trajectory emission significantly.

Furthermore, it is very important to minimize the
ionization level when generating high-order harmonics under
tight focusing conditions in order to keep the phase-matching
pressure as low as possible. A possible way to achieve such a
situation, while still reaching high harmonic orders would be
to use longer driving wavelengths in the μm range [50].

2.3. Geometrical scaling

Aside from a possible influence due to phase matching,
the geometrical scaling of the generation volume limits the
generated photon flux at short focal lengths. A general
expression can be formulated by considering the number
of atoms n contributing to the harmonic emission [51].
n can be expressed as a product of the pressure p and
the maximum dimensions of the nonlinear medium: n ∝
pLmaxD2

max. According to the above argumentation, we have
to scale p as ∝ 1/ f 2 in order to maintain the phase-matching
conditions. Considering further the scaling relations for Lmax

and Dmax, we obtain n ∝ f 2. Since Ef has to be scaled in
the same way in order to maintain the intensity, the amount of
fundamental pulse energy per contributing atom is independent
of focal length. For a certain phase-matching situation, we
therefore achieve a conversion efficiency ηq = Eh/Ef, which
is independent of f . Consequently, the harmonic pulse energy
Eh follows the same scaling relation as Ef and we obtain

Eh ∝ f 2. (8)

This equation is valid not only for a phase-matched generation
but in general for all phase-matching conditions as long as the
generation parameters are scaled appropriately. This implies
a sufficiently long medium or a scaling of the medium length
with Lmax and therefore as Lmed ∝ f 2. All relevant scaling
relations are summarized in table 1, showing f , as well as Ef,
as a scaling parameter.

In contrast to possible phase-matching problems that
can, in principle, be solved even at a short focal length, the
geometrical scaling relations described above set a general

Table 1. Scaling relations: a scaling of the given experimental
parameters f , Ef, p and Lmed with f or Ef, as shown on the left side
of the table, causes the scaling behaviour of Lmax, Dmax, n, Eh and nq

shown on the right side.

Scaling
parameter f Ef p Lmed Lmax Dmax n Eh ηq

f – f 2 1/ f 2 f 2 f 2 f f 2 f 2 Const.
Ef

√
Ef – 1/Ef Ef Ef

√
Ef Ef Ef Const.

limit for the harmonic yield. Due to a geometrical scaling of
the interaction volume, the laser pulse energy that can be up-
converted into high harmonic radiation scales quadratically
with focal length. This indicates that the focal length should
always be chosen as long as possible when a high XUV photon
flux is required. At short focal lengths, technical constraints
typically limit the pressure to values well below pmatch. This
leads to a reduced signal due to a deteriorated phase-matching
situation and a reduced number of contributing atoms. For
many applications, however, the photon flux is not a limitation.
Instead, good coherence as well as good spatial and spectral
properties are often more important and can be achieved easily
even at short focal lengths.

3. Experimental setup

The average power of current femtosecond laser systems is
typically limited to a few watts. Therefore, a high repetition
rate is always linked to a low-pulse energy. Consequently,
a short focal length is necessary to generate high-order
harmonics at high repetition rates in order to reach the
intensities required for the generation process.

An overview of the experimental setup is shown in
figure 3. The laser system used in our experiments delivers
pulses up to 7 μJ with a pulse duration of 45 fs full-width at
half-maximum, centred at 800 nm. It is based on a commercial
system from Coherent Inc., consisting of a titanium–sapphire
oscillator (Mira) and a regenerative amplifier (Rega). The
latter is continuously pumped by a 10 W neodym:yttrium–
vanadium solid-state laser (VERDI-V10). The repetition rate
of the amplifier can be adjusted between 10 and 250 kHz.
For the HHG experiments, a repetition rate of 100 kHz was
chosen. For higher repetition rates, the pulse energy starts to
decrease considerably. By replacing the standard stretcher and

5

129



High-Order Harmonic Generation with µJ Laser Pulses at High Repetition Rates

J. Phys. B: At. Mol. Opt. Phys. 45 (2012) 074020 C M Heyl et al

40 30 20
energy (eV)

10
7

10
8

in
te

gr
at

ed
 s

ig
na

l (
ph

ot
on

s/
s)

H27

H25

H23

H21

H19

H17

H15

40 30 20
energy (eV)

30 40 50
10

8

10
9

10
10

wavelength (nm)

H15

H21

H19

H17

30 40 50
10

5

10
6

wavelength (nm)

H27

H25
H23 H21

H17
H15

H19

(a) (b)

(c)

0 5 10 15

0.6

0.8

1

time (min)

in
te

ns
ity

 (
ar

b.
 u

ni
ts

) (d)

H15

H17

H13

argon

argon

xenon

Figure 4. Measured harmonic spectra in argon (a), (c) and xenon (b). In (a) and (b), the nozzle was placed approximately 200 μm behind the
focus, and in (c), the position is at the focus. The harmonic signal was integrated over ±11 mrad with respect to the optical axis. The spectra
were recorded with 1 s exposure time. In (d), spatially and spectrally integrated harmonic signal generated in argon as a function of time
using an integration time of 0.5 s is shown.

compressor unit, the system was changed to down chirped
pulse amplification (DPA) operation [52]. The employed
Grism stretcher [53, 54] stretches the incoming laser pulses by
a factor of around 350 to a pulse length of several picoseconds,
introducing a negative chirp of around −400 000 fs2. The
amplified laser pulses are then re-compressed by passing a
SF6 glass block of 25 cm length six times. By using this
amplification scheme, the compressor transmission could be
increased to above 90%, while avoiding the introduction of
pulse front distortions due to a misaligned compressor. This
leads to a significantly better beam quality and a 30% higher
pulse energy after compression. Furthermore, a Grism-based
stretcher allows for a precise chirp compensation up to the third
order [54]. Even large additional dispersion due to dispersive
elements in the beam path behind the compressor can easily
be compensated.

The linear polarized amplified laser pulses are focused
with an achromatic lens ( f = 60 mm) into the interaction
gas. The gas is supplied by a thin nozzle, consisting of a
stainless steel tube with an inner diameter of 90 μm. In the
experiment, two different kinds of nozzle geometries were
used. The laser was focused either through two 50 μm holes
into the nozzle (configuration A) or directly in front of the open
nozzle (configuration B). The nozzle was mounted on a three-
dimensional translation stage for precise positioning within
the focus. A camera was used to image the nozzle on axis
through a dielectric mirror. This is important since the laser
beam has to be adjusted with a precision of 10 μm relative to
the nozzle.

The emitted harmonics pass a pinhole (0.5 mm diameter)
used for differential pumping and located directly behind
the interaction volume. A 200 nm thick aluminium foil is
used to block the fundamental beam, while transmitting the
harmonics. A concave XUV grating (Hitachi, Grating 001-
0639, 600 l mm−1) is used for spectral imaging onto a
microchannel plate (MCP) assembly in the horizontal plane.
In the vertical plane, the grating reflects the harmonics without
any refocusing, allowing us to image spectral and spatial
profiles simultaneously.

4. Results and discussion

Typical harmonic spectra generated in argon and xenon are
shown in figures 4(a) and (b). In both spectra, we observe
the typical comb structure of high contrast peaks occurring
at odd multiples of the driving laser frequency. The vertical
axis displays the estimated spatially integrated photon flux per
harmonic order. The calibration was done by extrapolating
single-photon counts at low intensities taking into account
the efficiency of the grating and the MCP as well as the
transmission through the filter. We achieve a photon flux of
up to 108 in argon and 3 × 109 photons s−1 in xenon. This is
comparable to the photon flux used in [15] for time-resolved
2PPE, where, however, a high-power 3 kHz system was
employed. The spectra were recorded when the gas cell was
placed approximately 200 μm behind the focus. Under these
conditions, a dominant contribution from the short trajectory
can be expected [39]. As typical for the short trajectory,
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Figure 5. Spatially integrated signal of harmonic 15 (+) and 17 (o)
generated in xenon for two different nozzle geometries: (a) the laser
beam was focused through the perforated nozzle and (b) the focus is
placed directly in front of an open nozzle. The dashed grey line is
shown for reference, indicating a signal that increases quadratically
with pressure.

the harmonics appear spatially well confined (approximately
30 mrad divergence) and spectrally narrow (approximately
250 meV at harmonic 21) even though we cannot assume
a phase-matched generation due to a pressure well below the
calculated phase-matching pressure. This is in good agreement
with our theoretical considerations as presented above (see
figure 2(c)).

At the focus, phase matching for the short trajectory is
worse but it improves considerably for the long trajectory.
This can be seen when comparing the longitudinal phase
variations close to and behind the focus in figures 2(c) and
(d). In the experiment, we observe a weaker, more divergent
and spectrally broadened signal at the focus that we interpret
as due to a dominant contribution from the long trajectory.
The spectral and spatial characteristics can be explained as
due to the dipole phase that varies strongly in time and in
space within the generation volume. A strong variation of
the dipole phase in radial direction across the focus leads to a
divergent beam and intensity modulations in the spatial profile.
The phase variation in time leads to a spectral splitting of the
individual harmonic lines [32]. A strong temporal intensity
modulation can therefore be expected under these conditions.
We observe these phenomena for argon as well as for xenon.
In accordance with previous results [27] and due to a lower
ionization potential, the harmonics generated in xenon are
characterized by a higher yield and a less pronounced plateau
extension. However, no further qualitative differences have
been observed.

In figure 4(c), the temporal stability of the harmonic signal
generated in argon is shown. As in a typical application where
integration times in the order of 1 s are common, the spectrally
and spatially integrated signal was time averaged over 0.5 s.
We then compute a RMS deviation of only 2.5%.

We have further investigated the influence of different
target sizes and geometries. A pressure-dependent signal
measured with two different gas nozzles is shown in figure 5.

The conditions here are similar to those shown in figure 4(b).
In configuration A (figure 5(a)), where the laser beam passes
through the nozzle, the gas flow is directed along the beam
axis. In configuration B (figure 5(b)), where the beam is
focused directly in front of the open nozzle, the gas flow occurs
perpendicular to the beam axis. Although we expect a higher
gas density in the generation volume in configuration A, the
highest yield was measured with configuration B. We interpret
this result as follows: due to the gas flow geometry, the gas
medium in configuration A extends far behind the generation
volume. Absorption of the generated harmonics leads to a
dropping signal at higher pressures. In configuration B, no
absorption effects are visible.

In both configurations, a signal that increases more than
quadratically with pressure can be observed. Measuring the
harmonic yield as a function of the pressure gives direct
information about the phase-matching conditions. In general,
a quadratic growth indicates that the phase-matching situation
does not change with increasing pressure, which is typically the
case at low pressure conditions well below the phase-matching
pressure. A super quadratic growth indicates improving phase-
matching conditions [45]. The opposite behaviour can be
expected if phase matching deteriorates or if absorption
starts to play a role. Following this argumentation, a clear
indication for an improving phase-matching situation is visible
in figure (5). A comparison with our simulations suggests
that the phase-matching pressure needed in our experimental
conditions lies in the range of 1 bar, while gas flow estimations
yield a pressure of 50 mbar in the interaction volume at 800
mbar backing pressure. At 50 mbar, Labs is smaller than 1 mm
for harmonics 15 and 17, supporting our interpretation for an
absorption limited signal in configuration A. Assuming that the
intensity is below the critical limit where plasma dispersion
would prevent phase matching, the harmonic yield could be
increased dramatically and phase matching could be achieved
by increasing the pressure in the interaction volume. Using
the classical cut-off law, the peak intensity in our experimental
conditions was estimated to approximately 1.5×1014 W cm−2.
At this intensity, the estimated ionization level at the peak of
the pulse is below 1% (estimated with a modified Ammosov–
Delone–Krainov model using the correction factors introduced
in [48]), and therefore, a phase-matched generation should be
possible.

While absorption sets the limit in configuration A, the
limit in B is simply given by the pressure in the vacuum
chamber (the chamber was pumped using a 500 l s−1

turbomolecular pump) that has to be limited to avoid a damage
of the MCP detector. As expected for a higher refractive index,
the phase-matching conditions improve faster with increasing
pressure for the 15th harmonic than for the 17th. Furthermore,
the absorption limit sets in earlier for harmonic 15 due to
a shorter absorption length. Both effects are clearly visible in
figure 5. In both configurations, the highest yield was measured
with the smallest gas nozzle. The reason is a relatively short
coherence length well below the length of the gas volume due
to a gas pressure well below the phase-matching pressure.
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5. Conclusion and outlook

In conclusion, we have systematically analysed the generation
of high-order harmonics for different focusing geometries.
A generalized macroscopic model allows us to specify the
conditions for the efficient generation of high-order harmonics
using tight focus geometries. We identify a simple geometrical
scaling for the maximum harmonic yield as a function of focal
length and pulse energy. Scaling the focal length with

√
Ef,

the medium length with Ef and the pressure as 1/Ef allows
for the generation of high-order harmonics with the same
phase-matching conditions and the same conversion efficiency.
Considering the situation where the average laser power does
not depend on the repetition rate, this implies a repetition rate-
independent average power for the generated XUV beam.

Using a 100 kHz laser system, we generate high-order
harmonics in argon and xenon with a laser pulse energy of only
a few μJ. Measuring the harmonic spectral and spatial profiles
at different focus positions allows us to identify contributions
from different trajectories. We show experimentally and
theoretically that our harmonics are not generated phase
matched. A phase-matched generation could, however, be
expected at much higher gas densities. Nevertheless, spatially
well-confined, spectrally narrow harmonics are generated
with a photon flux up to 3 × 109 photons s−1 (conversion
efficiency 10−8) into one harmonic order, which is sufficient
for a typical photoemission experiment. The efficiency is
comparable to the value reported in [31] where the authors
claim a phase-matched generation. In contrast, we show
that we achieve similar results under non-phase matched
conditions, which implies the possibility of increasing the
efficiency (and the photon flux) considerably, by using smaller
gas volumes at higher densities.

Our results clearly show that the generation of high-order
harmonics is possible even with relatively low pulse energies,
which opens the way for high-repetition-rate attosecond XUV
sources. We show further that there are no fundamental
differences between HHG with high-energy laser pulses and
the generation with μJ pulses. With the currently available
laser systems, this implies the possibility for the generation of
single attosecond pulses at MHz repetition rates.
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[26] Kovačev M et al 2005 Extreme ultraviolet Fourier-transform
spectroscopy with high-order harmonics Phys. Rev. Lett.
95 223903

[27] Lindner F, Stremme W, Schätzel M G, Grasbon F,
Paulus G G, Walther H, Hartmann R and Strüder L 2003
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Abstract We study high-order harmonic generation with a high-repetition rate (200 kHz), few-cycle, driving
laser, based on optical parametric chirped pulse amplification. The system delivers carrier-envelope phase
stable, 8 fs, 10µJ pulses at a central wavelength of 890 nm. High-order harmonics, generated in a high-
pressure Ar gas jet, exhibit a strong CEP-dependence over a large spectra range owing to excellent stability
of the driving laser pulses. This range can be divided into three spectral regions with distinct CEP influence.
The observed spectral interference structures are explained by an analytical model based upon multiple
pulse interferences.

PACS. 42.65.Yj Optical parametric oscillators and amplifiers – 42.65.Ky Frequency conversion; harmonic
generation – 32.80.Rm Multiphoton ionization and excitation to highly excited states

1 Introduction

The development of attosecond science strongly relies on
the progress of ultrafast laser sources. Over more than
twenty years, Chirped-Pulse Amplification (CPA) systems
based on Titanium:Sapphire (Ti:Saph) technology have
been used to drive XUV attosecond sources at repeti-
tion rates up to a few kHz. Optical Parametric Chirped
Pulse Amplification (OPCPA) systems [1,2] are based on
three-wave mixing in a nonlinear crystal, using as input
waves, a stretched broadband seed pulse and narrowband
pump pulse of matched duration. The seed pulse is ampli-
fied, while an idler pulse is generated. The current limi-
tations in conventional amplifiers, such as gain-narrowing
and thermal lensing, are avoided in parametric amplifi-
cation. OPCPA technology allows for the amplification of
few-cycle pulses with TW peak power [3] at low repetition
rates and is particularly advantageous at high-repetition
rate from hundreds of kHz [4,5,6] to few MHz [7,8,9]. Re-
cently, OPCPA systems producing CEP-stable few-cycle
pulses at high-repetition rate have been successfully used
for high-order harmonic generation (HHG). Tünnermann
and coworkers approached the single attosecond pulse limit
[10] and generated high-order harmonics in Ar with high
average power [11].

In this work, we present a HHG source driven by a
compact OPCPA laser producing CEP-stable 8 fs, 10µJ
pulses, at 890 nm central wavelength, and 200 kHz repe-
tition rate [6]. To achieve sufficiently high intensity for
efficient HHG in Ar, the laser beam is tightly focused

(f=5 cm) into a high pressure effusive Ar gas jet. The
generated HHG spectra exhibit a strong CEP-dependence
covering the spectral region from 25 to 45 eV.

CEP-dependent effects in HHG have been observed
in previous works [10,12,13,14,15,16,17], but have often
been limited to specific spectral regions, such as the cut-
off [10,12,14] or the region between consecutive harmonic
spectral peaks [15,16]. The interpretation of the observed
CEP effects vary from quantum path interferences to in-
terference between consecutive attosecond pulses. In the
latter case, several effects have been discussed: the num-
ber of interfering pulses [13], the variation of timing be-
tween these pulses as well as the phase difference between
consecutive pulses. Here, we develop a simple model con-
sisting in coherently adding the spectra from the number
of emitted attosecond pulses, which is estimated to be
three in the present experiment, taking into account the
variation of the spectral phase with the laser CEP. The
good agreement between the results of this model and the
experimental data indicates that the physics of the in-
terference structures is contained in the variation of the
spectral phase of consecutive attosecond pulses and not
only in the number of interfering pulses.

The OPCPA system and the HHG source are described
in Sections 2 and 3. The CEP-dependent harmonic spectra
are presented in Section 4 and interpreted in Section 5.
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Figure 1. The OPCPA system; PCF - photonic crystal fiber, CVBG - chirp volume Bragg grating, SHG - second harmonic
generation in BBO crystals, PSDC - pump-signal delay control, NOPA non-collinear optical parametric amplification in BBO
crystals, α - non-collinear angle, θ - phase-matching angle, DCM - double chirp mirror.

2 Experimental setup: OPCPA

The HHG setup is driven by an OPCPA system [6],
sketched in Figure 1. The system comprises three main
units: a broadband Ti:Saph oscillator (VENTEON), a
pumping laser based on an Yb-doped fiber amplifier, and
a two-stage Non-collinear Optical Parametric Amplifier
(NOPA). The Ti:Saph oscillator produces an octave-
spanning spectrum, supporting CEP stable pulses with
duration below 5 fs. The rms phase noise, corresponding
to a power spectral density integrated from 3 Hz to 1 MHz,
is measured to be below 80 mrad [18]. A small part of
the oscillator spectrum around 1030 nm serves as seed
for the fiber laser, whereas the main part of the spec-
trum (600 -1020 nm, 2.5 nJ, <6 fs) seeds the NOPA. Opti-
cal seeding of the fiber pump laser intrinsically synchro-
nizes pump and seed in the NOPA stages. The fiber pump
laser chain, CPA-based, mainly consists of two Yb-doped
photonic crystal rod-type fiber amplifiers which provide
11 and 15 W IR-average power, respectively (see Fig. 1).
The fiber output pulses are frequency doubled to 515 nm
and pump two NOPA-stages consisting of two 5 mm-long
Type-I BBO crystals configured for Poynting-Vector-Walk-
off Compensation (PVWC) geometry [19]. The signal from
the oscillator is stretched to match the pump pulse du-
ration, amplified into the two NOPA-stages, and finally
compressed to below 7 fs using chirped mirrors. The out-
put beam has an energy of 10µJ per pulse at 200 kHz
repetition rate.

3 Experimental setup: HHG

The CEP-stable pulses from the OPCPA are sent into a
HHG setup, illustrated in Figure 2. The setup comprises
two chambers: one for the generation and one for the de-
tection of XUV radiation, separated from each other by
a small conical expanding hole for differential pumping.
Thus, the pressure in the generation chamber can be as
high as 10−2 mbar (with gas load), while the pressure in
the detection chamber remains below 10−7 mbar.

W

L gas
F

G

C

MCP

XUVN
radiation

IR
radiation

DP

vacuumNchamber

generation
chamber

characterization
chamber

WP

N

Figure 2. Experimental setup for HHG including a wedge
pair (WP), a telescope, and a vacuum chamber composed of
a generation chamber and a characterization chamber host-
ing the XUV spectrometer. W-window, L-lens, N-gas noz-
zle, DP-differential pumping hole, F-filter, G-grating, MCP-
multiphoton channel plate, C-camera.

The pulses from the OPCPA are negatively chirped
to pre-compensate additional dispersion of optical com-
ponents used in the HHG setup, i.e. the vacuum win-
dow and the focusing lens. Fine tuning of the dispersion
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Figure 3. Temporal characterization of the pulse after the lens
with d-scan. a) Measured and b) retrieved d-scan traces. c) Re-
constructed spectral phase of the IR-pulse (blue) and measured
spectral intensity of the pulse (red). b) Reconstructed tempo-
ral pulse (for zero BK7-glass thickness) with a full width at
half maximum of 8.4 fs.

is carried out by a pair of BK7, anti-reflection coated
wedges mounted on a motorized translation stage. Af-
ter the wedge-pair, the beam propagates through an all-
reflective telescope, where the beam diameter is expanded
from 2 to 5 mm. Afterwards, it enters the vacuum cham-
ber through a 0.5 mm-thick anti-reflection coated window.
The fundamental beam is focused with an achromatic lens
(f = 5 cm) into an effusive Ar gas jet. Due to the large
bandwidth of the pulses a small effect of chromatic aber-
ration remains. According to the design data of the lens,
the position of the focus varies by about 60µm within a
wavelength range from 650 to 1000 nm, which is compara-
ble to the estimated Rayleigh length (50µm).

Figure 3 shows the spectral phase of the pulse ob-
tained from a dispersion-scan measurement (d-scan) af-
ter the lens and its reconstructed temporal pulse profile.
The d-scan technique [20] is based on modifying the pulse
spectral phase by propagation through wedges, frequency
doubling and measuring the obtained spectra as a func-
tion of dispersion (propagation distance in the wedges).
The spectral phase is then iteratively reconstructed from
the dispersion scan. With the central wavelength of 890 nm
and a measured pulse duration of 8.4 fs the pulse includes
three optical cycles under its full width at half maxi-
mum. The achromat was chosen mostly for the benefit
of simple alignment. Moreover, obvious alternatives to fo-
cus the beam, i.e. spherical mirrors and metallic off-axis
parabolic mirrors, were tried, but ruled out by either the
strong astigmatism of short focal length spherical mirrors
or by the often poor surface quality of metallic off-axis
parabolas. In the future, a custom-made, dielectric focus-
ing parabola might be the solution to obtain a diffraction
limited spot size without impact on the pulse duration.

The Ar gas jet originates from a 90µm diameter noz-
zle, with 4 bar backing pressure. The nozzle is positioned
as closely as possible to the laser beam by using a three-

b)

0.2
0.4
0.6
0.8

In
te

ns
ity

7/7
ar

b.
7u

.

0

-10

10 a)

D
iv

er
g

.7/
m

ra
d

1.6

1.8

2

2.2

2.4

2.6

25 30 35 40 45
B

K
7−

gl
as

s7
th

ic
kn

es
s7

/7m
m

Energy7/7eV

c)

Figure 4. a) Spatially-resolved HHG spectrum recorded by
imaging the MCP phosphor screen with a camera. The inte-
gration of the spatial profile (using only the marked region)
leads to the HHG spectrum shown in b).c) Integrated HHG
spectrum vs. BK7 wedge thickness. The influence of the change
of the carrier-envelope phase over the whole HHG spectrum is
clearly visible as well as the influence of the material dispersion
on the IR pulse duration.

axis translation stage. Tight focusing results in a short
Rayleigh length, a small interaction volume, and a steep
Gouy-phase gradient with consequences for HHG phase
matching [21]. In order to compensate for both small vol-
ume and steep Gouy-phase gradient, a high generation gas
density is needed. Focusing the fundamental beam with an
f -number around 10 implies that a generation pressure of
a few bars is needed to achieve phase matching [22,23].
The gas pressure used in the present setup is limited by
the pumping system and is estimated to be below 1 bar
in the interaction region. Thus, high-order harmonics are
not generated fully phase-matched. The gas target is lo-
cated behind the laser focus, so that the short trajectory
contribution to HHG is selected [24].

The generated high-order harmonic radiation and the
fundamental IR laser pulses enter the characterization
chamber through the differential pump hole. The HHG
beam can be separated from the fundamental by metal-
lic filters, e.g. 200 nm-thick aluminum or titanium filters,
installed in a motorized filter mount. The XUV radiation
is recorded with a spectrometer consisting of a cylindri-
cal diffraction grating (Hitachi, 600 lines/mm), a Micro
Channel Plate (MCP), and a phosphor screen. The MCP
is coated with a CsI layer in order to extend its sensitiv-
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ity range in the VUV spectral range. Spatially-resolved
harmonic spectra are recorded by imaging the phosphor
screen with a CCD camera. The spectra are calibrated in
photon energy using the well known transmission edges of
different filters [25].

4 Results

Figure 4 (a) shows a typical, spatially-resolved harmonic
spectrum generated in Ar in the photon energy range from
25 to 45 eV. A spectrum integrated over the central region
(indicated by the dashed white lines) is presented in Fig-
ure 4 (b). The harmonics are spectrally broad, especially
in the cut-off region above 40 eV.

Figure 4 (c) presents the integrated HHG spectrum
as a function of the wedge thickness (see wedge pair in
Fig. 2). Translating one wedge with respect to the other
changes both the carrier-envelope phase of the IR-pulses
and the overall dispersion of the pulse, affecting the pulse
duration and the intensity. Such a scan takes less than
a minute, and laser instabilities are therefore negligible.
A change of thickness of ∼ 30µm BK7 glass shifts the
carrier-envelope phase by π, while the simultaneous change
in pulse duration is negligible. The scan shown in Figure 4
(c) spans over a variable glass thickness of 1 mm. Both
CEP and intensity effects are clearly visible. Below 1.8
and above 2.4 mm the pulse is considerably chirped and
the laser intensity is too low to efficiently generate high-
order harmonics. HHG is efficient within a range of about
0.5 mm of BK7, corresponding to the shortest pulses. Most
remarkable in the recorded HHG spectra is the strong
CEP dependence, which is not limited to the cut-off re-
gion, but is clearly observable in the presented spectrum.

The behavior seen in our experiment is shown in more
detail in Figure 5 (a) [a zoom to the area between the
dashed, white lines in Figure 4 (c)]. The plotted range cor-
responds to a change of BK7-glass thickness of 120µm; the
impact on the change of pulse duration can be neglected,
CEP effects clearly dominate. Figure 5 (b) presents two
lineouts from Figure 5 (a) with a change of CEP of ∆ϕ =
π/2 between them. Three different regions can be distin-
guished: In region I, in the cut-off (above 40 eV), spec-
tral peaks shift from odd to even harmonics as the CEP
changes by π/2. In region III (low harmonic orders), the
position of the harmonic peaks does not change, but their
amplitude depends on the CEP. For example, the 17th
and 19th harmonics reach a maximum for different CEP
values. In between, in region II, the harmonic spectrum
shows non trivial dynamics upon CEP change; spectral
peaks are not located at multiple orders of the laser fre-
quency and their position shift with CEP.

5 Discussion

To interpret the complex spectra shown in Fig. 5 (a),
we develop a model based upon interferences of multiple
pulses. A Fourier transformation of the spectra, assuming

IR-pulse

time

frequency frequency frequency

t1 t2 t3

I(t2)
I(t3)

I(t1)

m = 1, 2, 3

frequencyq= ..,11,13, ...

IE(Ω)I2

E1(Ω) E2(Ω) E3(Ω)

E(t)

E(Ω)= Σm Em(Ω) ei

time

ϕ1 ϕ2 ϕ3

ϕm(Ω)

Figure 6. Sketch of the multipulse interference mode. A IR
driving pulse generates three attosecond pulses leading to an
attosecond pulse train. Every attosecond pulse in time can be
described with a spectral amplitude and phase in the Fourier
domain. The coherent superposition of the three complex spec-
tra leads to the high-order harmonic spectrum E(Ω).

a constant spectral phase, indicates that the number of
pulses in the train is approximately three, as illustrated
in Fig. 6. The next step consists in coherently summing
the complex spectra of these attosecond pulses, taking into
account the CEP-dependent spectral phase,

E(Ω) =

3∑

m=1

Em(Ω)eiΦm(Ω), (1)

with

Φm(Ω) = mπ +Ωtm + αΩI(tm). (2)

The first term comes from the symmetry of HHG: two
consecutive pulses are opposite in sign. In the second term,
tm indicates the (periodic) timing of the XUV attosecond
pulses in the train. Two consecutive pulses are separated
in time by half a laser period: tm+1−tm = T/2. Finally the
third term reflects the influence of the generation process
with a phase contribution which depends on the driving
laser intensity at tm [26]. This term will lead to a phase
variation of the attosecond pulse as well as to a slight
change of timing of the attosecond pulses (not included
in tm). The laser profile is assumed to be Gaussian with
duration τ = 7 fs and peak intensity I0 = 1.5 × 1014

W/cm2.
Fig. 5 (b) shows |E(Ω)|2 as a function of the laser CEP

and Ω. In our model, the laser CEP influences the tim-
ing of the attosecond pulses in the train and therefore,
for short enough pulses, the spectral phase which depends
on I(tm). The experimental results are well reproduced in
all three spectral regions. To understand better how our
simple model [Eq. (2)] leads to the interference structure
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Figure 5. Measured a) and simulated c) HHG spectra as a function of the carrier-envelope phase of the driver. Corresponding
to a) and c), figures b) and d) present two lineouts with a change of the CEP of ∆ϕ = π/2 between them. Three regions are
marked in the figures: region I, II and III, which indicate different types of CEP dependence.

shown in Fig. 5 (b), we calculate the phase difference be-
tween two consecutive attosecond pulses:

∆Φ(Ω) = π +
ΩT

2
+ αΩ

[
I

(
t1 +

T

2

)
− I(t1)

]
. (3)

For long IR pulses, I(t1 + T/2) ≈ I(t1), so that ∆Φ ≡ 0
(mod 2π) when Ω = qω, where q is an odd integer. De-
structive interferences lead to the extinction of the XUV
emission at all frequencies except those at odd multiple
orders of the laser frequency and the CEP does not affect
the HHG spectrum. For short pulses, the laser intensity
changes between consecutive half cycles and the interfer-
ence pattern becomes more complex. By Taylor expanding
I(t) around t = 0, Eq. (3) becomes

∆Φ(Ω) ≈ π +
ΩT

2
− 4 ln2T

τ2

(
t1 +

T

4

)
αΩI0. (4)

We can relate t1, or equivalently t1 + T/4 to the carrier-
envelope phase of the IR field through the equation t1 +
T/4 = φceT/2π. φce represents the phase difference be-
tween t1 + T/4 and the pulse center (We are only con-
cerned here with the relative value of the CEP). Eq. (4)
becomes

∆Φ(Ω) ≈ π +
ΩT

2
− 2 ln2T 2φceαΩI0

πτ2
. (5)

It is interesting to consider the variation of ∆Φ with re-
spect to φce.

∂∆Φ

∂φce
= −2 ln2T 2αΩI0

πτ2
. (6)

For long pulses, low intensities or low photon energy such
that αΩ is small [27], ∂∆Φ/∂φce ≈ 0, which implies that

the position of the harmonics does not depend on the
CEP (region III). If ∂∆Φ/∂φce ≈ 1, ∆Φ varies by π when
φce changes by π and the position of the harmonic peaks
moves from an odd to an even multiple of the laser fre-
quency (region I). More generally, when ∂∆Φ/∂φce 6= 0
(mod 2), the position of the harmonic peaks will move
with CEP. This variation increases with frequency as αΩ
increases towards the cutoff. When ∂∆Φ/∂φce is not close
to an integer, the interference pattern will exhibit discon-
tinuities as the CEP is varied and the spectrum will have
a complex behavior as is the case in region II.

6 Summary

This article presents studies of high-order harmonic gen-
eration, driven by a high-repetition rate OPCPA laser sys-
tem. In spite of the low available IR energy per pulse (10
µJ), there is no difficulty in generating harmonics in Ar.
This is achieved in a tight focusing geometry and with high
generation pressure. Many applications in attosecond sci-
ence should benefit from attosecond sources operating at
higher repetition rates, i.e. in the MHz range [22,28,29,
30,31,32]. Examples of such applications are coincidence
detection of two or more particles, which require a low
number of events per laser shot [33], but a large number
of events per second to build up statistics, photoelectron
spectroscopy and microscopy in solids and on solid sur-
faces [34,35] where space charge effects can be a serious
obstacle.

The excellent CEP-stability of the system allows us
to study in detail the HHG spectrum as a function of
the CEP of the driving pulses. We find that the HHG
spectrum strongly depends on the CEP, over the whole
spectral range from 25 to 45 eV. In the cutoff region, the
harmonic peaks shift from odd to even orders, while at low
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energy, the CEP only affects the amplitudes of the peaks.
In an intermediate region between 32 and 40 eV, the spec-
tra becomes nontrivial and the number of spectral peaks
increases. We developed a simple model which reproduces
well the experimental observations. Our interpretation is
that in our experiment, the spectra are affected by the
CEP-dependence of the spectral phase difference between
contributing attosecond pulses. We also provide an analyt-
ical derivation of the structure of the interference pattern.
Precise CEP-dependent HHG spectra could be used in the
future to get information on the atomic or molecular sys-
tems used for the generation, which would be extremely
useful e.g. for tomographic reconstruction.
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27. K. Varjú, Y. Mairesse, B. Carre, M. B. Gaarde, P. Johns-
son, S. Kazamias, R. Lopez-Martens, J. Mauritsson, K. J.
Schafer, Ph. Balcou, A. L’Huillier, and P. Salières. Fre-
quency chirp of harmonic and attosecond pulses. J. Mod.
Opt., 52:379, 2005.

28. J. Boullet, Y. Zaouter, J. Limpert, S. Petit, Y. Mairesse, B.
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We generate high-order harmonics at high pulse repetition rates using a turnkey laser. High-order
harmonics at 400 kHz are observed when argon is used as target gas. In neon we achieve generation
of photons with energies exceeding 90 eV (∼13 nm) at 20 kHz. We measure a photon flux of 4.4·1010

photons per second per harmonic in argon at 100 kHz. Many experiments employing high-order
harmonics would benefit from higher repetition rates, and the user-friendly operation opens up for
applications of coherent extreme ultra-violet pulses in new research areas.

I. INTRODUCTION

Coherent extreme ultra-violet (XUV) pulses, provid-
ing excellent temporal and spatial resolution, can be pro-
duced by a process called high-order harmonic generation
(HHG) [1]. The harmonic spectrum typically consists of
odd harmonic orders of the driving field frequency that
form a plateau extending over a large energy range up to
high photon energies [2]. By isolating a single harmonic
order, high spatial resolution can be obtained [3]. While
an isolated harmonic order has a duration on the order
of the driving field, the total harmonic spectrum corre-
sponds to a train of pulses with hundreds of attoseconds
in duration [4]. By applying various temporal confine-
ment schemes isolated attosecond pulses can also be ob-
tained [5]. These attosecond pulses have been fruitfully
used, e.g. for studies of the motion of electrons on their
natural timescale [6–12].

High-order harmonics are produced by focusing a laser
into a gas. The process is usually described with a sim-
plified semi-classical three-step model [13, 14], where the
electric field distorts the Coulomb potential of the atom
allowing an electron to 1) tunnel out; 2) be accelerated
by the electric field; and 3) recombine with its parent ion,
leading to emission of coherent XUV light. Since this pro-
cess is repeated every half-cycle of the laser field, interfer-
ence between consecutive pulses results in odd high-order
harmonics of the fundamental frequency and, in the time-
domain, an attosecond pulse train (APT). By increasing
the duration of the driving field the number of pulses in
the APT is increased, leading to a spectral narrowing of
the harmonic orders allowing for an improved spectral
resolution while the pulse duration of the individual at-
tosecond pulses may be unaffected, thereby maintaining
the possibility for very high temporal resolution.

HHG requires laser intensities on the order of
1014 W/cm2 to distort the Coulomb potential and allow-
ing the electron to tunnel out and get accelerated to high
energies. Such fields are usually obtained by energetic
pulses with short time durations, produced by large high
power laser systems. Due to the limitations in average

∗ eleonora.lorek@fysik.lth.se
† johan.mauritsson@fysik.lth.se

power of such systems, high energy pulses are obtained at
the cost of repetition rate. Traditionally, HHG has there-
fore been limited to low pulse repetition rates, not ex-
ceeding a few kHz. Many experiments using HHG would,
however, benefit from higher repetition rates. Exam-
ples include time-resolved photoemission electron spec-
troscopy and microscopy, two techniques that are lim-
ited in the number of emitted photoelectrons per pulse by
space charge effects and therefore need a higher repetition
rate in order to provide better statistics. Other exper-
iments where coherent XUV pulses at a high repetition
rate are needed include coincidence measurements [15–
17] and the generation of frequency combs in the XUV
range for high-resolution spectroscopy [18–20].

The fact that high power laser systems are used for
HHG has not only limited the repetition rates but also
the availability to relatively few laboratories with the
right equipment and expertise to run the systems. Gen-
erating high-order harmonics with a more compact and
user-friendly laser system than those traditionally used,
could increase the availability. Examples of fields poten-
tially benefiting from accessible HHG include, apart from
attosecond science itself, femtochemistry, nanophysics
[21] and surface science [22].

Both the issue of the traditionally limited repetition
rates and the issue of limited accessibility of HHG light
are addressed in this paper. Several recent studies report
the generation of high-order harmonics at high-repetition
rates (50 kHz–25 MHz) [18, 20, 22–34]. The general ap-
proach is to use a laser system with a high repetition rate,
either an oscillator or an amplified system. In order to
achieve the required intensity for HHG, despite the low
pulse energy, three schemes have been applied. The first
scheme [23–30], investigated in detail by [31, 32], uses a
tight-focusing geometry where the laser light is focused
by a mirror or lens with short focal length onto the gas
medium, effectively producing a high intensity at the fo-
cus. The second scheme [18, 20, 33] uses a high-finesse
optical resonator that contains the medium for HHG. In
this intra-cavity scheme, high-order harmonics are pro-
duced at the high repetition rate of the seed oscillator.
This technique is, however, experimentally challenging.
The third scheme exploits the local field enhancement
induced by resonant plasmons within a metallic nanos-
tructure to achieve the intensity needed for HHG [34]. If
this is actually a viable route to generate harmonics has,
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FIG. 1: The experimental HHG setup including the beam path. The beamsizes are exaggerated. To allow room for
a future interferometer enabling attosecond pump-probe experiments, the beam path is off-centered. A full 3D

model of the HHG setup in pdf-format can be found as supplementary material. (Multimedia view)

however, been questioned [35].
In a recent work [22], not only the traditionally lim-

ited repetition rates for HHG was addressed but also the
accessibility of HHG light. HHG with energies between
13 eV and 45 eV from a turnkey laser at repetition rates
of 0.2–25 MHz is reported.

In this work we perform a more detailed investigation
of HHG using a high-repetition-rate turnkey laser. Using
this compact, stable and user-friendly laser in a tight
focusing-scheme, we can achieve generation up to 92.7 eV
(13.4 nm) at 20 kHz in neon. An XUV photon flux of up
to 4.4·1010 photons/s per harmonic order using argon and
100 kHz is measured. We can generate harmonics at up
to 400 kHz repetition rate in argon.

In section II the experimental method and setup are
presented. Section III is devoted to a presentation of our
results followed by a conclusion in Section IV.

II. EXPERIMENTAL METHOD AND SETUP

The main challenge with HHG at high repetition rates
is the limited energy per pulse, setting constraints for
reaching the intensities needed while keeping macroscopic
generation conditions optimized. The three schemes
mentioned above address this limitation in different ways,
using power or intensity enhancement approaches in com-
bination or solely with a tight-focusing geometry. In this
work, we employ the straightforward tight-focusing ap-
proach in a single-pass configuration.

The tight-focus geometry leads to a small interaction
volume, demanding a high gas density for efficient HHG
[31]. Confining a high density gas target to a small inter-
action volume while limiting the backing pressure in the
vacuum chamber in order to avoid re-absorption of the

generated XUV radiation, is technically challenging [32].
The tight focusing also leads to a very divergent har-
monic beam, which makes the manipulation and trans-
port of the beam for further experiments more difficult.
It is therefore desirable to focus the fundamental laser
beam as loosely as possible, while still reaching sufficient
generation intensities. The necessary laser intensity, IL,
can be estimated from the cut-off law [36], which defines
the highest harmonic order q of the plateau harmonics
that typically can be observed:

~qω = Ip + 3.17Up. (1)

Here, ω is the laser angular frequency, Ip the ionization
potential of the atoms used for HHG and Up ∼ ILλ2 the
ponderomotive energy with λ denoting the laser wave-
length. The cut-off law predicts that the ponderomotive
energy, and thereby the cut-off energy, can be increased
by increasing either IL or λ. However, it has been shown
that the efficiency scales very unfavorably with increas-
ing wavelength [37]. Nevertheless, increasing the driving
wavelength from the typically used 800 nm to 1030 nm
allows us to relax the intensity requirement while still
reaching high cut-off energies and good conversion effi-
ciencies at high repetition rates.

The laser used to drive HHG is a commercially avail-
able (”PHAROS”, Light Conversion), compact Yb:KGW
laser (640× 360× 212 mm), which is both user-friendly
and stable in its operation (pulse energy, pointing and
pulse duration). The wavelength is 1030 nm and the rep-
etition rate is tunable between 1 kHz and 600 kHz and, in
addition, a number of pulses can be removed using a pulse
picker. With changed repetition rate, the pulse energy
can be varied between 0.5 mJ and 10µJ. Note that the
average power is not constant over the tunability range.
The pulse duration is 170 fs.
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The experimental setup, including the beam path and
the vacuum chambers, is presented in Fig. 1 (Multimedia
view). The laser light is sent into the chamber and fo-
cused by an achromatic lens with 100 mm focal length.
The target gas (argon, neon or air) is supplied by an
open-ended, movable gas nozzle with 90µm inner diame-
ter. The generated XUV light then propagates, together
with the IR light, through a small pinhole placed close
after the generation location. The pinhole separates the
generation part of the chamber from the detection part,
each pumped by a turbo pump with a capacity of 500 l/s
(Oerlikon Leybold vacuum, MAG W600). The small pin-
hole allows for a very steep pressure gradient with up to
10−2 mbar in the generation part of the chamber while
maintaining 10−7 mbar in the detection part. After the
generation the IR light is removed by a 200 nm thin alu-
minum filter.

The generated harmonic emission is detected using a
flat-field grazing-incidence XUV spectrometer based on
a blazed, varied-line-space XUV grating (Hitachi, Grat-
ing 001-0639) with 600 lines/mm, which is placed on a
rotation stage and a linear translation stage. The grat-
ing diffracts and focuses the harmonics along the disper-
sive plane and reflects them in the perpendicular direc-
tion onto a 78 mm diameter microchannel plate (MCP)
(Photonis). This allows us to study both the spectral
contents of the emission and the divergence of the in-
dividual harmonics. The MCP is finally imaged by a
CCD camera (Allied Vision Technologies, Pike F-505B).
By removing the grating from the beam path with the
linear stage the photon flux can be measured in the for-
ward direction using an X-ray camera (Andor, iKon-
L DO936N-M0W-BN). The spectrometer was calibrated
using the grating equation with the known geometry of
the setup and the grating constant as inputs. The cali-
bration was verified by two atomic lines in argon and two
atomic lines in neon. The argon lines used are 104.82 nm
[38] and 106.67 nm [39] corresponding to the transitions
3p5(2P1/2)4s → 3p6(1So) and 3p5(2P3/2)4s → 3p6(1So),
while the two neon lines are 73.590 nm and 74.372 nm
corresponding to transitions 2s22p5(2P o

1/2)3s → 2s22p6

and 2s22p5(2P o
3/2)3s→ 2s22p6 [40].

III. RESULTS

Using the experimental setup described in Section II,
high-order harmonics were successfully generated in both
argon and neon, but conveniently also in air (mainly ni-
trogen). The use of air at a backing pressure of 1 atm is a
very convenient experimental trick as it does not require
any gas bottles or connections.

Figure 2 shows a typical spectrum, obtained at 20 kHz
repetition rate in argon. Typical for harmonic spectra
generated with 170 fs long laser pulses is that the harmon-
ics are spectrally well defined. This spectral resolution
enables a very clear separation of two different contribu-
tions to each of the lower harmonics, coming from two
different electron trajectories leading to the same final
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FIG. 2: A typical high-order harmonic spectrum,
generated from argon at 20 kHz with 69.5µJ pulses.
Examples of a short and a long trajectory electron

contribution are indicated. The harmonics in the first
diffraction order are identified and those in the second

diffraction order indicated by arrows.

Repetition
rate/kHz

Laser pulse
energy/µJ

Harmonic
order

Photon energy
/eV

20 <175 41 49.4

50 <90 35 42.1

100 54 33 39.7

200 30 27 32.5

300 20 21 25.3

400 15 19 22.9

TABLE I: The highest observed harmonic orders and
corresponding photon energies generated in argon for

different repetition rates and pulse energies.

energy [41]. Electrons escaping early after the maximum
of the electric field experience a longer time in the con-
tinuum and follow a so-called long trajectory while those
escaping later follow a shorter one.

Since the long trajectory electrons spend more time in
the continuum than the short trajectory electrons and
therefore acquire more intensity-dependent phase, the
generated light will have a more curved wavefront then
the light from the short trajectory electrons. The emis-
sion is therefore more divergent than the emission from
short trajectory electrons. This is clearly seen for har-
monic orders 11–29 where the more divergent contribu-
tion from the long trajectory electrons surround a central
spot being the contribution of the short trajectory elec-
trons. For even higher harmonic orders (31 and higher),
within the cut-off region, the two trajectories merge into
one with a decreasing divergence as the energy increases.

Exploiting the variable repetition rate of the laser, we
investigated the maximum repetition rate at which our
setup can provide high-order harmonics in argon. Ta-
ble I shows the highest observed harmonic order for var-
ious repetition rates and pulse energies. The generation
conditions were individually optimized, with different iris
opening diameters and with different positions of the gas
jet. As can be seen in the table, HHG up to a rate of
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400 kHz was possible.
In order to estimate the generated photon flux and

conversion efficiency we have to correct for the losses in-
duced in the measurement. Assuming a total aluminum
oxide layer of 15 nm [42] on the aluminum filter [43] and
compensating for the diffraction efficiency of the grat-
ing and the quantum efficiency of the XUV camera, the
flux of the generated XUV photons in argon was esti-
mated for 20 and 100 kHz repetition rates. For each of
these measurements the pulse picker was set to remove
a number of laser pulses in order to not saturate the
detection, and Table II lists the fluxes that would have
been obtained, had all the laser pulses been used, to-
gether with the corresponding conversion efficiencies for
each harmonic order. As can be seen in the table, up
to 4.2·1011 photons/s per harmonic order were generated
at 20 kHz and a pulse energy of 175µJ, corresponding to
a conversion efficiency of 4.9 · 10−7. At 100 kHz and a
pulse energy of 54µJ, up to 4.4·1010 photons/s were gen-
erated per order, corresponding to a conversion efficiency
3.9 · 10−8.

High-order harmonics were also generated in neon.
Since neon has a higher ionization potential than argon
(21.56 eV compared to 15.76 eV) the laser intensity can
be increased without completely ionizing the gas and sat-
urating the HHG process, and thereby higher cut-off en-
ergies are reached. The yield is, however, strongly re-
duced compared to when using argon.

Since our grating was not optimized for the short wave-
lengths obtained when generating harmonics in neon,
several diffraction orders overlapped (see Fig. 3) and the
harmonics had to be sorted into their respective diffrac-
tion order. The different diffraction orders can easily be
identified from the change in divergence as the harmonic
cut-off is approached (see Fig. 3). The cut-off part for
both the first and the second diffraction order were out-
side the range of the detector and there is unfortunately
a partial overlap between the harmonic orders in the first
and the third diffraction orders. This is why we had to
use the fourth diffraction order to identify the highest
achievable harmonic order. The highest harmonic order
we observed in neon was 77 (92.7 eV or 13.4 nm) obtained
at 20 kHz repetition rate with a pulse energy of 170µJ.

IV. CONCLUSION

In conclusion we have demonstrated high-order har-
monic generation using a high-repetition-rate turnkey
laser. We have performed a technical investigation of
our system and demonstrated that high-order harmonics
could be generated at up to 400 kHz repetition rate in
argon. A flux of up to 4.2·1011 and 4.4·1010 XUV pho-
tons/s per harmonic order was measured for 20 kHz and
100 kHz, respectively. This corresponds to the conversion
efficiencies of 4.9 · 10−7 and 3.9·10−8. High-order har-
monic generation using this compact, user-friendly and
stable laser was achieved in argon, neon and air. In neon
harmonic orders as high as 77 were generated, which cor-
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FIG. 3: A neon harmonic spectrum, obtained at 20 kHz,
is shown in a). The two atomic lines used for

calibration are indicated, together with the diffraction
orders present in the image. A lineout is performed on

a) along the photon energy axis and at the center of the
spectrum in the spatial divergence direction. The values

of the peaks corresponding to the identified harmonic
orders are shown in b). The efficiency of the grating is

different for different diffraction orders and the
harmonic amplitudes of the first and fourth diffraction
orders were adjusted to fit the harmonic amplitudes of
the second diffraction order. Photon energies above 90

eV can be observed.

responds to 13.4 nm or 92.7 eV. This study shows that
high-order harmonics, and hence attosecond pulses, can
be generated at high repetition rate, flux and photon en-
ergy with a turnkey laser. This can be of interest to all
attoscience experiments benefiting from high repetition
rate HHG, but could also invite researchers from new
fields to start using high-order harmonics.
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20 kHz 100 kHz

Harmonic order Photon energy/eV Number of photons
generated/s · 1011

Conversion efficiency
· 10−7

Number of photons
generated/s · 1010

Conversion efficiency
· 10−8

13 15.6 0.5 0.3 - -

15 18.1 0.5 0.4 0.4 0.2

17 20.5 2.3 2.2 3.0 1.9

19 22.9 3.0 3.1 3.9 2.7

21 25.3 4.2 4.9 4.1 3.1

23 27.7 2.3 3.0 4.2 3.4

25 30.1 2.3 3.1 4.4 3.9

27 32.5 1.8 2.7 4.1 4.0

29 34.9 1.4 2.2 3.5 3.7

31 37.3 1.4 2.3 1.3 1.5

33 39.7 0.9 1.7 0.1 0.1

35 42.1 0.4 0.7 - -

37 44.5 0.1 0.2 - -

39 46.9 0.03 0.07 - -

Total 21.1 27.0 29.0 24.3

TABLE II: The number of XUV photons per second as well as conversion efficiencies for the different harmonic
orders generated in argon at 20 kHz and 100 kHz repetition rate. The pulse energy was 175µJ and 54µJ at the two

repetition rates.
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[26] S. Hädrich, M. Krebs, J. Rothhardt, H. Carstens,
S. Demmler, J. Limpert, and A. Tünnermann, Opt. Ex-
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son, Y. Mairesse, P. Salières, M. B. Gaarde, K. J.
Schafer, A. Persson, S. Svanberg, C.-G. Wahlström, and
A. L’Huillier, Phys. Rev. Lett. 94, 033001 (2005).

[43] B. Henke, E. Gullikson, and J. Davis, Atomic Data and
Nuclear Data Tables 54, 181 (1993).

152



Paper V
Attosecond Pulse Walk-Off in High-Order
Harmonic Generation
D. Kroon, D. Guénot, M. Kotur, E. Balogh, E. W. Larsen,
C. M. Heyl, M. Miranda, M. Gisselbrecht, J. Mauritsson, P. Johnsson,
K. Varjú, A. L’Huillier and C. L. Arnold.
Optics Letters 39, 2218 (2014).





Paper V

Attosecond pulse walk-off in high-order
harmonic generation

D. Kroon,1,* D. Guénot,1 M. Kotur,1 E. Balogh,2 E. W. Larsen,1 C. M. Heyl,1 M. Miranda,1 M. Gisselbrecht,1

J. Mauritsson,1 P. Johnsson,1 K. Varjú,2 A. L’Huillier,1 and C. L. Arnold1

1Department of Physics, Lund University, P.O. Box 118, 22100 Lund, Sweden
2Department of Optics and Quantum Electronics, University of Szeged, Dóm tér 9, 6720 Szeged, Hungary

*Corresponding author: david.kroon@fysik.lth.se

Received January 8, 2014; revised March 5, 2014; accepted March 6, 2014;
posted March 7, 2014 (Doc. ID 204087); published March 31, 2014

We study the influence of the generation conditions on the group delay of attosecond pulses in high-order harmonic
generation in gases. The group delay relative to the fundamental field is found to decrease with increasing gas pres-
sure in the generation cell, reflecting a temporal walk-off due to the dispersive properties of the nonlinear medium.
This effect is well reproduced using an on-axis phase-matching model of high-order harmonic generation in an
absorbing gas. © 2014 Optical Society of America
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processes.
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The nonlinear interaction between a focused high-power
laser beam and a gas target generates broadband light
bursts emitted once every half cycle of the driving field
[1,2]. In the spectral domain, the half-cycle periodicity
and symmetry properties of the target gas result in peaks
centered at the odd-order harmonics of the driving pulse
carrier frequency. The large bandwidth combined with
the coherence of the process, inherited from the gener-
ating field, yields pulses with a time duration on the
attosecond scale [3,4]. The intrinsic synchronization of
the attosecond pulses with the generating field [5]
allows for pump-probe experiments on an ultrafast time
scale.
By cross correlating the attosecond pulse train (APT)

with a weak copy of the generating pulse in a detection
gas, while monitoring the generated photoelectron
spectrum, the phase difference between consecutive
harmonic orders can be extracted [5]. Combined with
a measurement of the relative spectral amplitudes, this
information allows for a reconstruction of the average
time structure of the pulses in the train. This is the
well-known RABITT scheme (reconstruction of attosec-
ond beating by interference of two-photon transition) for
characterization of APTs.
This technique has recently gained a lot of interest

since the comparison of RABITT measurements in differ-
ent systems, for example, different atomic shells, allows
for the determination of their relative photoionization de-
lays [6]. These experiments demand high interferometric
stability, on the order of tens of attoseconds, and require
control of the timing of the attosecond pulses relative to
the fundamental field. In some early implementations
of the RABITT scheme [5,7,8], the probe pulse and the
generation pulse were both propagated through the gen-
eration medium, making it possible to encode the phase
relation between the generating and the probing field into
the recorded electron spectrogram, but at the same time
perturbing the regularity of the pulse train.
In this work, we perform RABITT measurements using

an actively stabilized interferometer. We present an
experimental study of the group delay of the attosecond

pulses relative to the generating field as a function of
the gas density in the generation cell. Our results show
that the detected pulse train advances by almost 200 as,
relative to the fundamental field, as the pressure is
increased by a factor of three. This observation is inter-
preted as a temporal walk-off of the attosecond pulses
due to dispersion in the medium and simulated using
an on-axis phase-matching model.

The experiments were performed with a Ti:Sapphire
femtosecond laser emitting pulses with 20 fs (FWHM) du-
ration, centered around 800 nm, with 1 kHz repetition
rate and a pulse energy of 3 mJ. A beam splitter divides
the laser output into the probe and the pump arm of a
Mach–Zehnder interferometer [see Fig. 1(a)]. The pump
pulse is focused into a 6 mm long cylindrical cell by a
45 cm focal length parabolic mirror. A pulsed gas valve,
synchronized with the laser pulses, releases Ar gas into
the cell where the XUV light is generated. The instanta-
neous gas pressure in the cell is stabilized by monitoring
the background pressure in the chamber and controlling
the valve opening with a feedback loop. The actual pres-
sure in the generation cell is unknown and is assumed to
scale linearly with the background pressure. A 200 nm
thick aluminium filter blocks the fundamental radiation
and acts as an amplitude and phase filter for the har-
monic radiation. The probe arm and the generation
arm of the interferometer are recombined using a holey

Fig. 1. Schematic outline of (a) the experimental setup and
(b) the principle of the measurement. The optical elements
are a beam splitter (BS), a parabolic mirror (PM), a d-shaped
mirror (DM), a metallic filter (MF), a holey mirror (HM), a toroi-
dal mirror (TM), and a delay stage (DS).

2218 OPTICS LETTERS / Vol. 39, No. 7 / April 1, 2014
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mirror, which transmits the XUV APT and reflects the
outer portion of the probe beam. A gold coated toroidal
mirror focuses both beams into the sensitive region of a
magnetic bottle electron spectrometer, where an effusive
gas jet provides argon as the detection gas.
The delay is monitored by forming spatial interference

fringes between the generation beam and probe beam on
the CCD chip of a camera. For this purpose, a small por-
tion of the generation beam is split off with a d-shaped
mirror prior to the metallic filter; for the probe beam
the portion going through the hole in the recombination
mirror is used. A computer program extracts the phase of
the spatial fringes and sends a feedback signal to a piezo-
electric delay stage in the probe arm. Any perturbation of
the optical path length introduced in either of the inter-
ferometer arms is, thus, actively compensated for.
Furthermore, laser beam-pointing drifts, which could
be interpreted as a relative length change of the interfer-
ometer arms, are avoided by active beam-pointing
stabilization before the interferometer. The precision
of the delay stabilization was tested in an out-of-loop
measurement. A comparison between the active delay
stabilization being turned off and on shows that the stan-
dard deviation of the extracted phase delay between the
pump and probe pulses drops from 200 as to 50 as, for a
measurement taken over 400 s.
The experiment consisted of recording spectrograms

of the photoelectron energy as a function of the delay
(τ) between the APTs and the infrared (IR) probe field.
Sidebands appear between the harmonic peaks in the
photoelectron spectrogram due to absorption of a har-
monic (q − 1) and an IR photon, or by absorption of
the next harmonic (q� 1) and emission of an IR photon
[see Fig. 1(b)]. The sideband intensity oscillates as a
function of delay [3], according to

S�τ; q� � A� B cos�2ω�τ − τq��; (1)

where A and B are quantities that depend on the proba-
bility amplitudes of the two processes leading to the
same final state and ω is the fundamental angular fre-
quency. The quantity extracted from the measurement,
τq, is a time offset equal to

τq �
ϕq�1 − ϕq−1

2ω
≈
∂ϕΩ

∂Ω
j
Ω�qω

; (2)

where ϕq�1 and ϕq−1 are the accumulated phases along
the two quantum paths shown in Fig. 1(b). ϕq�1 is the
sum of the phase of the �q� 1�th harmonic field and
the phase accumulated in the two-photon ionization
process [6]. τq can thus generally be written as a sum
of two terms, one representing the group delay of the
average attosecond pulse in the train and a second term
originating from the electronic transition. On the right-
hand side of Eq. (2), the finite difference is approximated
as the derivative of the phase with respect to the angular
frequency, Ω � qω.
Figure 2 summarizes the experimental results pre-

sented in this Letter. Figure 2(a) shows photoelectron
spectra obtained at four different pressures in the
harmonic generation cell. Each of the spectra has been

corrected for the absorption cross section to reflect the
spectral properties of the pulse train. In Fig. 2(b) the
spectral amplitudes of harmonics 15, 19, and 23 are plot-
ted as a function of the background pressure. High-order
harmonics exhibit a greater sensitivity to a pressure
change than low-orders. This leads to a bandwidth
narrowing and a shift of the spectral envelope toward
lower photon energies with increasing pressure. Finally,
Fig. 2(c) shows the spectrally-resolved group delay ex-
tracted from the sideband oscillations, in the energy
range 22–34 eV. The data points were obtained by alter-
nating measurements at a particular pressure and a refer-
ence pressure of 2.5 × 10−3 mbar. The error bars were
estimated by considering the variation in five such con-
secutive measurements. A few important features can be
observed. For a given pressure, the group delay increases
with harmonic order, meaning that high-order harmonics
are delayed relative to low orders (positive chirp). This
behavior indicates that the harmonics are dominantly
generated from short electron trajectories [5,9]. The Al
filter exhibit negative group delay dispersion in this spec-
tral range and partly compensates for the chirp. The
anomalous behavior of sideband 16 can be attributed
to the 26.6 eV, 3s23p6 → 3s3p64p resonant transition to
an autoionizing state [10], affecting the phase of the
two-photon ionization process. Finally, over the entire
spectral range there is a negative shift of the group delay
with increasing generation pressure. Understanding this
effect is the focus of this Letter.

We rewrite τ as ϕp∕ω � ��q� 1�ϕp − �q − 1�ϕp�∕2ω,
where ϕp is the (variable) phase of the probe field. Since
ϕp is related to the phase of the pump field, ϕ1, by a
constant, δ, which does not depend on the generating
conditions and in particular not on the pressure in the
generating medium, we replace ϕp by ϕ1 and Eq. (1)
becomes
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Fig. 2. Summary of the experimental results. (a) Photoelectron
spectra from Ar atoms, ionized by a train of XUV pulses gener-
ated at generation pressures corresponding to 1.5 × 10−3,
2.5 × 10−3, 3.5 × 10−3, and 4.5 × 10−3 mbar background pressure.
An estimate of the spectral envelope, by interpolation between
the peak values, is indicated. (b) Spectral amplitudes of har-
monics 15 (solid circles), 19 (triangles) and 23 (diamonds,
×10) as a function of pressure. (c) Relative group delays at
the same pressures as in (a). The line types and colors match
those in (a). The group delay at sideband order 14 at the
pressure 2.5 × 10−3 mbar has been arbitrarily set to zero.
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S�τ; q� � A� B cos�Δϕq−1 − Δϕq�1 � 2δ�; (3)

where Δϕq � ϕq − qϕ1 is the phase mismatch, i.e., the
relative phase between the generated field and the polari-
zation of the medium at the same frequency (qω). The
phase mismatch is the sum of several contributions. It
includes the phase of the atomic (microscopic) dipole
moment, which is related to the accumulated time the
electron spends in the continuum [5] as well as the
dispersion of the metallic filter. It also includes macro-
scopic contributions from the upconversion process,
such as dispersion in the generation medium and the
Gouy phase due to focusing.
For simplicity, we initially assume that the chirp

induced by the single atom response (“atto-chirp”) is
approximately compensated for by an adequate filter.
We also assume a homogeneous medium of length, L,
and loose focusing, so that the variation of the Gouy
phase can be approximated by a linear term. The first
part of the argument of the cosine function in Eq. (3)
can then be approximated by 2ωτw, with

τw � Δϕq�1 − Δϕq−1

2ω
≈
∂ΔϕΩ

∂Ω
≈
∂ϕΩ

∂Ω
−

ϕ1

ω
: (4)

Equation (4) has a simple physical interpretation. The
right-hand side represents the frequency-resolved tempo-
ral walk-off of the attosecond pulse relative to the half-
cycle of the fundamental field. In the simple case where
absorption can be neglected, Δϕq ≈ ΔkqL∕2, where Δkq
represents the wave-vector mismatch between the gener-
ated harmonic field and the component of the nonlinear
polarization of frequency qω. The harmonics are, on aver-
age, generated in the middle of the medium, which ex-
plains the factor 1∕2. 2τw∕L is then the difference
between the inverse of the group velocity (∂kΩ∕∂Ω) of
the attosecond pulse at frequency, Ω, and the inverse
of the phase velocity at the fundamental frequency
(k1∕ω). In the more realistic case, where absorption is
considered, the effective interaction length depends on
frequency and the temporal walk-off cannot simply be ex-
pressed in terms of velocities, but rather delays.
Including absorption and assuming a 1D geometry

[11,12], the phase mismatch can be expressed as

Δϕq �Δkq
L
2
−arctan

2
4tan

�
Δkq L2

�

tanh
�
κq

L
2

�
3
5�arctan

�
Δkq
κq

�
; (5)

where κq is the absorption coefficient at frequency qω.
Figure 3(a) shows numerical estimates of different con-
tributions to Δkq as a function of frequency, using param-
eters mimicking the experiment (1% degree of ionization,
corresponding to a peak intensity of 1 × 1014 W∕cm2, and
a confocal parameter of 1.3 cm, with the focus in the
center of the 6 mm long cell). The Gouy phase leads
to a pressure-independent positive and approximately
linear term (dashed–dotted line). The wave vector mis-
matches due to dispersion in the neutral medium and be-
cause of the generated free electrons are shown in solid
and dashed lines, respectively. The respective influences
of the three contributions change with varying pressure,

as shown in Fig. 3(b). At low pressures, Δkq is dominated
by the positive Gouy phase contribution. At higher pres-
sures, it becomes more and more influenced by neutral
dispersion, leading to a characteristic decreasing curve.
Figure 3(c) shows Δϕq at three different pressures. The
difference between (b) and (c) arises from absorption,
which influences mainly the low harmonic orders, as well
as from the coherent buildup process itself, when Δkq ≠
0 and the coherence length is less than the medium
length [see Eq. (5)]. The slope of Δϕq changes from pos-
itive when the Gouy phase is the dominant contribution
to Δkq, negative when, instead, dispersion is most impor-
tant. The group delay therefore decreases over the whole
spectral range when the pressure increases, as can be
seen in Fig. 3(d).

Figure 4 shows the results of our 1D simulation. The
model reproduces qualitatively the main experimental
observations. The harmonic spectral envelope shifts
to lower photon energies as the pressure increases
[Fig. 4(a)]. The amplitude exhibits a maximum at the
“phase matching” pressure [13,14], where the phase mis-
match is zero [Fig. 4(b)] and the phase matching pressure
is almost independent of order. Finally, the group delay
decreases by about 80 as from the lowest to the highest
pressure [Figs. 4(b) and 4(c)]. This variation represents
the temporal walk-off of the attosecond pulses relative to
the fundamental field as the pressure is varied. As ex-
plained, it originates from the dispersion properties of
the generating medium and, in particular, the decrease
of the refractive index of argon gas for photon energies
above the ionization threshold. Its magnitude depends
also on the interplay of absorption and phase matching,
limiting the effective generation length. The physical
length of the generation medium which, under our exper-
imental conditions, could be slightly dependent on the
pressure, plays a subordinate role as the accumulated
phase mismatch is determined by the absorption length
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Fig. 3. (a) Contributions to the wave-vector mismatch at a gas
pressure of 44 mbar: dispersion of the neutral Ar gas (solid
line), dispersion of the plasma generated by the driving
pulse (dashed line), and contribution from the geometrical
phase (dashed–dotted line). (b) Sum of all the contributions
at three different generation pressures (dashed–dotted,
27 mbar; dashed, 44 mbar; solid, 80 mbar). (c) Phase mismatch
calculated using Eq. (5). (d) τw, as defined in Eq. (4).
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rather than the physical length of the medium. A more
quantitative description of our experimental results
would require the inclusion of temporal and 3D effects,
which is beyond the scope of this Letter.
In conclusion, we find that, with increasing generation

pressure, the harmonic spectral envelope shifts toward
lower energy and the APT acquires a negative group
delay, which we interpret as a temporal walk-off. Conse-
quently, attosecond pump-probe experiments require not
only mechanical stability but also a constant pressure in
the generation region. Conversely, group delay measure-
ments, such as those presented in this work, give new
insights into the generation process, highlighting the role
of phase matching on the attosecond time scale.
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and Δϕ (blue) of harmonics 17 (solid lines) and 19 (dashed
lines) as a function of pressure. (c) Relative attosecond group
delay, at the same pressures as in (a), including the “atto chirp”
and the metallic filter dispersion.

April 1, 2014 / Vol. 39, No. 7 / OPTICS LETTERS 2221

158



Paper VI
A High-Flux High-Order Harmonic Source
P. Rudawski, C. M. Heyl, F. Brizuela, J. Schwenke, A. Persson,
E. Mansten, R. Rakowski, L. Rading, F. Campi, B. Kim, P. Johnsson
and A. L’Huillier.
Review of Scientific Instruments 84, 073103 (2013).





Paper VI

REVIEW OF SCIENTIFIC INSTRUMENTS 84, 073103 (2013)

A high-flux high-order harmonic source
P. Rudawski,1,a) C. M. Heyl,1 F. Brizuela,1 J. Schwenke,1 A. Persson,1 E. Mansten,2

R. Rakowski,1 L. Rading,1 F. Campi,1 B. Kim,1 P. Johnsson,1 and A. L’Huillier1

1Department of Physics, Lund University, P.O. Box 118, SE-221 00 Lund, Sweden
2MAX-lab, Lunds Universitet, P.O. Box 118, SE-221 00 Lund, Sweden

(Received 12 March 2013; accepted 11 June 2013; published online 9 July 2013)

We develop and implement an experimental strategy for the generation of high-energy high-order
harmonics (HHG) in gases for studies of nonlinear processes in the soft x-ray region. We generate
high-order harmonics by focusing a high energy Ti:Sapphire laser into a gas cell filled with argon
or neon. The energy per pulse is optimized by an automated control of the multiple parameters that
influence the generation process. This optimization procedure allows us to obtain energies per pulse
and harmonic order as high as 200 nJ in argon and 20 nJ in neon, with good spatial properties,
using a loose focusing geometry (f# ≈ 400) and a 20 mm long medium. We also theoretically ex-
amine the macroscopic conditions for absorption-limited conversion efficiency and optimization of
the HHG pulse energy for high-energy laser systems. © 2013 Author(s). All article content, except
where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License.
[http://dx.doi.org/10.1063/1.4812266]

I. INTRODUCTION

High-order harmonics generated by the nonlinear inter-
action of an intense ultrashort laser pulse with atoms or
molecules are now used in many fields of physics. The in-
terest in the generated radiation results from unique features
like tunability over the extreme ultraviolet (XUV) and soft
x-ray (SXR) spectral regions (reaching several keV1, 2), ex-
cellent beam quality,3 and ultrashort pulse duration down
to the attosecond range.4 High-order harmonic generation
(HHG) sources are well established in many research areas
such as attosecond science5 or femtosecond spectroscopy6

and have become interesting for high-resolution imaging,7, 8

free-electron-laser seeding,9 and nonlinear optics in the XUV
range.10, 11

Most applications of HHG sources benefit from har-
monic pulses with high pulse energy. This requirement is
difficult to achieve due to the low conversion efficiency of
the generation process. Since the discovery of the HHG pro-
cess over two decades ago,12, 13 its conversion efficiency has
been progressively improved by optimizing the macroscopic
phase-matching conditions and the microscopic single atom
response. High-order harmonic generation has been carried
out in different conditions, such as high-pressure jets,14 gas
cells,15 semi-infinite media, and capillaries.16 Phase-matching
optimization using loosely focused (possibly self-guided)
fundamental fields has led to conversion efficiencies of ∼10−7

in neon,15 ∼10−5 in argon,17 and slightly below 10−4 in
xenon.18, 19 By modifying the generation field, e.g., by com-
bining the fundamental field with one or more of its harmon-
ics, the microscopic single atom response has been controlled
on the subcycle level leading to enhanced HHG signals and/or
generation of even-order harmonics.20–22

In this article, we describe a high-flux HHG source
operating in the photon energy range up to 100 eV. The HHG

a)Electronic mail: piotr.rudawski@fysik.lth.se

setup is designed to work in a loose focusing geometry (up to
5 m focal length) and is driven by a high energy femtosecond
laser system delivering up to 100 mJ per pulse. The optimiza-
tion of the signal is performed using an automated scan of
the main parameters that contribute to phase-matching (e.g.,
driving pulse intensity, gas pressure, etc.). Using this tech-
nique we have obtained a total energy per pulse in argon of a
microjoule and a few hundred nJ in neon, in a geometry with
an f-number f# = f/D ≈ 400 and f# ≈ 133, respectively,
and a 20 mm long gas cell. Beam profiles were measured
using an XUV-camera and the coherence properties were
estimated in a Young’s double-slit experiment. The article is
organized as follows. Section II presents theoretical con-
siderations for HHG under loose focusing. The HHG setup
together with the methods for characterization and opti-
mization are described in Sec. III. Results obtained with the
high-energy, ultrashort laser system at the Lund Laser Centre
are presented in Sec. IV. Section V presents a summary of
the work and a discussion about scaling to extremely long
focal lengths.

II. MODEL FOR LOOSE FOCUSING HHG

High-order harmonic generation with high conversion
efficiency requires optimization of both the microscopic
and macroscopic properties of the process. The microscopic
response is well described by a semi-classical three-step
model.23, 24 In every half-cycle of the driving wave, electrons
can tunnel through the distorted atomic potential barrier, be-
ing then accelerated in the intense laser field. Depending on
the release time into the continuum, the electrons may return
to the parent ion and recombine, emitting an XUV photon.
The trajectories of these electrons can be divided into two
groups called short and long, depending on the excursion time
in the continuum. HHG requires laser intensities in the range
of 1014 W/cm2–1015 W/cm2 depending on the selected gas.

0034-6748/2013/84(7)/073103/7 © Author(s) 201384, 073103-1
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Macroscopically, the total HHG signal is a coherent sum
of the photons emitted from different atoms in the medium.
For a given harmonic order q, constructive addition occurs
along the propagation direction over the so-called coherence
length Lcoh = π /�k. Here, �k = qk1 − kq is the wave-vector
mismatch along the propagation direction between the gener-
ated field and the laser-induced polarization at frequency qω.
In order to maximize the coherence length, the wave-vector
mismatch must be minimized. In a non-guiding focus geom-
etry this can be done through the interplay between the four
sources of wave-vector mismatch,

�k = �kg
︸︷︷︸

<0

+ �kn
︸︷︷︸

>0

+ �kp
︸︷︷︸

<0

+ �kd
︸︷︷︸

< 0 for z < 0
> 0 for z > 0

. (1)

The negative contribution �kg originates from the
Gaussian beam phase gradient along the propagation direc-
tion (z). �kn and �kp describe the neutral and free-electron
dispersion which have opposite sign and are proportional to
the gas pressure. To explicitly outline this linear dependence,
we write �kn, p = p ∂(�kn, p)/∂p, where the partial derivative
is now pressure independent in the following. �kd is the
gradient of the so-called dipole phase which is proportional
to the intensity gradient and is small for the short trajectories
but large for the long ones.25

Under our experimental conditions, the short trajectories
dominate the HHG process. If only these trajectories are con-
sidered in Eq. (1), the dipole phase contribution can be ne-
glected and the wave-vector mismatch can be minimized by
canceling the plasma dispersion and Gaussian beam phase
gradient with the neutral dispersion. For a fixed generation ge-
ometry, the degree of ionization in the medium determines the
pressure, pmatch, for which the system is phase matched.26, 27

For each harmonic order, pmatch is defined as

pmatch = − �kg

∂(�kn)
∂p

+ ∂(�kp)
∂p

. (2)

For a given medium, harmonic order, and focal length,
the only variable parameter is the free-electron contribution
which is proportional to the degree of ionization (∂�kp/∂p
∝ rion), and consequently can be adjusted by changing the
laser intensity. The equation requires the intensity to be low
enough so that the contribution due to neutral dispersion dom-
inates over the free-electron dispersion. This defines a maxi-
mum ionization degree (rmax

ion ), typically a few percent, above
which phase-matched generation is not possible.

Figure 1 shows the variation of pmatch in argon as a func-
tion of the degree of ionization for three harmonic orders and
two different focusing geometries. pmatch tends towards infin-
ity when rion reaches rmax

ion . At low degree of ionization, the
phase-matching pressure varies little both with pressure and
with harmonic order. Considering that the dipole response is
highest at the highest intensity, one could assume that the
most efficient generation is possible at high pressures and
at intensities that support an ionization degree around rmax

ion .
High intensities, however, lead to steep gradients of rion in
the longitudinal and radial directions within the generation
volume, confining phase-matched generation to a small vol-
ume and leading to transient phase-matching.27 In spite of a

FIG. 1. Phase matching pressure in Ar as a function of ionization degree for
different harmonic orders, q, and different focus geometries f# = 100, blue,
and f# = 400, red. The central wavelength is 800 nm and the generation cell
is placed at the focus of the fundamental beam.

higher single atom response at high intensity, those effects
can reduce the overall efficiency. An optimum ionization de-
gree should assure phase-matched HHG over a broad band-
width and a large volume. The ionization level should be such
that the phase-matching pressure is approximately constant
for a broad range of high-order harmonics, potentially leading
to short and intense attosecond pulses. This phase-matching
bandwidth increases with decreasing ionization degree yet at
the same time the single atom response as well as the con-
version efficiency decrease. As a rule of thumb, the optimum
value for the ionization degree can be taken as ∼rmax

ion /2 for
the highest harmonic in the considered HHG bandwidth. Un-
der the conditions of Figure 1, this corresponds to ∼2% ion-
ization and a laser intensity of ∼1.1 × 1014 W/cm2.

When the coherence length, Lcoh, is maximized, the har-
monic emission is limited by re-absorption in the generation
gas. The absorption length, Labs, is defined by

Labs(p) = kT

pσion
, (3)

where k is the Boltzmann constant, T the temperature,
and σ ion the ionization cross-section. Following the ar-
gumentation of Constant et al.,28 the harmonic yield is
then maximized when the medium length, Lmed, is at least
three times the absorption length. This allows to define an
optimum medium length under phase-matched conditions,
L

opt
med = 3Labs(pmatch). For example for the 21st harmonic in

Ar, and f# = 400, T = 300 K, σ ion = 2 × 10−21 m2, pmatch

≈ 5 mbar, and consequently L
opt
med should be chosen to be at

least 12 mm.
For high-energy laser systems, an increase of the

absorption-limited HHG intensity can be achieved by scal-
ing up the f#, i.e., by increasing the focal length for a certain
initial beam diameter. The conversion efficiency can be held
constant when changing the focal length if the laser pulse en-
ergy, the gas pressure, and the medium length are scaled ap-
propriately. Using Gaussian optics and Eqs. (2) and (3), we
derive the following scaling relations: Ef (laser energy) ∝ f 2

in order to keep the same intensity at focus, pmatch ∝ 1/f 2 since
�kg ∝ 1/f 2, and Lmed ∝ f 2. This ensures constant conversion
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FIG. 2. Scaling of the phase matching pressure and the required laser pulse
energy with focal length (or f#) for different ionization levels in argon. The
corresponding minimum laser pulse energy required is shown in red. For the
simulations, the following parameters were used: beam diameter before fo-
cusing: D = 10 mm, gas cell position: at the focus, central wavelength of
800 nm, harmonic order q = 21. The required pulse energy was calculated
assuming a peak intensity of 1.5 × 1014 W/cm2 and a pulse length of 45 fs.

efficiency, independent of the focusing geometry,27 and the
harmonic energy Eh ∝ f 2.

Figure 2 illustrates these scaling relations in the case of
argon, with the following parameters: 800 nm wavelength, a
45 fs pulse duration, an intensity of 1.5 × 1014 W/cm2 at fo-
cus, and an initial beam diameter of 10 mm. A laser pulse
energy of 10 mJ requires a focal length of approximately 5 m
and a generation pressure of a few mbar to efficiently generate
harmonics.

III. HIGH-ORDER HARMONIC EXPERIMENTAL SETUP

Our HHG setup consists of three sections: generation, di-
agnostics, and application (see Figure 3). The sections are
connected by vacuum tubes with a diameter φ = 40 mm.
The generation section is mounted on stiffly connected op-
tical tables. The diagnostics section together with the applica-
tion chamber are mounted on a rail system. This allows us to
adjust the distance between the vacuum chambers depending

on the focusing geometry in order to avoid damage of optical
elements placed after the generation by the fundamental laser
field. It also provides vibration isolation and high stability.

High-order harmonics are generated by loosely focusing
a high energy laser beam into a noble gas. The fundamen-
tal laser beam is apertured down by a variable diameter iris
(I), typically between 9 and 30 mm and focused by a lens
(L). Control of the beam size allows for re-adjustments of
the focusing geometry (f#) as well as laser energy and in-
tensity distribution at focus. Thus it allows us to optimize
phase-matching in a simple way. Directly after the focusing
optics, the beam enters the generation chamber. The entrance
UV fused silica window is mounted at a small angle to avoid
back propagation of the reflected light to the laser system.
The beam propagates inside a 100 mm diameter vacuum tube
and is folded by mirrors (M) mounted on small breadboards
placed in 6-way crosses. Alternatively, the laser beam can be
focused by a mirror at near-normal incidence placed in one
of the vacuum crosses. The focused beam interacts with the
noble gas confined in a cell (PGC). The cylindrical cell has
a diameter of typically 0.5 mm and a length between 3 mm
and 20 mm. The gas is released at the repetition rate of the
laser by a valve29 driven by a piezo-electric actuator and syn-
chronized with the laser pulse. The opening and closing times
are optimized for maximum harmonic signal. Simulating the
gas distribution in the cell, we found a small pressure gradient
from the middle of the cell, where the gas is injected, towards
the ends of the cell, where the pressure abruptly drops. The
cell is mounted on an XY motorized stage. Additionally, two
motorized actuators control the tilt of the cell with respect
to the incoming beam. In order to optimize the position of
the cell relative to the laser focus the gas cell is additionally
placed on a 6 cm long-range translation stage moving along
the propagation direction (Z).

The generation chamber is designed to work simultane-
ously with up to two gas cells. The cells can be mounted
in parallel or in series. The parallel configuration allows
for the generation of two independent harmonic beams30

while the serial configuration can be used for the enhancement
of the HHG process using low-order harmonics generated in
the first cell.22 In both configurations, the generated harmonic
beam propagates collinearly with the fundamental radiation in
vacuum (10−6 mbar) to the diagnostics chamber. Elimination

FIG. 3. HHG setup in the 4 m focusing configuration; L - focusing lens, I - iris, M - folding mirrors, PGC - pulsed gas cell, F - aluminum filters, RM - rotating
mirror, XS - XUV spectrometer, VS - VUV spectrometer, and XCCD - XUV CCD camera.
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FIG. 4. High-order harmonic spectra in argon (a) and neon (b) gas. The pulse energy per individual harmonics, shown as dots, was obtained by combining total
energy measurements with the spectral response from the XUV spectrometer.

of the fundamental is achieved by using 200 nm thick alu-
minum filters (F). The filters are mounted on a manual trans-
lation stage placed at the entrance of the diagnostics chamber,
and controlled from the outside of the vacuum chamber.

The alignment of the setup is based on the beam position
at the entrance iris and a reference point inside the diagnostics
chamber. The precise alignment of the gas cell with respect
to the laser beam is done by motorized control of the cell’s
four axes (XY and two tilts). The reference point and gas cell
are monitored by cameras equipped with variable focal length
objectives.

At the center of the diagnostics chamber, a gold-coated
flat mirror (RM) mounted on a rotation stage is used to send
the XUV beam to the different instruments or, when the mir-
ror is removed, towards the application chamber (Fig. 3).
The HHG spectra are measured by a flat-field grating spec-
trometer (XS, Jobin-Yvon PGM-PGS 200). The spectrome-
ter detects spectrally-resolved far-field spatial profiles of in-
dividual high-order harmonics in the XUV spectral range.
Low-order harmonics are detected using a vacuum ultravio-
let monochromator (VS, McPherson 234/302). The vacuum
ultraviolet spectrometer is equipped with an MCP detector
coated with CsI allowing HHG diagnostics in a range from 50
to 250 nm. Additionally, spatial profiles and energy measure-
ments are carried out using a back-illuminated XUV-CCD
(Andor iKon-L) camera (XCCD). To attenuate the HHG beam
for these measurements we use one or two 200 nm thick alu-
minum filters.

IV. RESULTS

This section presents measurements of high-order har-
monics generated in argon and neon. The driving laser sys-
tem is a high-power Ti:Sapphire chirped-pulse-amplification-
based laser system delivering 45 fs pulses with up to 100 mJ
energy at 10 Hz repetition rate. Before compression, the laser
beam is spatially filtered with a conical pinhole mounted in a
vacuum chamber. The pinhole waist, approximately 500 μm,
is placed in a focal plane of a 1.7 m focal length lens. The
laser beam diameter is 30 mm at the entrance to the har-

monic setup. The laser beam position and angle are actively
stabilized.

Figure 4 presents typical integrated harmonic spectra for
(a) argon and (b) neon, recorded by the XUV spectrometer.
The driving laser beam, with 20 mJ energy in case of argon
and 24 mJ in case of neon, was focused by a 4 m lens in a
20 mm long cell. The HHG cut-off energy is 45 eV (29th
harmonic) in argon whereas in neon it reaches 91.5 eV
(59th harmonic). Under these conditions the total measured
harmonic energy per laser shot is 1.15 μJ for argon and
0.23 μJ for neon. These values correspond to conversion ef-
ficiencies of 5 × 10−5 for argon and 8 × 10−6 for neon. Due
to the high sensitivity of the XUV camera to the infrared radi-
ation, the harmonic beam energy is measured within the alu-
minum filter’s transmission window, i.e., between 14 eV and
71 eV, corresponding to harmonic orders between 11 and 45.
The measurement procedure, similar to the one described by
Erny et al.,31 is based on XUV-CCD recorded background-
subtracted images. The images are integrated to obtain the
total number of counts. The total number of photons is es-
timated based on a calibration curve from the manufacturer.
The individual harmonic energy is obtained by multiplying
the total HHG beam energy with the relative intensity of each
harmonic measured by the spectrometer. The spectrum is cor-
rected for the folding mirror reflection (based on data from
Henke et al.32), the grating efficiency, and the measured alu-
minum filter transmission. The estimated pulse energy per
harmonic is shown as dots in Figure 4. The most promi-
nent harmonic, both in argon and neon is the 21st harmonic
(32.5 eV). Its energy is 250 nJ in argon and 30 nJ in neon.
These values are comparable to previous results obtained by
Takahashi et al.15, 17

To find the optimum high-order harmonic energies an au-
tomated optimization procedure was carried out. This proce-
dure is briefly summarized here. The important parameters to
control are: fundamental beam energy and diameter (before
focusing), gas pressure, and gas cell position relative to the
laser focus. The energy of the fundamental beam is varied by
an attenuator consisting of a half-wave plate mounted on a
motorized rotation stage and a polarizer. We use a motorized
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FIG. 5. Intensity of the 21st harmonic generated in argon as a function of driving laser energy and generation gas pressure. The measurements were carried out
for a gas cell placed at the laser focus for three iris sizes: (a) φ = 22 mm, (b) φ = 24 mm, and (c) φ = 32 mm. The values of a harmonic intensity between the
measured points, shown as black dots, were interpolated.

variable iris to change the diameter of the fundamental beam
before focusing. The distance between the center of the cell
and the fundamental beam waist is varied by moving the cell.
Finally, the gas pressure in the cell is adjusted by controlling
a voltage applied to the cell nozzle’s piezoelectric disks. We
record a set of harmonic spectra while varying these four pa-
rameters in an automated way. Either the total HHG energy
or the energy of a single harmonic can be optimized. Our op-
timization procedure allows us to routinely obtain HHG ener-
gies at the level of several hundred nJ in argon and a few tens
of nJ in neon.

An example of the automated optimization is presented
in Figure 5, where we investigated the dependence of the in-
tensity of the 21st harmonic generated in argon as a func-
tion of the laser energy and gas pressure for three iris diam-
eters. The signal is normalized to the maximum obtained for
21st harmonic. The recorded data show that for increasing iris
size (decreasing f#), the required laser energy decreases and
the phase matching pressure increases in agreement with our
model prediction (see Fig. 1). Similar optimization in neon
shows, as expected, a higher pmatch. The optimum iris diam-
eter corresponds to the longest Rayleigh range (the highest
f#) for which the phase-matching conditions can be achieved,
while keeping a high enough intensity at focus. It assures the
highest HHG beam energy as is shown in Sec. II.

Figure 6(a) shows the spatial profile of high-order har-
monics generated in argon and transmitted through an alu-
minum filter. The corresponding orders are between 11 and

45. The back-panel shows that the intensity distribution is al-
most perfectly Gaussian. Similar high quality Gaussian beams
were generated in neon. The high spatial quality of the gen-
erated beams is due partly to the spatial quality of the driving
beam, and partly to optimized phase-matching along the prop-
agation axis. In our conditions, IR and XUV beams distortion
due to nonlinear and plasma effects are negligible.

The generated beams divergence carries information
about the contribution from the electronic trajectories. The
divergence of the “short trajectory” harmonic beam is usu-
ally much smaller than for the “long trajectory” harmonics.
For the 21st harmonic generated in argon, the divergence of
the beam resulting from the long trajectory is 14 times higher
than that from the short trajectory.36 The different divergence
is a consequence of a larger accumulated phase on the long
trajectories. The analysis of the harmonic beam divergence
shows that the main contribution to HHG in our conditions
comes from the short trajectories. The contribution from the
long trajectories is visible on the analyzed CCD images as a
weak background.30

To estimate the spatial coherence of the HH beam, we
performed a double-slit experiment. The degree of coherence
of the HHG beam can be estimated from the fringe contrast in
the diffraction pattern.33, 34 The slits used in this experiment
had a width of 40 μm, a slit separation of 400 μm, and were
located 1.5 m from the source. Figure 6(b) shows a cross-
section of the double-slit diffraction pattern obtained with a
single shot exposure. The experimental data were fitted with

FIG. 6. (a) Spatial profile of the harmonic beam generated in Ar by focusing fundamental radiation with 2 m focal length lens into a 10 mm long cell, recorded
with an x-ray CCD camera. The back-panel shows the cross-section of the beam (gray, dotted line), and a fitted intensity distribution (blue, dashed line),
(b) Diffraction pattern created in a double-slit experiment, experimental data (blue, solid line), and fitted intensity distribution (red, dashed line).
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a theoretical intensity function formed by the sum of diffrac-
tion patterns of the different harmonic wavelengths within the
transmission window of the filter. The best fit was found with
a degree of coherence of 0.8, in good agreement with previous
measurements.35

V. SUMMARY AND OUTLOOK

We have developed a high-energy HHG setup, working in
a loose focusing geometry, generating a total energy per laser
pulse of a microjoule in argon and a few hundred nJ in neon.
The source is designed for future studies of nonlinear pro-
cesses in the XUV spectral range. The high harmonic pulse
energies together with their high spatial coherence allow us
to reach high peak intensities. For example, an intensity of 2
× 1014 W/cm2 per harmonic pulse could be reached by fo-
cusing the HHG beam generated in argon using a broadband
grazing-incident mirror, assuming a 3 μm focal spot size, 20
fs duration, and 30% transmission after reflection and filtering
by an Al filter.

Our theoretical analysis of phase-matching in the
absorption-limited case provides a simple guide for scaling
HHG properties to high laser energies. For example we esti-
mate that with Ef = 1 J, f = 50 m, p = 0.01 mbar, and Lmed

= 6 m, harmonic pulses with energy as high as 70 μJ could
be reached.

Further increase in energy could be achieved by mod-
ifying the single atom response, e.g., using a double-cell
scheme.22 Our current beam line includes the option to drive
the HHG process with two cells or to use an interferometric
setup in order to combine the fundamental with itself, its sec-
ond or third harmonic (ω/ω, ω/2ω, and ω/3ω), thus providing
a large range of options for modifying the driving field.

Our experimental results combined with the above con-
siderations show that HHG has the potential to provide in-
tense ultrashort pulses reaching the intensity levels required
for nonlinear experiments in the XUV spectral range.
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1. Aim of the CDR  
 
The aim of the CDR is specified below: 

Preparing a conceptual design of the gas HHG beamline to be driven by the SYLOS 
laser of the ELI-ALPS facility with the driver source parameters provided in two 
phases: phase 1: 1 kHz, ~30 mJ,  <10 fs, CEP stabilized, phase 2: 1 kHz, ~100 mJ,  <5 
fs, CEP stabilized. If isolated attosecond pulses cannot be produced with the given 
parameters, gating techniques have to be foreseen. Characterization of the produced 
attosecond pulses has to be included. The design should address the question of HHG 
source development needs vs. user availability and that both types of experiments will 
have to be performed during facility operation. The design also involves a planned 
layout, laboratory space and supply requirement estimates, and a full equipment list 
including necessary diagnostic equipment. 

Additional information was provided by ELI-ALPS during the confection of this CDR:  

• Estimated laser beam diameter: 30 mm 
• Estimated laser spatial profile quality: M2= 1.1   
• Damage threshold for mirrors: 200 mJ/cm2 for phase 1 and 500 mJ/cm2 for phase 2 

The performance of the laser for the two phases is summarized in Table 1. 

 Pulse energy 
(mJ) 

Pulse duration 
(fs) 

 estimated beam 
diameter  

(mm) 

repetition rate 
(kHz) 

Average power 
(W) 

phase 1 30 <10 30 1 30  
phase 2 100 <5 30 1 100  
 
Table 1: SYLOS laser parameters. 

 
 
 

1 
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2. System overview and general requirements 
 
The main layout of the proposed setup is shown in Figure 1. The system is separated into four 
units connected by vacuum tubes. The distances between the individual units can be changed 
in order to ensure the optimum performance of the system in its different phases (viz. phase 1 
and 2). In the following, we make a few general comments on the laser beam requirements, 
followed by a brief overview of the system while a more detailed description of the individual 
units is given in Section 3.  
 

 
Figure 1: System overview and vacuum specifications. The given distances are labeled as follows: L0: 
space before the first focusing/folding chamber to center of this chamber; L1: center of first 
focusing/folding chamber to center second focusing/folding chamber; L2: center of second 
focusing/folding chamber to HHG cell center; L3: HHG cell center to center of interferometer 
chamber; L4: center of interferometer chamber to end of the beamline (including characterization & 
application area). 

 
The large scale of the system and the extreme laser parameters set high requirements for beam 
propagation and focusing, and on the reflective optics. Due to the high average power, a very 
good heat transfer management has to be ensured for all optics in the beam path. The long 
beam propagation distances will require high beam pointing stability. Since the distance from 
the laser output to the beamline is not defined, we define the pointing stability as a lateral 
displacement of the center of mass of the beam at the generation or application point, which 
should be kept below 100 μm. If such stability is not provided by the laser, an active beam 
pointing stabilization system should be implemented before entering the HHG setup. Further, 
variation of the pulse energy should be possible. The presented setup requires an s-polarized 
(vertically polarized) laser field (see also Section 3.3). A number of alignment cameras have 
to be foreseen along the beamline. As a minimum, we suggest two points to be imaged for 
alignment: one in unit 4 (as described in Section 3.4) and another which images the entrance 
of the gas cell in unit 2. Both cameras can be mounted outside the vacuum system and image 
through viewports.   

2 
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After the compressor, the laser beam should propagate under vacuum into a first vacuum 
chamber at unit 1 where it can pass an optical setup modifying the beam for gating purposes 
(Section 3.2). Alternatively it can enter at unit 2 (in this case, the gating setup would be 
located here), depending on the focusing geometry. Another vacuum chamber at unit 1 
contains a focusing mirror and beam folding mirror(s). The second part of the beam folding 
setup is located in the first vacuum chamber at unit 2 which is connected to another chamber 
which acts as an entrance to the HHG gas cell. The HHG cell is located at the center of unit 2 
at the focus of the laser beam. Another vacuum chamber acts as the exit from the HHG cell. 
Both entrance and exit chambers ensure differential pumping between the gas cell and the 
connecting beamline tubes. The fundamental and harmonic beams co-propagate to unit 3 
which contains an interferometric setup as well as filters in order to be able to 

(i) separate the fundamental and harmonic beams,  
(ii) adjust the time delay between the fundamental and attosecond pulses, 
(iii) filter the harmonic spectrum, and 
(iv) possibly compress the attosecond pulses. 

Unit 4 contains spectrometers and detectors to temporally, spectrally and spatially 
characterize the produced pulses. From unit 4, the generated attosecond pulses can be sent to 
user setups. 
Besides the general layout, Figure 1 specifies upper limits for the vacuum pressure. Due to the 
relatively long beam propagation distances, the pressure inside the straight tube sections has 
to be kept at least below 5·10-5mbar. The HHG cell pressure is discussed in Section 3.1. The 
pressure at unit 4 should be seen as an upper limit for the characterization chamber. 
Depending on the application, a much lower pressure might be necessary in the application 
chamber. 
In the following, we give a detailed description of our design, in four sections: Focusing and 
HHG cell, Gating, Interferometer, and Characterization.  

 
3 Detailed description of the design 

3.1 Focusing & HHG cell 
 
The HHG beamline is based on a loose focusing concept allowing for the generation of 
attosecond pulses with high efficiency. Phase matching considerations suggest a long, non-
guiding generation medium with low density1. The concept upscales well-known HHG 
beamline design considerations at much shorter focal geometries where short gas cells are 
typically used.   

 

1 Heyl, C. et al., J. Phys. B, 45:074020 (2012). 

3 
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Figure 2: Focusing and gas cell layout. As an example, a beam folded into three sections (N = 3) is 
shown. 
Focusing layout 
 
We consider two different operation modes which imply different system optimization 
parameters in order to achieve single attosecond pulse generation (operation mode 1) or 
highest possible XUV flux (operation mode 2). 
Operation mode 1, which is based on ionization gating2 (Section 3.2), requires an intensity 
which is approximately one order of magnitude higher than for operation mode 2. We 
therefore consider different focusing geometries for the two operation modes in order to 
achieve the best efficiency. Further, different focusing geometries are considered for phase 1 
and phase 2. In the suggested design, a switch between the two modes is possible by changing 
the focal length and the cell length (Lcell), while adjusting the number of beam folding 
sections to keep the distances between the units fixed. In order to allow for very loose 
focusing geometry while limiting the total size of the system, the focused laser beam can be 
folded, as shown in Figure 2. Instead of folding the focused beam, a telescope setup could be 
used to reduce the beam size and reach a loose focusing geometry over a shorter distance. The 
main limitation in both configurations, which imposes the length of the focusing section L1, is 
the intensity at the last optical element before the focus. A telescope setup does not provide 
any major advantages, but might complicate changing the focal geometry. We therefore 
suggest focusing with long focal length optics and folding the focused laser beam. In addition, 
a variable aperture should be placed before the focusing optics, to fine tune the focusing 
geometry. If the estimated beam quality parameter for the laser cannot be achieved, we 
suggest implementing adaptive optics (e.g. a mirror before the focusing element as well as a 
wave front sensor behind) to compensate for non-perfect focusing of the laser beam in the gas 
cell.  
 
Generation cell 
 
The generation cell consists of a straight tube, mounted between an entrance and an exit 
chamber. The beam enters and exits the cell through a short tube section with a diameter of a 

2 Ferrari, F. et al., Nature Photonics, 4:857 (2010). 
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few millimeters. We suggest using two short tube sections instead of simple pinholes in order 
to improve the differential pumping situation between the cell and the vacuum tubes. The 
width of the short tube sections (as well as of the cell in general) has to be chosen large 
enough to avoid clipping the laser beam, taking into account beam pointing fluctuations 
which are difficult to estimate at the current status. For differential pumping purposes and in 
order to limit the gas flow into the long connecting tube section along L1, another thin tube 
section should separate the HHG cell entrance chamber and the last folding mirror chamber. 
A fourth thin tube section after the HHG cell exit chamber ensures a low gas pressure in the 
tube along L3.   
All chambers of unit 2 (including the HHG cell) should be mounted on a rail system. The cell 
itself consists of either several tube sections or alternatively, a long bellow. Changing the cell 
length simply requires a movement of entrance and exit chamber plus adjustment of the 
relevant tubing. Further, the exact position of unit 2 can easily be adjusted by moving the 
entire unit on the rail system. In the current design, considering the very loose focusing 
geometry, we expect only a very weak dependence of the generated XUV emission on the 
focus position. The focus is therefore placed in the center of the gas medium. Furthermore, 
due to this geometry, we expect that phase matching can be achieved without using quasi 
phase matching techniques or a guiding cell geometry. We therefore suggest a gas cell 
geometry with constant pressure and constant diameter that exceeds the size of the focused 
beam.  
Pressure and gas cell length were estimated by scaling up known experimental parameters at 
much shorter focusing geometries3 as well as by theoretical simulations. The given gas 
pressure should be considered as an approximate value, which should to be adjusted once the 
system is in operation. The gas pressure depends not only on the focusing geometry, but also 
on other parameters like the gas type (typically xenon, argon, neon, helium), the laser 
intensity, and the generated wavelength of interest.   
 
System parameters 
 
The estimated system parameters are listed in Table 2. The focal length for operation mode 1 
(operation mode 2) was calculated considering a peak intensity around 5·1015 W/cm2 (5·1014 

W/cm2), for a perfectly focused Gaussian beam. The required intensities for both operation 
modes are typically less than these values. We consider higher values in order to take into 
account non-perfect focusing.  
 
 

3 Heyl, C. et al., J. Phys. B, 45:074020 (2012).  
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phase 1 
Operation mode 1 ~12 4,9  2 1,7 0,16 26 2 75 2 
Operation mode 2 ~36 4,9  7 1,7 1,4 170 6 25 0,2 
phase 2 
Operation mode 1 ~30 12,2  2 5 1 82 6 30 0,3 
Operation mode 2 ~90 12,2  7 5 9 428 15 10 0,03 
 
Table 2: Main system parameters for the different phases and operation modes. 

The folding geometry was chosen in order to  
(i) minimize L1 while keeping the peak fluence at the last folding mirror below the 

damage threshold values provided in Section 1,  
(ii) ensure easy conversion4 between operation mode 1 and 2, and 
(iii) keep the focal length as long as possible in order to maximize the XUV flux. 

The system layout can also accommodate intermediate situations between the two modes, by 
changing the number of folding sections and gas cell length.  
As an estimate for the damage threshold, we assume the maximum peak fluence values given 
in Section 1. Two different values are considered since a further mirror development between 
phase 1 and phase 2 is planned. We further note that the peak fluence should only be seen as 
one limiting factor. Thermal load due to the very high average power must also be considered. 
The folding geometry as well as the length L3 were calculated considering the above 
mentioned peak fluence values, assuming a 45º angle of incidence at the interferometer (see 
Section 3.3).  
The conversion efficiency depends on the generation gas. In argon, for example, for operation 
mode 1 we expect a conversion efficiency for each harmonic order of ~10-5. For operation 
mode 2, where a continuum spectrum is generated, we expect a conversion efficiency of ~10-6 
into the plateau region. Using lighter gases (Ne or He) which enable to achieve higher photon 
energies, the conversion efficiency is approximately one order of magnitude less. 
 

3.2 Gating 
 
Single attosecond pulse (SAP) generation requires the confinement of the high-order 
harmonic emission to only one half-cycle of the IR field (1.3 fs). We propose to use ionization 
gating5 as the main technique for both phase 1 and phase 2, based on the high laser intensity 

4 Conversion between operation modes requires changing the focusing optics, number of folding sections, and 
gas cell length, without changing the distances between the units.  
5 Ferrari, F. et al., Nature Photonics, 4:857 (2010). 
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and the short pulse duration of the source. The required peak intensity for ionization gating is 
well above the saturation intensity, at which most of the medium ionizes. In this regime, the 
field strength increases rapidly in the rising edge of the pulse, resulting in a steep ionization 
front. Only one half-cycle contributes significantly to HHG, whereas the generation from the 
following sub-cycles is suppressed due to depletion of the generation medium. There are two 
main requirements for the ionization gating technique:  

(i) Short pulse duration and high laser intensity in order to allow for efficient HHG 
during only one half-cycle of the laser. 

(ii) Selection by spectral filtering of the continuous part of the HHG spectrum. 

Requirement (i) is easily achieved by the performance of the laser system. In operation mode 
1 the intensity in the gas cell largely exceeds that necessary for HHG. The description of the 
focusing geometry required for this operation mode for both phases was presented in Section 
3.1. Requirement (ii) can be achieved either by using metallic filters (Section 3.3) or 
multilayer mirrors (Section 3.4).  
As an alternative method for SAP generation in phase 1, we propose the Double Optical 
Gating (DOG)6 technique, which combines polarization gating7 and two-color HHG. The 
basic idea of polarization gating is that the fundamental field is made elliptical during most of 
the pulse except during a short time at the center of the pulse, thus suppresing HHG. Using a 
combination of fundamental and its second harmonic, attosecond pulses are generated in one 
half-cycle of the fundamental field8. The DOG technique requires thin transmissive optics 
(less than 0.5 mm to keep the B-integral below 1 in phase 1) making it unsuited for phase 2. 
 

 
Figure 3: Double optical gating setup, from ref.9. QP1 and QP2 - quartz plates, BBO – barium borate 
crystal. 
 
A DOG setup can easily inserted in the fundamental beam. Since it uses transmission optics, 
dispersion precompensation is required.  
The experimental setup (Figure 3) includes two quartz plates (QP1 and QP2) and a barium 
borate crystal (BBO). The first quartz plate (QP1), with optical axis at 45° with respect to the 
incoming pulse, creates two orthogonally polarized and delayed components. When the two 
components overlap, the polarization is circular. The second quartz plate (QP2) combined 
with the BBO crystal act as a quarter waveplate, changing the linearly polarized part into 

6 Mashiko et al. Phys. Rev. Lett. 100:103906 (2008). 
7 Tcherbakoff et al. Phys. Rev. A 68:043804 (2003). 
8 Mauritsson et al. Phys. Rev. Lett. 97:013001 (2006). 
9 Sansone et al. Nat. Phot. 5:655  (2011). 
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circularly polarized and vice versa. The type I BBO crystal generates the second harmonic. 
Fine tuning of the sub-cycle delay is achieved by tilting the second quartz plate.  
 

3.3 Interferometer 
 
After HHG, the fundamental IR field must be separated from the harmonic beam. One way of 
efficiently doing so is by using fused silica plates with antireflection (AR) coatings for the 
infrared10. By using these plates near grazing incidence, the harmonic spectrum is reflected 
while the IR field is transmitted. Depending on the application, the harmonic spectra might 
need to be further filtered to remove low-order harmonics or to select cutoff spectral region in 
order to generate single attosecond pulses. This can be achieved through the use of thin 
metallic filters whose thickness and material composition determine the transmitted 
bandwidth11. These filters can also provide some temporal compression of attosecond pulses 
by compensating intrinsic HHG chirp12. The time duration of the attosecond pulses can be 
measured by cross correlation using a fraction of the residual IR field, with a variable delay 
relative to the attosecond pulses, as described in Section 3.4. We propose a compact (40 cm × 
20 cm) interferometer to separate the harmonic spectrum from the IR, filter appropriately the 
spectrum, and combine the IR and XUV pulses with a controlled time delay. A schematic of 
this setup is shown in Figure 4. 
 

 
Figure 4: Interferometric setup for attosecond pulse generation and measurement. 
 
The different divergence of the IR and harmonic beams provides a simple way of separating 
and recombining them using holey mirrors. In one arm of the interferometer, the harmonic 
beam, which is very collimated, passes through a hole in the mirror and is reflected off two 
AR-coated fused silica plates at grazing incidence (e.g. 10 degrees incidence angle). The hole 
should be larger than the expected XUV beam size at this point. The beam size for Operation 
mode 2 should be considered in each phase to avoid changing the mirror when switching 
modes. The combination of the holey mirror and the two fused silica plates with AR coating 
for the fundamental, ensures the complete elimination of the IR beam in this arm. The XUV 

10 Gustafsson et al. Opt. Lett. 32:1353 (2007). 
11 Bourassin-Bouchet et al. New J. Phys. 14:023040 (2012). 
12 López-Martens et al. Phys. Rev. Lett. 94:033001 (2005).  
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reflectivity of the coated fused silica plates ranges from 40% to 20% per reflection in the 
spectral range of 20 eV to 100 eV for a 10 degree incidence angle. After the second plate, a 
wheel with thin metallic film filters is placed providing appropriate filtering of the harmonic 
spectrum. The dielectric holey mirror reflects the more divergent IR beam in the second arm 
of the interferometer. In this arm, a piezo-controlled delay stage is added to adjust the optical 
path difference between the two arms.  The delay stage should be able to scan 30 μm with a 
precision better than 5 nm during measurements. In the case of generating harmonics with the 
DOG technique described in Section 3.2, pellicles at Brewster angle can be added to this arm 
to remove the residual circularly polarized light which is unwanted in the cross correlation 
measurements (in the figure the pellicles have been drawn at a different angle for clarity). The 
distance between the generation cell and the interferometer is dictated by the damage 
threshold of the first holey mirror and fused silica plate and is listed as L3 in Table 2 for the 
different stages and operation modes. 
 

3.4 Characterization 
 
This Section describes the spatial, spectral, and temporal characterization of the radiation 
produced in the generation chamber. The central element here is an arrangement of three (or 
more) mirrors, mounted on a translation and rotation stage, with the purpose of redirecting the 
incoming VUV, XUV, and IR radiation towards different application and characterization 
stations, arranged circularly around the deflection mirrors. In particular, single attosecond 
pulses (SAPs) as well as attosecond pulse trains (APTs) can be directly characterized at their 
application ports. The layout is sketched in Figure 5. For the purpose of redirecting the 
radiation to different ports, we envisage a metallic coated mirror (e.g. gold) which features a 
very broad reflection range in the VUV, visible, and IR spectral regions at both grazing and 
normal incidence and high reflectivity in the XUV at grazing incidence.  
Furthermore, we suggest XUV multilayer coatings to, depending on the application, select a 
spectral region, extract a particular harmonic, or to temporally compress SAPs. The multilayer 
XUV mirrors which are designed for specific wavelength ranges and small angles (close to 
normal incidence) will direct the radiation to application ports 1 and 2. Metallic mirrors 
address the rest of the ports. The highest possible XUV flux is obtained at port 5, as no 
deflection is required; in this case the mirrors are moved completely out of the beam path. 
Ports 1 and 2 and ports 3 and 4, respectively are designed symmetrically, meaning that each 
pair of ports shares exactly the same properties. This offers great flexibility to users and 
operators, as e.g. the XUV radiation send to experiments in one application port can be 
characterized at its symmetric counterpart and vice versa. The total arrangement of five 
application and characterization ports provides a large variety of possibilities for user 
applications.   
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Figure 5: Beam characterization: Mirrors with different coatings on a rotation and translation stage 
send the incoming VUV, XUV, and IR radiation to different application and diagnostic end-stations. 
 
For spectral characterization we envisage a VUV spectrometer (~ 5 – 20 eV) for low-order 
harmonics (sub ionization threshold harmonics) and a high resolution XUV spectrometer (20 
– 200 eV) for high-order harmonics from different generation gases. A spectral resolution 
below 1 nm is sufficient for this application. The spectrometers should be one-dimensional 
imaging spectrometers, which provide valuable insight also into the spatial properties of the 
beam. Different suitable types of such imaging spectrometers are commercially available. A 
CsI-coated imaging MCP should be used as the detector for the VUV spectrometer. For the 
XUV spectrometer, either an imaging MCP or an XUV CCD can be used. These diagnostic 
tools will be important for tuning the gating parameters for the generation of single attosecond 
pulses. Moreover, we suggest a calibrated back-illuminated XUV CCD camera to characterize 
the spatial beam profile and to measure the XUV pulse energy13. We recommend a 2048 x 
2048 array with a 13.5 μm pixel size, to ensure high spatial resolution and ample field of 
view. 
Ionization cross-correlations with the IR field obtained from the pump-probe interferometer 
will be performed to characterize the temporal properties of the generated XUV single 
attosecond pulses and attosecond pulse trains. The generated photo-electron spectra are 
recorded with an electron time-of-flight (e-TOF) spectrometer while the IR field is temporally 
swept through the XUV field. A toroidal mirror at grazing incidence focuses the XUV and IR 
fields into the sensitive region of the e-TOF where a suitable detection gas is provided. The 
cross-correlations can be performed in different modes; the streaking method14 will be applied 
to SAPs, while the RABBIT15 scheme16 will be used for attosecond pulse trains. The e-TOF 
should feature a narrow electron acceptance angle in order to perform reliable streaking 

13 Erny et al, N. J. Phys., 13:073035 (2011). 
14 Hentschel et al, Nature, 414:509 (2001).; Kienberger et al, Nature, 427:817 (2004). 
15 RABBIT - Reconstruction of attosecond beating by interference of two-photon transitions 
16 Paul et al, Science 292:1689 (2001). 

10 
 

                                                 

180



Paper VII

measurements. In addition, it should provide an energy resolution better than 100 meV for 
photoelectrons with energies up to 100 eV. Depending on the length of the streaking trace, the 
single attosecond pulse and/or the IR streaking pulse can be reconstructed17. The unit 
composed of the toroidal mirror and subsequent e-TOF can be moved to different application 
and diagnosis ports. In this way the radiation at each port can be characterized either directly 
or at its symmetric counterpart.  
Finally, we envisage two more ports for diagnostics: One port for alignment purposes, and 
another port from which the IR beam can be extracted and directed to characterization devices 
suited to measure the temporal profile of few- to single-cycle laser pulses, such as special 
versions of FROG18 or SPIDER19. 
 

4 Summary  
 
Laboratory space estimates 
 
As shown in Figure 1, the entire system consists of several units, separated by connecting 
vacuum tubes. Little transversal space is needed for the straight tube sections. The main size 
limitation is the length of the system. Considering a length of L0 = 2 m along the beamline 
before unit 1, L1, L2 and L3 as discussed in Section 3.1 and a length of 8 m for L4 (space for 
characterization and application area), a total length, Ltotal, of approximately 23 m and 42 m 
are needed for phase 1 and phase 2 respectively (Table 3). Our estimations include some work 
space around the system. The given values of L1 and L3 should be seen as an estimate of the 
minimum required lengths. This implies the possibility to increase these values for phase 1 
(while keeping the total focal length unchanged) in order to fit the dimensions for phase 2.   
 
 
(m) L0 L1 L2 L3 L4 Ltotal 
phase 1 2 4,9 1,7 6 8 22,6 
phase 2 2 12,2 5 15 8 42,2 

 
Table 3: System length. 

  
We further note that it might be of interest from an application point of view to increase the 
beam propagation distance before the application area significantly (e.g. the distance between 
unit 3 and 4). This is especially relevant for applications where the XUV beam is refocused in 
order to reach a high XUV intensity. Minimizing the number of mirrors in the XUV beam 
while achieving a tight focus geometry requires the expansion of the divergent XUV beam 
before refocusing. 
 

17 Itatani et al, Phys. Rev. Lett., 88(17):173903 (2002);  Mairesse et al, Phys. Rev. A, 71(1):011401 
(2005); Quéré et al, J. Mod. Opt., 52(2-3):339 (2005).;  Chini et al, Opt. Express, 18(12):13006 (2010). 

18 FROG - Frequency Resolved Optical Gating. 
19 SPIDER - Spectral Phase Interferometry for Direct Electric-field Reconstruction. 
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Our size estimations for the individual units are given in Table 4. Again, the actual chamber 
size plus some work space around are considered. 
 
length x transverse size  
(m x m) 

Unit 1 Unit 2 
 

Unit 3 Unit 4 
(including application area) 

phase 1 3 x 3 3 x 3 3 x 3 7 x 8 
phase 2 3 x 3 10 x 3 3 x 3 7 x 8 
 
Table 4: Dimensions of the individual sub-systems. 

The minimum floor space required for each phase is schematically shown in Figure 6. The 
proposed floor plan fits within the laboratory space at ELI labeled 100KHZ-ISO 7, AU1-ISO 
7, AU2-ISO 7, and AU3-ISO 7 in the ‘Layout for Technology 2012.08.27’ document. We 
also note that unit 4 can be set up equivalently to the right or the left of the beamline. 
Changing from the left to the right requires building a mirrored interferometer (Figure 4).  
 

 
Figure 6: Estimated footprint of the setup for both phases 

 
Source development needs and user availability 
 
The system allows further source development even during operation periods dedicated for 
users. This is ensured by a design which allows fast switching between sending the generated 
attosecond pulses for characterization and to user stations.  
The beamline dimensions and other system parameters greatly exceed the parameters of any 
known operating attosecond beamlines. We therefore foresee a large amount of time 
necessary for testing and initial source development during the first six months of the system 
operation. In the long run, 15% operation time for further source development should be 
sufficient.   
 
Estimated construction time 
We estimate a construction time of 17 man months for the detailed design, 8 months for 
delivery of all items, and 19 man months for setup and installation. This estimation does not 
include “testing and initial source development” mentioned above. 
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Few-cycle laser pulses have become indispensable
tools in optics and related sciences, such as High-order
Harmonic Generation (HHG) [1] and attosecond science
[2], strong-field physics [3], and acceleration of particles
[4]. While low-energy, few-cycle pulses can today rou-
tinely be obtained from Titanium:Sapphire (Ti:Saph)
based ultrafast oscillators [5], the output of chirped
pulse amplification (CPA) lasers hardly reaches below
20 fs pulse duration, mostly due to gain-bandwidth-
narrowing. Typical Ti:Saph based CPA lasers, found
in research laboratories today, have pulse duration in
the range of 25-100 fs and pulse energies in the mJ to
hundreds of mJ range. Thus, there is a strong need for
pulse post compression.

The two most prominent schemes for pulse compres-
sion to the few-cycle regime are based on strong spec-
tral broadening due to nonlinear propagation in either
a noble gas filled hollow capillary [6] or in a self-guided
filament [7] and subsequent compression with chirped
mirrors. Due to ionization inside the capillary and non-
linear coupling to higher order capillary modes (with
stronger attenuation) the output pulse energy of a hol-
low capillary compressor rarely exceeds 1 mJ. Attempts
to increase the energy output require advanced optical
[8] or advanced capillary engineering [9] and often ex-
hibit low efficiency [10].

Pulse compression employing self-guiding in laser fila-
ments, which form as consequence of a dynamic equilib-
rium between self-focusing and plasma defocusing [11],
in practice is also limited to output pulse energies of
about 1 mJ, mainly due to the onset of multiple filamen-
tation, spatial chirp, and angular dispersion [12].

A scheme that potentially scales much more favor-
ably to high pulse energy than hollow capillaries and fil-
amentation was proposed by Nurhuda and Midorikawa
[13]. By use of planar hollow waveguides for post com-
pression, the pulse energy can easily be up-scaled by
increasing the beam size in one spatial direction, while
keeping the intensity inside the waveguide at levels ben-
efiting efficient self-phase modulation, but limiting ion-
ization. In the first implementation, strong deteriora-
tion of the beam profile along the unguided direction
was observed due to one-dimensional, small-scale self-
focusing [14]. Shortly after, some of the authors showed
that by carefully controlling experimental parameters,
such as gas pressure and waveguide length, a balance be-
tween spectral broadening and beam deterioration can
be achieved. Pulse compression at the 10 mJ level and
good focusability was demonstrated [15, 16]. A theo-
retical model for further up-scaling of the planar hollow
waveguide compression scheme was introduced [16, 17].

In the current work, we present pulse post compres-
sion of a TW class CPA laser in a gas-filled planar
hollow waveguide with up to 50 mJ input pulse energy.
The compressed pulses are fully characterized in terms
of beam profile, focusability, and pulse duration. We
demonstrate the benefit of such pulses for applications in
strong-field physics by performing HHG in Ar as genera-
tion gas. The harmonic cut-off is significantly increased
compared to that obtained with longer driving pulses.

The experimental setup is sketched in Fig. 1. Pulses
of up to 50 mJ pulse energy at 10 Hz repetition rate and
pulse duration of 45 fs, centered around 800 nm are fo-
cused with a cylindrical focusing mirror (f=2 m) onto
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Fig. 1. Sketch of the experimental setup.

the input of a planar hollow waveguide. The waveg-
uide consists of two parallel, highly polished glass slabs
(Plan Optik GmbH) made of Borofloat with dimensions
500x40x10 mm3 and a gap of 2a = 127µm between
them. The gap is matched to the width of the line-
shaped laser focus at the waveguide entrance wfoc ≈
0.735a, where wfoc is the Gaussian half-width (1/e2);
this condition facilitates maximum coupling efficiency
into the fundamental waveguide mode. The waveguide
is located inside a transparent tube with thin (2.2 mm),
broadband anti-reflection coated fused silica windows at
both ends. The tube is approximately 3 m long in order
to avoid detrimental nonlinear interaction with the win-
dows. The output beam of the waveguide is collimated
with an identical cylindrical mirror and passed through a
chirped mirror compressor. After compression the beam
is sent to a HHG setup and generated harmonic spectra
are recorded with a flat-field, XUV photon spectrometer
[18].

The tube, in which the waveguide is located, is filled
with Ar at pressures up to one atmosphere. The waveg-
uide throughput is higher than 80% in vacuum (86%
in theory), proving good coupling to the fundamental
mode. It does not decrease up to 400 mbar of Ar, indi-
cating that losses due to ionization and nonlinear cou-
pling to higher order modes are small.

Fig. 2a) shows the spectra observed at the input and
output of the waveguide for pulse energy of 50 mJ at
vacuum and 200 and 400 mbar of Ar. For the evacu-
ated waveguide, the spectrum slightly broadens, proba-
bly due to parasitic nonlinear interaction with the win-
dows. At 400 mbar of Ar, an about four-fold increase of
the spectral width is observed with the wings spanning
from 700-900 nm. The broadening is only slightly blue-
shifted, identifying self-phase modulation as the main
source of spectral broadening with only small contribu-
tion from plasma related blue-shifting [19]. The spec-
trum obtained at 400 mbar supports a transform lim-
ited pulse duration of 13 fs. The spectra were measured
at the center of the output beam. It should be noted
that along the unguided waveguide direction, spectral
broadening is maximum at the beam center and smaller
at the wings. Inhomogeneous spectral broadening leads
to different transverse pulse duration after compression,
with the shortest pulse obtained at the beam center and
longer pulse duration at the wings [16].

Fig. 2. a) Spectra observed at the waveguide input (solid
black) and output (dashed black) for vacuum and for 200
(red) and 400 mbar (blue) of Ar. b, c) Focusability of the
guided (green) and free (blue) waveguide directions, illus-
trated in terms of beam caustics for the waveguide under
vacuum (b) and at 400 mbar (c). M2-fits are plotted in (b).
The insets show the output modes in the corresponding con-
ditions.

Transverse beam profile and focusability are impor-
tant criteria for pulse compression in planar hollow
waveguides. If the waveguide output is not focusable to
a small spot size, pulse post compression will not result
in an increase of the peak intensity. As discussed in [16],
the focusability in the non-guided waveguide direction
inevitably diminishes; first, due to the transversely in-
homogeneous spectrum and second, due to a pulse front
deformation resulting from the beam center propagating
slower (due to the Kerr-effect) than the wings. The sec-
ond effect essentially introduces an astigmatism, which
however can easily be compensated by translating the
collimating cylindrical mirror. Finally, modulational in-
stability from one-dimensional self-focusing deteriorates
the mode along the unguided waveguide direction. The
insets in Fig. 2b) and 2c) show the transverse mode ob-
served at the output of the gas cell in case of vacuum
(b) and 400 mbar of Ar (c). It was shown in [16] that
the transverse mode structure does not reduce the focus-
able intensity significantly. However, for an Ar pressure
exceeding 500 mbar the transverse mode breaks up into
a number of filaments, unusable for pulse compression.
As self-phase modulation and self-focusing are the spec-
tral and spatial manifestations of the Kerr-nonlinearity,
transverse beam break-up ultimately limits the maxi-
mum spectral broadening and thus the shortest achiev-
able compressed pulse duration [16]. To delay the onset
of break-up, the laser beam profile is spatially filtered
before the grating compressor of our CPA chain.

The focusability is investigated by focusing the beam,
after careful attenuation with reflections from uncoated
wedges, with a thin lens (f=2 m) onto the chip of a CCD
camera, which is moved along the optical axis in the
vicinity of the geometrical focus. Fig. 2b) and c) show
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the beam half width as a function of position for the
guided and the free waveguide directions for the evacu-
ated waveguide (b) and filled with 400 mbar of Ar (c).
The beam size is extracted from the images by comput-
ing second order moments σx,y. For Gaussian beams
2σx,y = wx,y, where wx,y is the Gaussian half width
(1/e2). Indeed, the beam sizes obtained by moment
theory are very close to those resulting from fitting a
Gaussian profile, indicating that the focal spot is single-
peaked and close to Gaussian shape. The focusability
in terms of a M2-parameter is obtained by fitting a
parabola to the beam caustic (beam size vs. propaga-
tion direction) [20]. For the case of vacuum, M2 ≈ 1.28
and M2 ≈ 1.32 in the guided and free waveguide direc-
tions are obtained, respectively. For a filling pressure
of 400 mbar, the focusability in the guided direction re-
mains approximately unchanged, while in the free di-
rection the minimum beam size increases by a factor
of ≈ 1.6. At the same time, the focal position moves
towards the lens, exhibiting a slight astigmatism, which
however is easily removed by moving the collimation mir-
ror.

Fig. 3. Temporal pulse profile (a) and spectral intensity and
phase (b) obtained from SPIDER measurement.

The waveguide output is compressed with chirped
mirrors from Layertec and VENTEON.The compressed
pulses are characterized with a commercial, few-cycle
SPIDER (VENTEON). A pair of AR-coated fused sil-
ica wedges is used to fine-tune dispersion. Fig. 3 shows a
SPIDER measurement in optimized conditions for 50 mJ
pulse energy at the waveguide input and 400 mbar of Ar.
Individual measurements exhibit a large spread in re-
trieved pulse duration due to shot-to-shot pulse energy
fluctuations, typical for low repetition rate TW class
lasers. We performed ten SPIDER measurements, with
retrieved duration spreading from 13.4 fs to 17 fs; the
average pulse duration was 14.3 fs. The retrieved spec-
tral phase (Fig. 3b) is reasonably flat, indicating that the
chirped mirror compressor is well suited to compress the
waveguide output.

Having demonstrated strong spectral broadening,
high throughput, good focusability, and sub-15 fs pulse
duration, we use the compressed pulses to drive HHG,
where short pulse duration and high focal intensity (ex-
ceeding 1014 Wcm−2) are inevitable ingredients. A HHG
spectrum is comprised of discrete odd order harmon-
ics of the driving field frequency, whereas the spectral
width of individual harmonics decreases with increasing
number of half-cycles contributing to harmonic genera-

tion. The highest energy Emax in a HHG spectrum is
related to the driving field intensity by the cut-off law
Emax = 3.17UP + IP [21], where UP is the ponderomo-
tive energy (average energy of an electron in an AC field
with UP ∝ Imax), IP is the ionization potential of the
gas, and Imax is the peak intensity of the driving field.

In practice, for multi-cycle driving pulses the cut-
off energy is rather determined by macroscopic phase-
matching and propagation effects. Strong ionization of
the gas medium leads both to reshaping of the fun-
damental field due to plasma-defocusing as well as to
termination of HHG due to plasma-related unfavor-
able phase-matching conditions. Thus generating with
shorter pulses, two main effects should be observed: first,
a broadening of the individual harmonics due to fewer
half-cycles contributing to the generation process and
second a higher cut-off energy due to higher peak inten-
sity as well as due to plasma-related effects setting in
later for shorter pulses.

It should be noted that the compressed pulse energy
reaching the HHG setup is distinctively lower than the
waveguide output. While ≈ 40 mJ are obtained at the
output of the waveguide (50 mJ at the input), the com-
pressed pulse energy available for HHG is ≈20 mJ. The
losses are mostly due to clipping on the limited aper-
tures of vacuum windows and chirped mirrors. The
compressed waveguide output is loosely focused with a
spherical mirror (f=2 m) into a Ar gas cell. Fig. 4 shows
HHG spectra obtained in two different situations, using
long pulses ≈ 45 fs, circumventing the waveguide setup
(blue), or using the waveguide compressor with 400 mbar
of Ar (red). The pulse energy in both cases is ≈20 mJ.
With the waveguide compressor the individual harmon-
ics become broader and the cut-off energy increases, in-
dicating that the pulses are significantly shorter and
more intense. Furthermore, the harmonics feature rich
transverse spatial structure (see inset), where each of the
harmonics exhibits a ’V’-shape with higher XUV photon
energy on-axis compared to the wings. Such behavior is
not observed with the long pulses. It might be related
to either a spatial variation in the dipole phase [22] or to
propagation effects. The transversely varying spectrum
and pulse duration of the waveguide output can lead to
complicated spatio-temporal couplings upon focusing in
combination with nonlinear propagation. Although in-
teresting in itself the particular shape of the harmonics
is beyond the scope of this article.

In conclusion, we have demonstrated that pulse post
compression in planar hollow waveguides is a viable tool
to approach the few-cycle pulse duration regime with
typical TW CPA lasers.In this work 50 mJ input pulses
could be compressed to sub-15 fs pulse duration with
40% total efficiency (input-to-experiment). A carefully
designed chirped mirror compressor should in the fu-
ture allow for 70%. The pulse energy range presented
here currently is and most likely will remain not easily
accessible with competing compression schemes. Fur-
thermore, the planar hollow waveguide still bears great
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Fig. 4. HHG spectrum with (red) and without (blue) waveg-
uide compressor at ≈ 20 mJ pulse energy. The inset shows
the spatial shape for a range of harmonics generated from
the waveguide compressed pulses.

potential for energy up-scaling.
Up-scaling can most easily be discussed in terms of

the B-integral, acquired by the beam during nonlinear
propagation inside the waveguide,

B =

∫ L

z=0

k0I (z)n2Pzdz ≈ k0I0n2PL (1)

where k0 is the wavenumber at the carrier frequency, I0
is the intensity at the waveguide input, n2 is the nonlin-
ear refractive index for Ar at atmospheric pressure, P
is the gas pressure in atmospheres, and L is the length
of the waveguide. For the current experiment B ≈ 8.
While a higher B-integral would lead to stronger spec-
tral broadening, inevitably the transverse beam profile
would disintegrate, resulting in an unusable beam. Con-
sequently, energy up-scaling must be achieved, while
keeping the B-integral constant. Increasing the beam
size in the unguided direction provides a trivial way to
up-scale the pulse energy. Further control knobs are
intensity, pressure, length of the waveguide, and type
of gas. The intensity however should be kept below a
level of strong ionization (here ≈ 7 × 1013 Wcm−2) to
avoid plasma-related absorption and nonlinear coupling
to higher waveguide modes. For Ne and He as filling
gases the pulse energy can be increased by factors of ≈3
and ≈5, respectively, while keeping comparable relative
ionization [23]. The lower nonlinearity (≈7 times for Ne
and ≈33 times for He) has to be compensated by higher
pressure inside the waveguide. Considering the degrees
of freedom sketched above, an up-scaling to input pulse
energies in the range of hundreds of mJ seems straight
forward, offering a possibility to expand the concept of
pulse post compression to lasers with tens of TW peak
power.
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boosted by below-threshold harmonics
F. Brizuela1, C. M. Heyl1, P. Rudawski1, D. Kroon1, L. Rading1, J. M. Dahlström2, J. Mauritsson1,
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High-order harmonic generation (HHG) in gases has been established as an important technique for the
generation of coherent extreme ultraviolet (XUV) pulses at ultrashort time scales. Its main drawback,
however, is the low conversion efficiency, setting limits for many applications, such as ultrafast coherent
imaging, nonlinear processes in the XUV range, or seeded free electron lasers. Here we introduce a novel
scheme based on using below-threshold harmonics, generated in a ‘‘seeding cell’’, to boost the HHG process
in a ‘‘generation cell’’, placed further downstream in the focused laser beam. By modifying the fundamental
driving field, these low-order harmonics alter the ionization step of the nonlinear HHG process. Our
dual-cell scheme enhances the conversion efficiency of HHG, opening the path for the realization of robust
intense attosecond XUV sources.

T
he interaction of intense laser pulses with atomic or molecular gas media leads to the generation of
harmonics of the laser light, up to very high orders1. These harmonics are locked in phase, giving rise to
attosecond bursts of XUV light. The simplicity of the experimental technique, together with the progress in

ultrafast laser technology, has promoted HHG sources as essential tools in many laboratories; opening, in
particular, the field of attosecond science2. However, HHG suffers from low conversion efficiency, owing partly
to phase mismatches in the nonlinear medium that prevent efficient build up of the macroscopic field3–6, but
mostly to the weak response of the individual atoms to the field.

The atomic response to an external driving field can be described by a three-step model [Fig. 1(a)]: First, a
bound electron tunnel-ionizes into the continuum; second, it is accelerated by the laser field; and finally, it
recombines with the parent ion upon field reversal, emitting an XUV photon7,8. The electron trajectories can
be grouped in two families, named the long and the short, depending on the excursion time of the electron and
generated in intervals II and III of Fig. 1(a), respectively. The most interesting from a practical point-of-view are
the short trajectories, which lead to collimated and spectrally narrow emission. Unfortunately, these trajectories
start at times close to the zero-crossings of the driving electric field, suffering from very low quantum-tunneling
probability.

Altering the driving electric field at the subcycle level9 provides a way of modifying the single atom response.
This has been investigated mainly by adding the second harmonic field10–13, thus breaking the symmetry between
consecutive half cycles. In contrast, odd-order harmonics modify the HHG process while maintaining the half-
cycle symmetry. In a pioneering work, Watanabe and coworkers14 investigated the influence of the third har-
monic (TH) on single ionization and HHG in Ar, obtaining an enhancement of up to a factor of ten for the
27–31 harmonics. Also, a few theoretical works discuss the influence of the TH on the enhancement of the
yield15,16 and/or the extension of the cutoff energy17–19. Another approach to enhance the signal by modify the
single atom response is to control the time of ionization by using attosecond pulse trains to initialize the three-step
process via single photon absorption20–23.

In this letter, we demonstrate a simple and robust, yet powerful enhancement scheme based on a dual gas-cell
setup [Fig. 1(b)]. We study HHG in neon using a high-energy (,20 mJ), near-infrared fundamental field, loosely
focused in a long gas cell, resulting in high-order harmonics in the 40–100 eV range, with a typical energy of 10 nJ
per harmonic order. The addition of a high-pressure Ar gas cell before the generation cell produces a large
enhancement in the Ne signal, as seen in Fig. 1(c). We experimentally and theoretically show that the observed
enhancement is due to below-threshold, low-order harmonics which modify the fundamental field in such a way
that the contribution of the short trajectories is increased.
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Results
In our experiment, the generation cell is placed approximately at the
laser focus while the seeding cell is located a few centimeters before
(see Methods). The gas pressures in the cells can be independently
adjusted and are typically a few mbar in the generation cell (Ne) and
up to tens of mbar in the seeding cell (Ar). In Fig. 2(a–c), HHG
spectra from neon are plotted as a function of the seeding pressure
for three different driving intensities. When no gas is present in the
seeding cell, standard Ne spectra are obtained. As the seeding pres-
sure increases, the signal from the neon cell decreases until it is
almost completely suppressed. At higher pressures, the neon spectra
reappear and are significantly enhanced in the 50 – 80 eV region

while the maximum photon energy slightly shifts to lower harmonic
orders.

Figure 2(d) shows harmonics generated in the seeding cell.
Harmonics with energies above the ionization threshold are not
present at pressures where the enhancement in the generation cell
occurs, and therefore are not responsible for the signal boost through
single-photon ionization20–23. At these pressures, only low-order har-
monics are efficiently generated in the seeding cell, indicating that
they are responsible for the seeding process.

In order to validate our interpretation, we performed numeri-
cal simulations for both cells. In the generation cell, we simulated
the seeded HHG process using the strong-field approximation

Figure 2 | Experimental HHG spectra. (a-c) Spectra from the generation cell as a function of the pressure in the seeding cell at three driving intensities

2.7, 3.5, and 4.4 3 1014 W/cm2, respectively. The spectra were obtained using argon in the seeding cell and neon, at a fixed pressure, in the generation cell.

The data were normalized to the most intense enhanced neon spectrum. (d) Low- (3–7) and high-order harmonics from the seeding cell as a function of

Ar pressure. The dotted lines indicate regions measured independently with different detectors. Each region was normalized to the highest intensity in the

corresponding spectral range.

Figure 1 | HHG in a dual gas-cell. (a) Schematic classical trajectories for a sinusoidal driving field (red line). The colors indicate the return energy of the

electrons in units of the ponderomotive energy Up. Modifying the driving field by adding an odd harmonic field (blue line) can lead to an enhanced

ionization probability for short trajectories (interval III) while suppressing the ionization of non-contributing electrons (intervals I and II), as indicated

by the arrows. (b) Schematic experimental setup. Low-order harmonics generated in the seeding cell co-propagate with the fundamental into the

generation cell and modify the HHG process. (c) Comparison of a typical HHG spectrum from a neon-filled generation cell obtained using only the

fundamental field; and a spectrum obtained combining the fundamental field with low-order harmonics generated in the argon-filled seeding cell. In the

latter case, the harmonic yield for the plateau harmonics is enhanced while the cutoff energy and the divergence are reduced.
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(SFA)15,16,24,25 (see Methods). The total field can be written as

E tð Þ~E0 sin vtð Þz
X

qvvIp

rq sin qvtzDQq

� �2
4

3
5, ð1Þ

where E0 is the amplitude of the fundamental field, v its frequency, Ip

the ionization energy, rq the ratio between the fundamental and qth
harmonic field, and DQq their relative phase. Although all harmonics
below the ionization threshold of Ar may influence the enhancement
phenomenon, we considered only the TH, which is the most intense
one (we omit the subscript 3 below). A simulated HHG spectrum in
neon with jrj2 5 0.01, is shown in Fig. 3(a) as a function of DQ. A
relative phase of ,1 rad leads to an enhanced ionization probability,
since the electrical field is increased at the time where the short
electron trajectories are born [interval III in Fig. 1(a)]. Further-
more, the electric field amplitude is reduced around the peak of
the fundamental field leading to suppressed probability for non-
contributing trajectories (intervals I, II) and to an improved mac-
roscopic situation since plasma dispersion and depletion effects are
minimized4,5. When DQ < 1 6 p, the situation is reversed and HHG
is suppressed compared to the unseeded case.

We experimentally confirmed the dependence of the HHG signal
on DQ by studying HHG using a combination of the fundamental
and the TH generated in a crystal14. To control the delay between the
two fields, we used a Michelson interferometer with the TH produced
in one arm. Our results, plotted in Fig. 3(b), show a strong delay
dependence of the harmonic yield. However, we could not increase
the overall HHG efficiency compared to the dual-cell scheme, since a
large fraction of the fundamental field was needed for the TH gen-
eration and consequently lost for HHG.

In the seeding cell, we examined the pressure dependence of both
low-order and high-order harmonic generation. Our calculations26

confirm the experimental observation that HHG in Ar peaks at a
certain pressure (,10 mbar) which corresponds to optimized phase
matching27, while below-threshold harmonics continue to increase
up to pressures as high as 100 mbar. We also investigated the pro-
pagation of the fundamental and TH fields in a high pressure cell28

(see Methods). This allowed us to examine their phase relation after
the seeding cell and to eliminate the relatively weak reshaping of the
fundamental field in our experimental conditions as possible cause
for the enhancement. As Fig. 3(c) shows, for high enough seeding
pressures, DQ will be between 0 and 2 radians during part of the laser
pulse, leading to a gated enhancement mechanism.

Discussion
As in any enhancement scheme, a key question is whether our
method is advantageous over ‘‘usual’’ HHG optimization, which
can be achieved for example by using looser focusing, optimizing
the position of the focus in the cell, or adjusting the pressure in the
gas cell4,29,30. Ideally, one would like to compare optimized HHG and
optimized seeded HHG for a given fundamental pulse energy. This is
not easy to realize experimentally, so we choose to benchmark seeded
HHG against optimized unseeded HHG, with ,10 nJ at 63 eV (41st
harmonic).

Figure 3 | Influence of the relative (v, 3v) phase in HHG. (a) SFA spectra

as a function of DQ in the generation cell, normalized to the unseeded

spectrum. Only the contribution of the short trajectory is considered. An

effective grating response is included to mimic the experimental

conditions. (b) Experimental results with the TH generated in a crystal,

normalized to the highest signal. (c) Propagation simulations in the

seeding cell: DQ at the exit of the cell as a function of time for different

pressures.

Figure 4 | Optimization of HHG. (a) 41st harmonic energy as a function

of the driving intensity for seeded (red) and unseeded (blue) HHG.

Unseeded HHG is optimized at the maximum intensity.

(b, c) Corresponding experimental spectra at 3.5 and 4.4 3 1014 W/cm2,

respectively.
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Figure 4(a) compares the 41st harmonic signal in the seeded and
unseeded cases as a function of the driving intensity. The intensity
required for saturating seeded HHG is only half that needed for
unseeded HHG. This explains the reduction of the cutoff energy
and the lower divergence for the harmonics. The enhancement factor
depends on the driving intensity [Fig. 4(b,c)]. For the 41st harmonic,
it varies from five at 3.5 3 1014 W/cm2 (and even higher at lower
intensity) to two at 4.4 3 1014 W/cm2. By further optimizing seeded
HHG (e.g. by changing the focusing conditions) one should be able
to obtain an even larger increase compared to unseeded HHG. The
higher efficiency together with the lower divergence leads to a
brighter source of XUV light.

In summary, we have studied the effect of seeding HHG using
harmonics generated in a separate gas cell and showed that low-order
harmonics are responsible for the resulting enhancement. The com-
bined electric field preferentially enhances the short trajectories
while suppressing depletion and plasma dispersion effects. The
required phase difference between the fundamental and the low-
order harmonics is obtained by adjusting the pressure in the seeding
cell, thus modifying the free-electron dispersion. Our method is not
limited to the gas combination presented here. Experimentally we
have observed an increased harmonic yield for a variety of gas com-
binations, and even when the same gas is used in both cells. Our
simulations show that the enhancement can be scaled far above one
order of magnitude by increasing the low-order harmonic intensity,
for example by using longer cells, higher pressures or gases with
higher nonlinearities. This also leads to a shorter temporal gate, of
interest for single attosecond pulse generation.

Methods
Experimental setup. The harmonics were generated using 45 fs pulses, centered at
800 nm. The gas cells used in this setup were 1 cm long with a diameter of 1 mm. The
injection of gas into the cell was synchronized with the laser repetition rate (10 Hz)
and the delay between the gas injection and the laser pulse was optimized for each cell.
In the experiments, seeding cell pressure and pulse energy were the parameters
investigated. The generation cell pressure was set for the best phase-matching
conditions for Ne at the highest laser intensity intensity (4.4 3 1014 W/cm2),
corresponding to less than 10 mbar. The focus position was adjusted in order to
optimize HHG in the generation cell. The cell separation was 15 mm with the
generation-cell located at focus (f 5 4 m). Nevertheless, larger separations, up to
50 mm yielded similar results. The cells were mounted on motor-controlled XYZ
stages with motorized XY tilt capabilities. The cells could be removed completely
from the IR field. A CCD camera was used to align each cell to the laser and
observation of the spectra at the best phase-matching conditions were used to
evaluate the tilt of each cell. The same Ne spectra from the generation cell could be
obtained though the evacuated seeding cell or with the seeding cell removed from the
beam path. The same was true for the seeding cell where Ar spectra could be obtained
under both conditions. The pressure and intensity controls were automated to scan
the region of interest. At each experimental condition 10 single-shot spectra were
measured and averaged. The harmonic orders were calibrated using the absorption
edge of an Al-foil filter. The fundamental intensity was estimated from the cutoff of
the unseeded Ne spectra.

Numerical simulations. Generation cell. The influence of a weak third harmonic field
on the HHG process was simulated by solving the time dependent Schrödinger
Equation within the strong field approximation. The quasi-classical action for the
electron motion in the continuum

S ~p,t,t0ð Þ~
ðt

t0

dt0
~p{e~A t0ð Þ
� �2

2m
zIp

 !
ð2Þ

is calculated for a combined vector potential of the fundamental field and a weak
parallel auxiliary field consistent with the field definition in Eq. (1). t0 and t
correspond to the tunneling and recombination times for an electron with canonical
momentum~p, Ip is the ionization potential, and~A the vector potential of the field. We
approximate the HHG dipole as24

x tð Þ~i
ð?

0
dt

p

zit=2

� �3=2

d�x pst t,tð Þ{Ax tð Þð Þ

|dx pst t,tð Þ{Ax t{tð Þð ÞE t{tð Þ

|exp {iSst t,tð Þ½ �F tð Þzc:c:,

ð3Þ

where a stationary phase approximation is performed over momentum, with
pst(t, t) 5 [E(t) 2 E(t 2 t)]/t, where t 5 t 2 t0 is the excursion time in the continuum.

We also insert a filter function F(t) to select the short trajectory: F(t) < 1 for
t , 0.65T and F(t) < 0 for t . 0.65T, where 0.65T corresponds to the position of the
cutoff. The integral in Eq. (3) is then evaluated numerically on a finite grid followed by
a numerical Fourier transform for the dipole emission.

Seeding cell. We performed calculations which combine the solution of the
time-dependent Schrödinger equation in a single-active electron approximation
and propagation in a partially ionized medium26,5 using a slowly-varying envelope
approximation. Our main goal was to examine the influence of the pressure both for
low-order and high-order harmonic generation in conditions mimicking the
experiment. We found a maximum for HHG at around 10 mbar, while
below-threshold, low-order harmonics which are not reabsorbed in the medium
continue to increase up to very high pressures (100 mbar).

The generation of the third harmonic in the seeding cell was simulated using a
(3 1 1)-dimensional, unidirectional, nonlinear envelope equation28. The complete
frequency dependent dispersion relation is considered, enabling to propagate the
fundamental and the third harmonic simultaneously. It is numerically integrated
using a split-step technique, where the linear contributions, such as dispersion and
diffraction are treated in k-transverse frequency space, while the nonlinear part,
taking into account the Kerr effect, third-harmonic generation as well as plasma
dispersion and plasma defocusing is treated in normal space. The method is described
in detail in28. The calculated phase variation is mainly due to plasma dispersion
effects. There are also small contributions from the geometrical phase acquired along
the seeding cell as well pressure-dependent third harmonic phase matching.
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Interference effects in two-color high-order harmonic generation
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We study high-order harmonic generation in argon driven by an intense 800 nm laser field and a small fraction of
its second harmonic. The intensity and divergence of the emitted even and odd harmonics are strongly modulated
as a function of the relative delay between the two fields. We provide a detailed analysis of the underlying
interference effects. The interference changes drastically when approaching the cutoff region due to a switch of
the dominant trajectory responsible for harmonic generation.

DOI: 10.1103/PhysRevA.82.033410 PACS number(s): 32.80.Rm, 32.80.Qk, 42.65.Ky

High-order harmonic generation (HHG) from the inter-
action of an intense infrared (IR) laser field and a gas
target provides a coherent table-top radiation source in the
extreme ultraviolet (XUV) range, of interest for a number of
applications, in particular the production of attosecond light
pulses [1,2]. The underlying physics of HHG is well described
by the so-called three-step model [3–5]: an electron wave
packet is created by tunneling through the Coulomb barrier
deformed by the laser field; it is subsequently accelerated by
the laser field; and returns to the atom where it recombines to
the ground state, leading to the production of an XUV light
burst. This process is repeated every half-cycle of the IR laser
field, resulting in an attosecond pulse train (APT) with a pulse
separation of one-half IR period and to a spectrum of odd
harmonics.

There is a growing interest to achieve even better control
of the generation process [6], e.g., to obtain higher conversion
efficiency or to tailor attosecond pulses or pulse trains for
specific applications. Two-color HHG driven by an IR laser
and its second harmonic (blue) provides subcycle control
of the generating electric field, with the interesting property
that two consecutive half-cycles become different, and not
simply opposite in sign. This breakdown of the electric field
inversion symmetry has been used for several applications,
e.g., the generation of even and odd high-harmonics with
increased conversion efficiency [7,8] and the production of
attosecond pulse trains with one pulse per IR cycle [9,10]. In
some conditions, when the intensity of the second harmonic
is much weaker than that of the fundamental laser field,
even harmonics can be used to provide information about the
generation process [11–13].

In this article, we investigate both experimentally and
theoretically high-order harmonic generation driven by a
two-color laser field consisting of a 800 nm fundamental
and a fraction of its second harmonic. The even and odd
harmonic intensities are found to be modulated as a function
of IR-blue delay, forming in some cases a rich interference
pattern (Fig. 1). We investigate how these oscillations depend
on harmonic energy and intensity of the blue field and how
the spatial profiles of the emitted harmonics are affected. We
provide an interpretation based on quasiclassical calculations.

Experiments were performed using an amplified 10 Hz
titanium sapphire laser system delivering 40 fs pulses at
800 nm with energy up to 1 J. The results presented in this
article are obtained with only a small fraction (less than 10 mJ)

of this energy. The laser beam was sent through a 1.3 mm-thick
type I KDP (potassium dihydrogen phosphate) crystal to
generate the second harmonic. A Michelson interferometer
was used to separate and delay the second harmonic and to
make the polarizations of the two laser fields parallel to each
other. The relative delay was adjusted with a 500 µm-thick
glass plate. After recombination of the two colors, the beam
was focused by a spherical mirror with a 2 m focal length
into a cylindrical gas cell with 1 mm diameter and 15 mm
length, filled with Ar gas. Variable apertures were placed
in the fundamental and second harmonic beams to adjust
intensities and focusing geometries. These conditions are
such that phase matching is optimized and pulse energies per
harmonic reaching 100 nJ have been measured. The harmonic
spectra were detected by a flat-field XUV spectrometer, located
1.5 m from the source and allowing us to obtain spatial and
spectral information simultaneously [14].

Figures 1(a)–1(c) presents the spectra of the 21st to 24th
harmonics as a function of relative delay (τ ) in units of the
period of the blue field TB = 1.3 fs. The color code indicates
the intensity of the emitted light. When the blue intensity is
less than a percent of the IR [panel (a)], the odd and even
harmonics oscillate with opposite phase twice per blue cycle
[11–13]. When the blue intensity is increased to a few percent
[Figs. 1(b) and 1(c)], even and odd harmonics become
comparable in strength and vary more strongly with the IR-blue
delay.

Figure 2 compares the intensities of the 22nd (a) and
23rd (b) harmonics as a function of τ for the three different
intensities of the blue field used in Fig. 1. At low intensity (thin
red line), the odd and even harmonics oscillate out of phase.
When the blue intensity is increased, the patterns become more
complex, exhibiting multiple maxima per half blue period.
The number and position of these maxima depend on the blue
intensity, as well as harmonic order. These results arise from
the interferometric nature of the HHG process, which will be
analyzed in more detail in the following.

To understand the interference structure shown in Figs. 1
and 2, let us consider the radiation emitted every IR cycle
over a certain energy range. It comprises predominantly two
bursts, one each half-cycle. In absence of the blue field, they
are identical except for a change of sign. We further assume
that the emitted bursts are identical from one IR cycle to the
next. The radiation emitted from the interaction of an intense
laser field comprising n periods with an atom can be generally
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FIG. 1. (Color online) 21st to 24th harmonic spectra as a function
of the relative delay between the IR and blue fields for different
intensity ratios, increasing from about half a percent in (a) to a few
percent in (b) and (c). The IR intensity is estimated to be 1.8 ×
1014 W/cm2, based on the cutoff position. The color code indicates
the harmonic intensities in arbitrary units.

expressed as

s(t) =
j=n∑
j=1

a+(t) ⊗ δ(t − jT ) + a−(t) ⊗ δ

(
t − jT − T

2

)
,

(1)

where a+(t) and a−(t) are the fields emitted in the first and
second half period, respectively, and T is the IR field period.
If the blue field is weak, it mainly affects the phase of the
emitted radiation. a±(t) ≈ ±a(t) exp[±iσ (t)], where a(t) is
the pulse emitted from the first (positive) half period due to
the interaction with the fundamental field only, and σ (t) is a
slow function over time. The Fourier transform of the pulse
train can then be approximated as

S(�) ≈ A(�)
j=n∑
j=1

eij�T +iσ (�) − eij�T +i �T
2 −iσ (�), (2)
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FIG. 2. (Color online) Intensities of the 22nd (a) and 23rd
harmonics (b), normalized to the maximum value of the 23rd
harmonic for the three cases in Fig. 1. The thin red line, green dashed
line, and thick blue line correspond to (a), (b), and (c).

where A(�) is the Fourier transform of a(t) and σ (�) =
σ [tr (�)]. tr (�) represents the time at which the component
at frequency � of the light burst is emitted, i.e., the return
time of the corresponding classical electron trajectory. The �

dependence accounts for the chirp of the emitted radiation [15].
The power spectrum reduces to the form

|S(�)|2 ≈4 |A(�)|2
∣∣∣∣∣ sin

(
n�T

2

)
sin

(
�T

2

)
∣∣∣∣∣
2∣∣∣∣sin

[
�T

4
− σ (�)

]∣∣∣∣
2

, (3)

which has a straightforward interpretation. The first factor is
the spectrum emitted by a single attosecond pulse, the second
factor modulates this broad spectrum, leading to a comb of
even and odd harmonics. Finally the last factor cancels the
even harmonic components when there is no second harmonic
(σ = 0). When a second harmonic field is present, it modulates
the amplitude of both even and odd harmonics. For the even
harmonics (� = qω where ω is the IR frequency and q is
an even integer), |S(qω)|2 ∝ |sin[σ (qω)]|2, while for the odd
harmonics (q odd), |S(qω)|2 ∝ |cos[σ (qω)]|2.

The phase change induced by the blue field can be estimated
using the classical limit, Ip → 0. By treating the blue field as
a perturbation, σ (�) is found to be [13]

σ (�) = e

h̄

∫ tr

ti

dt ′xR(tr ,t
′)EB(t ′), (4)

where ti is the ionization time and e the electron charge. xR

denotes the position at time t ′ of an electron that starts its
motion in the IR field [ER(t) = E0

R sin(ωt)] at time ti . Finally,
EB is the second harmonic field EB(t) = E0

B sin(2ωt + φB).
Equation (4) can be rewritten as

σ (�) = σ0 sin[φB + δ(�)], (5)

with σ0 = eE0
B�(�)/h̄. �(�) and δ(�) are the frequency-

dependent modulus and argument of the Fourier transform at
2ω of the electron trajectory in the IR field.

Figures 3(a) and 3(b) shows the calculated intensity of
two consecutive harmonics (even and odd) as a function
of σ0 and delay, expressed here as (φB + δ)/2π , while
(c), (d) present lineouts at three different σ0, indicated by the
corresponding lines in (a) and (b). The odd and even harmonic
intensities strongly varies with delay in opposite phase with
each other, so that the total intensity remains constant. The
number of maxima increases with σ0, i.e., with the blue field
intensity.

When the blue field is weak (σ0 � 1), the intensity of
the even harmonic varies as |σ0 sin(φB + δ)|2, while the odd
harmonic intensity varies as 1 − |σ0 sin(φB + δ)|2 [thin red
line in Fig. 3(d)]. At moderate blue intensity, corresponding
to the conditions of Fig. 1(b), the even harmonic intensity
(green dashed line) show two peaks of equal strength over
a delay of TB/2, while the odd harmonics show one strong
and one weak peak. This behavior compares well to that
observed experimentally in Fig. 2 where two (one) peaks are
visible in the even (odd) harmonics. We estimate σ0 to be
just above π/2 in this case. At higher blue intensity, as in
Fig. 1(c), the even harmonic intensity (thick blue line) show
two peaks (1,2), while the odd harmonics presents a broad
peak with two maxima (1,2) and an additional sharp peak
(3). The same qualitative behavior is observed experimentally
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FIG. 3. (Color online) Harmonic intensity as a function of σ0

and IR-blue delay for even (a) and odd (b) harmonics. The σ0

corresponding to the intensities used in Figs. 1(a)–1(c) are indicated
by the thick blue solid (1a), green dashed (1b), and thin red lines (1c).
(c) and (d) show the corresponding lineouts.

(blue line in Fig. 2). σ0 is thus estimated to be slightly above
π . From this analysis, we can estimate the ratios of the blue
to IR intensities to be 0.4, 5, and 20 % in Figs. 1(a), 1(b),
and 1(c). The relative strength of the experimental peaks in
Fig. 2 is not accurately modeled using Eq. (3) since we include
neither amplitude effects nor propagation in our calculation.
In addition, experimental effects, such as dephasing between
the IR and the blue, could lead to decrease in contrast.

Complementary information on the generation process
can be obtained by studying the spatial distribution [16]. In
Figs. 4(a) and 4(b) we show the spatial distribution of the 22nd
and 23rd harmonics. In the one-color case, the divergence of
the qth harmonic 	q can be estimated using Gaussian optics
by the simple expression [14],

	q = λq

πwq

√
1 + 4α2

qI
2
R

w4
q

w4
R

≈ |αq |IR

λqwq

πw2
R

, (6)

where IR is the peak IR intensity, wR , wq are the radii of
the IR and qth harmonic fields and λq the qth harmonic
wavelength. αqIR is the single-atom phase, corresponding to
the phase accumulated by the electron on its trajectory, often
called “dipole phase”. When αqIR is large, it dominates the
diffraction limit in Eq. (6) and the divergence takes the simple
expression shown on the right side in Eq. (6). For the short
trajectory, we have |αq | ≈ 2.7 × 10−14 cm2/W for the 23rd
harmonic [14,17].

As shown in Eq. (2), the addition of a weak blue field affects
the phase of each half-cycle contribution by ±σ . The diver-
gence of the qth harmonic is then expected to vary between
	q(1 ± σ/|αq |IR), the limits being reached when one half-
cycle is dominant. These limits are indicated by the grey lines
in Figs. 4(c) and 4(d), calculated by using the experimentally
determined one-color divergence 	q = 0.33 mrad. The two
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FIG. 4. (Color online) Spatial profiles for the 22nd (a) and 23rd
(b) harmonics as a function of delay, in the conditions of Fig. 1(c).
The experimental divergence angles (red symbols) are compared to
the theoretical half-cycle divergences in (c) and (d) for the 22nd and
23rd harmonics, respectively.

lines (solid and dashed) show the variation of the divergence
for two (positive or negative) half-cycles. Our experimental
results for the 22nd and the 23rd harmonics are indicated by the
red symbols. As expected, the measured divergence angles are
comprised between the theoretical values for two consecutive
half-cycle contributions. The variation of the measured diver-
gence can be interpreted as follows: In (c), one half-cycle (cor-
responding to the dashed line) is dominant from τ = 0.3TB to
0.7TB , while the other half-cycle prevails for the other delays.
In contrast in (d), the measured divergence does not indicate
preferential emission during one particular half cycle since it is
well within the expected half-cycle values for almost all delays.

Finally, we investigate how the interference pattern depends
on �, i.e., harmonic order, from the plateau to the cutoff
region. Figure 5(a) shows the harmonic spectra as a function
of delay, in the weak blue intensity case [corresponding to
Fig. 1(a)]. The nodes of the oscillations of the even harmonics
are indicated by the white crosses. The position of the nodes
varies approximately linearly from harmonic order 22 to 28, in
agreement with the prediction of the simple model presented
above (see also [11,13]), for the short trajectory (see red line).
In Fig. 5(b), we examine the behavior of higher-order har-
monics, approaching the cutoff region. Surprisingly, the 30th
harmonic hardly oscillates, while the 32nd and 34th oscillate
almost out of phase with the 28th. To understand the apparent
lack of oscillation of the 30th harmonic, we analyze its spatial
profile. In Fig. 5(c), we present the 30th harmonic intensity
obtained by integrating over the outer (central) part of the
spatial profile, plotted as a thick blue (thin red) line. This allows
us to unravel two different oscillations almost opposite in phase
[see also + and ∗ symbols in Fig. 5(a)]. The phase obtained
by integrating the outer part of the spatial profile is close to
that obtained for the 32nd and 34th harmonics in Fig. 5(b).
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FIG. 5. (Color online) (a) Harmonic spectra as a function of delay.
(b) Corresponding high energy region using a saturated color scale.
The white crosses indicate the position of the nodes of the oscillations.
The red curve in (a) is δ(�) for the short branch. (c) 30th harmonic
intensity as a function of delay, spatially integrated (green dashed),
integrated over the central part (thick blue line); and over the outer
part (thin red line) of the spatial profile. The + and ∗ symbols in
(a) refer to the nodes of the central and outer part, respectively.

We interpret this result as due to the long trajectory which
becomes more important when approaching the cutoff region.
The switch between the two trajectories seems to occur at
the 30th harmonic in our experiment. If this harmonic has
comparable (and approximately out of phase) contributions
from the two trajectories, it would only weakly oscillate with
τ , which is what is observed experimentally. Phase matching
calculations performed using our experimental conditions
show a progressive switch from the short trajectory to the
long trajectory when approaching the cutoff region and thus
confirm this interpretation.

In summary, we have experimentally identified and theoret-
ically analyzed interference effects in two-color HHG. Adding
a weak blue field allows us to control the intensity and diver-
gence of the harmonic emission. An interesting switch between
the short and long trajectories of the harmonic emission has
been identified when approaching the cutoff region.
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Summary

We report on the fabrication and characterization of
amplitude and phase samples consisting of well defined
Au or Al features formed on ultrathin silicon nitride
membranes. The samples were manufactured using electron
beam lithography, metallization and a lift-off technique,
which allow precise lateral control and thickness of the
metal features. The fabricated specimens were evaluated by
conventional microscopy, atomic force microscopy and with
the digital in-line holography set-up at the Lund Laser Centre.
The latter uses high-order harmonic generation as a light
source, and is capable of recovering both the shape and phase
shifting properties of the samples. We report on the details
of the sample production and on the imaging tests with the
holography set-up.

Introduction

An ultrashort light pulse in the X-ray regime can penetrate
and interact with a structurally intact biological sample
or macromolecule to yield a high resolution image,
before the sample is destroyed by the very same pulse (Neutze
et al., 2000; Bergh et al., 2008). The requirements for such
an experiment are stringent: The light pulse needs to be
of high intensity, because the interaction efficiency is low,
and the tolerable pulse duration is just a few femtoseconds,
limited by the onset of the Coulomb explosion caused
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P.O. Box 118, SE-221 00 Lund, Sweden. Tel: +46-46-222-7661; fax: +46-46-222-
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by the intense electromagnetic field of the pulse (Howells
et al., 2009). To achieve high spatial resolution, and to image
biological samples in their natural state, the photon energy
needs to be in the X-ray regime. The absorption of X-rays in
matter prohibits the use of glass-based lenses and therefore
hinders the application of conventional imaging methods.
Despite the difficulties, an experimental implementation is by
all means feasible, as has been demonstrated by Chapman
et al. in 2006, in a groundbreaking experiment at the FLASH
Free-Electron Laser (FEL) in Hamburg, Germany (Chapman
et al., 2006). In this experiment, a test sample was imaged by
diffraction with a coherent soft X-ray pulse of 25 femtoseconds
(fs) duration. The method used, coherent diffraction imaging
(CDI; Chapman & Nugent, 2010), retrieves the diffraction
pattern and requires an iterative algorithm to reconstruct an
image of the sample, because of the loss of phase information.
Coherent diffractive imaging is also used at the Linac Coherent
Light Source FEL at the SLAC National Accelerator Laboratory
in the United States (Seibert et al., 2011). Although FELs
provide an excellent combination of high degree of coherence,
short-pulse duration and high intensity, they are large-scale
facilities with limited user access. In recent years, laser-based
sources have emerged as an alternative. A very promising light
source for these kinds of experiments is high-order harmonic
generation (McPherson et al., 1987; Ferray et al., 1988), a
process which generates coherent light pulses of ultrashort
duration in a medium, i.e. inert gas (Krausz & Ivanov, 2009).
The short time duration can be used for time-resolved, single-
shot measurements such as CDI, and indeed it was shown that
the achievable flux is sufficient for this application (Ravasio
et al., 2009). Furthermore, the good coherence of the pulse
allows for alternative imaging methods that do not require
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Fig. 1. Schematic of sample fabrication using electron beam lithography (EBL) and lift-off: (a) the membrane is prepared for resist deposition, (b)
spin-coating of silicon nitride membrane by PMMA resist, (c) EBL exposure of the resist, (d) removal of the exposed resist in development, (e) thermal
evaporation of a thin metal layer and (f) lift-off in acetone to form metal feature.

iterative algorithms to reconstruct an image. In digital in-line
holography, the phase information is present in the recorded
hologram, and a more direct way of retrieving the object image
is available (Gabor, 1948). The method retrieves both the
amplitude and phase properties of the sample, and can be used
to image a large variety of free-standing objects. Digital in-line
holography using high-order harmonic generation has been
demonstrated by several groups, including our own (Bartels
et al., 2002; Morlens et al., 2006; Genoud et al., 2007). In
this paper, we report on the production of test samples for
this kind of experiment, in which we used electron beam
lithography (EBL) to pattern various materials on ultrathin
silicon nitride membranes. Samples on membranes as thin as
20 nm were successfully produced. The method is relevant for
all applications that require high transmission in the extreme
ultraviolet (XUV) range (30–100 eV). This paper is structured
as follows: The next section will describe the sample production
in detail as well as the characterization with conventional
microscopy. In digital holography section, the holographic
imaging set-up is described. The result section shows the
experimental results from the produced samples. A summary
is given in summary and conclusions section.

Sample fabrication

The patterning of the membrane was performed in the clean
room of Lund Nano Lab at the Division of Solid State Physics,
Lund University. Before exposure of the membrane in EBL,
the sample was spin-coated with a thin layer of polymethyl
methacrylate (PMMA). The PMMA layer works as a positive
electron beam sensitive resist, i.e. after irradiation by high-
energy electrons and development, the resist is locally removed
resulting in a well-defined pattern. Subsequent evaporation
of a thin metal layer onto the membrane and dissolution
of unexposed resist in acetone (lift-off technique) leads to

formation of the metal features with precisely controlled shape
and thickness (Broers et al., 1996; Vieu et al., 2000). This
approach allows fabrication of metal features with lateral size
as small as 15 nm, but in the present work we limit the lateral
size to 2 µm.

In our experiments we used a commercially available
EBL system Raith 150 (Raith GmbH, Germany), thermal
evaporation tools for deposition of the metal layers as well as
Zeiss AxioVision (Carl Zeiss Microimaging GmbH, Göttingen,
Germany) optical microscopes for sample inspection. The
20 nm thick, 500 × 500 µm2 large silicon nitride (Si3N4)
membrane, supported by a solid Si frame up to 3 × 3 mm2

in size, was bought ready-made from SPI Supplies (Structure
Probe, Inc., West Chester, PA, U.S.A.). The sample with the
membrane was glued onto a stainless steel support structure
using melted indium. For spin coating, the rectangular support
structure was temporarily attached to a 2" silicon wafer. The
samples were spin-coated with a thin layer of PMMA resist,
950KD, dissolved in anisole. After deposition of the resist and
its soft baking, the resist layer was exposed to the electron
beam in the EBL machine using acceleration voltage 20 kV
and a dosage of 340 µC cm−2 for the amplitude object, and
810 µC cm−2 for the phase object. The exposed PMMA was
developed in a mixture of methyl-isobutylketone and iso-
propanol (MIBK:IPA), rinsed in IPA and nitrogen blow dried.
In the following steps, a thin layer of Au or Al was evaporated
and carefully lifted-off to make metal features on the silicon
nitride membrane. The sample fabrication steps are shown in
Figure 1. Microscope images of the samples used in this work
are shown in Figure 2. The first example, Figure 2(a), shows
a membrane covered with a 20 nm thick layer of gold. The
formed pattern consists of squares of varying size, 16, 8, 4
and 2 µm side lengths. Figure 2(b) shows the second sample,
where the membrane is covered with aluminium in various
shapes. This sample is designed to introduce a phase shift to the
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Fig. 2. Sample images taken with an optical microscope. The images were
edited to increase the contrast. (a) Layer of Au shaped as squares of varying
size. The smallest square with a side length of 2 µm is marked with a red
arrow. (b) Layer of Al in various shapes. The red arrow marks the shape
used for the phase property measurement. The black arrows are part of
the Al layer.

Fig. 3. Details of the phase sample analysed with an atomic force
microscope (AFM). (a) Shows a magnified view of one of the produced
shapes and (b) shows the height trace along the red line in (a).

Fig. 4. Schematic of the imaging set-up. The XUV pulses from the HHG
source are refocused with a Schwarzschild objective (SWO). The focal
point is the source for the holography set-up. The hologram is detected
with a combination of a microchannel plate (MCP) and a charge-coupled
device (CCD) detector.

transmitted XUV pulse. The produced samples were examined
with an optical microscope and an electron microscope. The
Al sample was also examined with an atomic force microscope
(AFM), to measure the thickness of the layer. The layer was
determined to be 34 nm thick (Fig. 3). This method has been
demonstrated on Si3N4 films before, yet on thicker membranes
(Fischbein & Drndic, 2006).

Digital holography

The produced samples were imaged with the digital in-line
holography set-up at the Lund Laser Centre, which uses XUV
pulses produced in a high-order-harmonic generation (HHG)

set-up. The HHG process takes place when an intense laser
pulse is focused into a gas medium. The interaction of the laser
pulse with the gas atoms results in the emission of overtones
of the fundamental frequency. The laser system used in this
experiment operates at a wavelength of 800 nm, and Ar is
used as a target medium. The generated spectrum reaches
into the extreme ultraviolet regime, up to the 29th harmonic
at 27.6 nm. More details on the HHG set-up can be found in He
et al. (He et al., 2009). The XUV pulse is refocused tightly, to get
a divergent pulse for the in-line holography scheme (Fig. 4,
see Schwenke et al., 2008 for more details). The samples are
imaged in transmission, which means that the beam must
transmit through the membrane to interact with the sample
layer. This requires a sufficient transmittance of the membrane
for the XUV. During the experiment, a transmittance of about
46% at 38 nm wavelength was measured. The photon flux
from the source of about 3 × 1010 photons per pulse per
harmonic (He et al., 2009) allow for single-shot imaging, as has
been demonstrated previously (Schwenke et al., 2008). The
quality of the holograms is, however, improved by acquiring
an image during a few seconds, about 30 shots at a 10 Hz
repetition rate.

The fringes of the hologram reveal both the spatial
composition of the diffracted light as well as the phase shift
relative to the reference part of the beam. A reconstruction
of the field in the sample plane can be achieved by applying
a numerical algorithm to the recorded hologram. A detailed
description of the algorithm can be found in Genoud et al.
(Genoud et al., 2007). Of particular interest in this work is
the correction for the twin-image blurring, which arises from
the ambiguity of the interference fringes in the hologram.
We apply an iterative algorithm suggested by Latychevskaia
and Fink (Latychevskaia & Fink, 2007), which successively
recovers the phase information lost in the recording process.
This improves the contrast of the reconstructed object image,
and can potentially yield the true values of the complex object
properties. The spatial resolution of the reconstructed images
is limited, because information can only be obtained in the
overlap region between the reference wave and the object
wave, which is restricted by the divergence of the source. In
this set-up, the limit for the spatial resolution is calculated to
be about 1.2 µm.

Results

The sample production method allows for a wide range of
different designs and materials to be used. For this work,
various sample structures made of single layers of Au (20 nm
thickness) or Al (21.7 nm; and also Cr, 26.7 nm) were
produced. A double-layer sample of Au (15.1 nm) and Ni
(6 nm) was produced as well. Here Ni served as an adhesive
to the silicon nitride membrane. We found that once a proper
handling protocol was in place, the lithographic processcould
reliably be applied on membranes as thin as 20 nm. Variations
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Fig. 5. Experimental hologram and reconstruction of a detail of the sample seen in Figure 2(a). (a) The recorded hologram. (b) The reconstructed
transmission. (c) The data along the line in (b). The shaded areas show the position of the squares in (b). The edge marked with the arrow was used for
determining the spatial resolution.

of the quality of the produced structures were not observed,
yet a systematic study was not performed.

The sample shown in Figure 2(a) was used to determine
the spatial resolution of the holography set-up. Figure 5
shows the results from the holography imaging. The first
image, Figure 5(a) shows the recorded hologram, although
Figure 5(b) shows the reconstructed transmission function.
Figure 5(c) shows the data along the line in Figure 5(b). The
spatial resolution was determined to be 1.5 µm, measured
at the edge indicated with the arrow. Here the resolution was
defined as the lateral distance covered by 60% of the full height
of the edge. The given number represents the highest achieved
spatial resolution. A comparison of the measured edge with
other edges shows, that not all edges are resolved equally well.
The resolution varies throughout the image, mainly because
of artefacts in the recorded holograms, but also because of a
reduced signal-to-noise ratio at the edge of the beam. Note that
the 2 µm sized square is visible in Figure 5(c).

Figure 6 shows the reconstructed object images for the
phase sample. The large square seen in Figure 2(b) was
imaged. Although Figure 6(a) shows the recorded hologram,
Figure 6(b) shows the reconstructed phase shift and Figure 6(c)
shows the data along the line in Figure 6(b). The calculated
transmittance is 90%, and the estimated phase shift through

the aluminum is 0.51 rad, for 38 nm radiation. The measured
transmittance is 87%, and the measured phase shift is
0.57 rad, calculated as the mean values of the complex
modulus and phase angle in the area covered by the object
in the reconstructed image. The measured transmission and
phase shift agree well with the expected values. Figure 6(c)
shows the data along the line in Figure 6(b) before applying the
iterative algorithm (blue dashed line) and after 300 iterations
(orange line). Further iterations do not improve the contrast,
but increase the noise in the image and add artefacts. After
applying the iterative algorithm, the contrast is significantly
enhanced, and the phase shift is similar to the expected value.
However, both the two-dimensional image and the line-out
show a large amount of noise. The success of the iterative
phase retrieval, and the quantitative reconstruction of the
object properties, relies strongly on the stability of the source.

Summary and conclusions

We have demonstrated a method to produce arbitrary
shapes and layer compositions on ultrathin silicon nitride
membranes. The produced objects were used to demonstrate
digital in-line holography with a HHG source. The
reconstructed images match closely the sample specification.
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Fig. 6. Experimental hologram and reconstruction of a detail of the sample seen in Figure 2(b). (a) The recorded hologram. (b) The reconstructed phase
shift. (c) The data along the line in (b). The two lines show the reconstructed phase shift before (blue dashed) and after (orange) application of the iterative
algorithm.

The spatial resolution is limited because of the numerical
aperture of the XUV focusing optics. The iterative process
increases the image quality by enhancing the contrast and
removing contributions from the twin image. The remaining
image distortions can be removed by better optics which
less aberrations, and by improving the pointing stability of
the laser and the mechanical stability of the experimental
set-up.
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We study two-color high-order harmonic generation using an intense driving field and its weak second
harmonic, crossed under a small angle in the focus. Employing sum- and difference-frequency generation
processes, such a noncollinear scheme can be used to measure and control macroscopic phase matching
effects by utilizing a geometrical phase mismatch component, which depends on the noncollinear angle.
We further show how spatial phase effects in the generation volume are mapped out into the far field
allowing a direct analogy with temporal carrier envelope effects in attosecond pulse generation.

DOI: 10.1103/PhysRevLett.112.143902 PACS numbers: 42.65.Ky, 42.65.Re

High-order harmonic generation (HHG) in gases using
multicolor optical fields is becoming a common tool in
attosecond science. Multicolor HHG has been implemented
by mixing the fundamental field with waves at low harm-
onic [1–3] and at incommensurate [4,5] frequencies. Other
schemes employ attosecond pulse trains mixed with the
fundamental field [6] as well as synthesized light transients
[7] for driving the HHG process. The control and flexibility
brought about by using two or more driving fields is used,
for example, to improve the efficiency of the generation
process [3,8], to monitor the single atom response [9,10],
and to implement gating techniques [11]. High-order wave
mixing can further be beneficial for achieving phase
matching [1,12–15].
Using multiple optical driving fields also allows for

noncollinear geometries. This concept, used extensively in
low-order frequency conversion processes such as optical
parametric amplification, has barely been applied to atto-
second science. In an early work, Birulin and co-workers
[16] addressed theoretically the general concept of HHG
in a noncollinear geometry. By mixing the fundamental
and a weak second harmonic at an angle, Bertrand and
co-workers [17] demonstrated the spatial separation of
multiple extreme ultraviolet (XUV) beams corresponding
to different sets of absorbed photon numbers from the two
fields. A similar scheme was recently used [18] for recon-
structing the spatiotemporal characteristics of the generated
attosecond pulses. Other authors [19–21] concentrated on
noncollinear sum-frequency generation (SFG) processes
driven by two identical laser fields. Such a scheme allows
for separation of the harmonics from the fundamental but
suffers from phase matching problems.

In this Letter, we theoretically and experimentally
examine the influence of noncollinear geometries in
HHG, analyzing in detail the macroscopic aspects. We
show for the first time, to our knowledge, how a weak
noncollinear field can be used as a probe to monitor and
control phase matching. We show that difference-frequency
generation (DFG), where a photon (or several photons)
is emitted in the conversion process, is in general more
favorable than SFG [22], which becomes very inefficient
with increasing noncollinear angle. This leads to the
counterintuitive result that the XUV radiation is dominantly
emitted outside the angle sector defined by the two driving

FIG. 1 (color online). (a) Wave vector representation of non-
collinear wave mixing. (b) Schematic setup: a red (800 nm) and a
blue (400 nm) laser beam are focused in a noncollinear geometry,
resulting in the emission of spatially separated high-order
harmonic beams. The depicted spectrum is a measured exper-
imental microchannel plate image recorded at γ ≈ 2 mrad and
resampled for a linear energy scale. The noncollinear angle (γ) is
exaggerated in this illustration.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
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fields. Our analysis is illustrated in an experiment where
high-order harmonics are generated in argon using a
high-energy 800 nm laser and its weak second harmonic,
crossed under a noncollinear angle of a few mrad (Fig. 1).
We identify two important regimes for noncollinear HHG:
(i) the generation at noncollinear angles large enough to
allow a direct spatial separation of all photon pathways
leading to the same final energy [17] and (ii) the generation
at smaller noncollinear angles leading to spatially resolved
interferences between adjacent photon pathways. At large
angles, our noncollinear generation scheme provides the
functionality of an all-optical beam splitter, delivering
multiple, angularly separated XUV beams. At small angles,
the observed spatial interferences directly reflect the
harmonic phase variation across the focal plane.
Noncollinear high-order harmonic generation illustrates

beautifully the two fundamentally different but equivalent
concepts of light, waves or photons. Both concepts are very
useful for understanding the underlying principles and will
therefore be used alternately in the discussion throughout
this Letter. We begin by explaining the main features of
noncollinear HHG resulting from the field distribution in
the focal plane, followed by a more quantitative description
including propagation effects.
In the photon picture, the combination of two laser

fields with central frequencies ω1 and ω2 leads to radiation
with frequency ωq ¼ m1ω1 þm2ω2, where m1 and m2 are
integers. Without loss of generality m1 can be chosen to be
positive andm2 positive or negative, accounting for sum- and
difference-frequency generation processes, respectively. The
emission angle β of the generated radiation, measured from
the propagation axis of the ω1 field, can be deduced through
k-vector addition and defined by the unit vector of the
generated field [23] k̂q¼ðm1k1þm2k2Þ= jjm1k1þm2k2jj
[Fig. 1(a)]. Throughout the Letter we use small angle
approximations.
We consider the case of a fundamental beam and its

second harmonic, i.e., ω1 ¼ ω and ω2 ¼ 2ω. The generated
frequencies are ωq ¼ qω with q ¼ m1 þ 2m2, where the
net number of photons absorbed m ¼ m1 þm2 has to be
odd in order to satisfy parity conservation. Denoting by γ
the angle between k1 and k2, β can be approximated as

βðq;m2Þ ≈
2m2

q
γ; m2 ¼

� �1; 3; � � � if q is even
�0; 2; � � � if q is odd

.

(1)

For sufficiently large γ, the number of ω2 photons
defines a unique emission angle so that all driving photon
combinations that lead to the same final energy are
spatially separated in the far field. A pattern of harmonic
beams can then be detected for each harmonic order, as
illustrated in Fig. 2(a). For small noncollinear angles such
that Δβq ¼ βðq;m2 þ 2Þ − βðq;m2Þ < Θq, where Θq is
the divergence angle of a single harmonic beam, the

harmonic beams with different m2 orders can partly
overlap spatially and interfere [Fig. 2(b)], as discussed
in more detail later. The intensities of the two driving
fields determine the probability for up-converting photons
from one or the other driving field and define there-
fore the envelope position and width of the pattern in the
far field. For the case of a weak ω2 field, harmonic
emission occurs at small angles around k1 and only low
m2 orders can be expected. For a given harmonic order q,
an m2 order will be separated from the ω beam if
γ ≥ q=4f#m2, where f# ¼ f=D is the f number of the ω
beam focused with a focal length f and with an initial
beam diameter D.
From a wave perspective, the generated far-field

pattern can be understood as the interference of multiple
harmonic sources. These sources are created by the
interference of the two driving fields, as illustrated in
Fig. 2. The modulation of amplitude and phase of the
ω-2ω-driving field across the focal plane leads to an
amplitude and phase modulation of the dipole oscillating
at a given harmonic frequency. Note that the harmonic
grating persists over the pulse duration while the intensity
modulation at the fundamental frequencies is smeared out
in time. All features of the far-field pattern mentioned
above can be explained with this concept: the nonlinearity
of the process determines the harmonic intensity

FIG. 2 (color online). Illustration of the interference concept:
spatially resolved harmonic spectra as well as near- and far-field
intensity distributions for a given harmonic order. (a) Δβq > Θq
and (b) Δβq < Θq. The spatial distribution of the high-order
harmonic emission in the far field is defined by the interference
grating in the focus representing multiple harmonic sources,
determining intensity and phase of the emitted harmonics. The
displayed far-field spectra were calculated using the strong field
approximation, considering γ ¼ 5 mrad (a) and γ ¼ 1.5 mrad (b)
with I2ω=Iω ¼ 0.05 and Iω ¼ 2 × 1014 W=cm2, where Iν denotes
the focus intensity at central frequency ν.
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distribution in the focal plane and therefore the width of the
envelope over the spatial distribution in the far field.
The relative intensity of the two driving fields influences
the phase of the source grid, which determines the position
of the envelope in the far field.
Phase matching in HHG can be analyzed by adding the

relevant wave vectors, as illustrated in Figs. 3(a) and 3(b).
The total k-vector mismatch [24] for noncollinear HHG can
be expressed as

Δk ¼ Δkjj þ Δk<;

with Δk< ¼ m2γ
2

�
2m2

q
− 1

�
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

<0

ω

c
k̂q; (2)

where Δkjj is the k-vector mismatch corresponding to the
collinear generation geometry [Fig. 3(a)] while Δk< is the
geometrical offset added by the noncollinear geometry.
Considering a certain m2, phase matching (Δk ¼ 0) can be
achieved by choosing the right angle γ. Δk< is positive or
negative depending on the sign of m2, i.e., on whether we
consider DFG or SFG [Fig. 3(b)]. Δkjj can be written as a
sum of four components [25]: the wave vector mismatch
due to the geometrical Gouy phase, two components that
arise from dispersion in the partially ionized medium, and a
contribution due to the intensity-dependent dipole phase. A
limiting factor is ionization, which is intrinsically required
for HHG but strongly reduces the efficiency due to the
negative phase mismatch induced by plasma dispersion.
Additionally, the Gouy phase can lead to a significant
negative phase mismatch especially in the case of a tight
focus or high harmonic orders. In both cases, the resulting
negative Δkjj can be compensated by a positive Δk<.
In these conditions high harmonic emission driven by
noncollinear DFG can dominate over noncollinear SFG.
In the absence of propagation effects and for a weak
perturbing 2ω field, the harmonic spatial profile is strongest
at β ¼ 0 (m2 ¼ 0) [17]. If the far-field pattern is predomi-
nantly emitted outside the angle sector defined by the two
driving fields (as in Fig. 1), DFG dominates, indicating that
Δkjj is negative. If the emission maximum is located inside
this angle sector, SFG dominates and Δkjj is positive.
Not only the sign, but also the magnitude of Δkjj can be
estimated as shown by the analysis of our experimental
results presented below.
We performed experiments using a high-energy 40 fs Ti:

sapphire laser system operating at a 10 Hz repetition rate
[26]. The second harmonic field, with a pulse energy
corresponding to 5% of the fundamental, was generated
in one arm of a phase-stable Michelson-like interferometer
and loosely focused together with the fundamental field
into an argon gas cell (f# ≃ 200). The interferometer
allowed us to spatially displace the two beams so they
could be focused with a small angle relative to each other.
The generated harmonics were analyzed by an XUV
spectrometer with an entrance slit and recorded by a
microchannel plate detector. Our experimental conditions
are chosen to strongly favor HHG emission from the short
trajectory [26]. Due to the small angle, the beams corre-
sponding to differentm2 orders interfere [case (b) in Fig. 2],
and the spatial distribution in the far field depends on ϕ, the
relative phase between the ω and the 2ω fields. Figure 4(a)
shows a single shot harmonic spectrum recorded with
γ ≈ 1.5 mrad. Figure 3(c) presents the corresponding
spatial intensity distributions for four harmonic orders,
averaged over ϕ. The solid blue line in Fig. 3(c) shows
that the center of the far-field distribution, obtained by
fitting Gaussian envelopes to the experimental data,
varies with harmonic order. In order to deduce the effect
of phase matching from the spatial distribution, the ω-beam

FIG. 3 (color online). (a),(b) Schematic phase matching
scheme for noncollinear ω-2ω HHG. In conditions where a
phase mismatch is present for a collinear generation geometry
(here illustrated for a negative Δkjj on the optical axis), it is
possible to find a corresponding noncollinear geometry at which
the total phase mismatch is zero (e.g., considering DFG in the
displayed scheme). The shaded areas indicate a negative (green)
and positive (blue) Δk. (c) Measured harmonic spatial profile
averaged over the relative phase between the ω and 2ω fields for
γ ≈ 1.5 mrad: the solid blue line indicates the approximate center
of the spatial profiles; the dotted blue line marks the calculated
center of the harmonic beams in the absence of propagation
effects. The two arrows mark the propagation directions of the ω
and the 2ω beams. (d) Extracted wave vector mismatch Δkjj.
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direction cannot be used as a reference, since the 2ω-field
intensity is not negligible in our experimental conditions.
Instead we calculate this reference [dotted blue line in
Fig. 3(c)] using numerical simulations based on the
strong field approximation (SFA), accounting for the non-
collinear overlap of the two driving fields but neglecting
propagation effects (see the Supplemental Material [27]).
Experimentally, we clearly observe a dominant contribu-
tion on the left side from the reference direction, for most
harmonic orders, whichwe relate to a dominant DFG contri-
bution in our experimental conditions. The offset between
the experimental beam centers and the SFA results allows
us to deduce an approximate value for the effective Δkjj as
shown in Fig. 3(d) (see the Supplemental Material [27]).
Finally, we examine in more detail noncollinear HHG

at small crossing angles and analyze the influence of
interference effects on the harmonic spatial profile.
Figures 4(b)–4(d) show the far-field profiles for harmonics
16, 19, and 22 as a function of ϕ. The position of the spatial

fringes varies periodically with ϕ and this variation
becomes more pronounced as the harmonic order increases.
This can be understood within the wave model: the
harmonics generated at different source locations in the
focal plane [e.g., A and B in Fig. 2(b)] interfere in the far
field, and the interference pattern depends on their relative
phase. The main contribution to this phase difference is
due to the single atom response and can be expressed as
Δφs ¼ αqðIA − IBÞ, where αqI denotes the harmonic
dipole phase [28] at a corresponding driving field intensity
I. When the phase ϕ is varied, the harmonic intensity
grating in the focus moves across the focal plane and the
difference between IA and IB changes. Consequently, the
interference fringes in the far-field shift as clearly visible
in Figs. 4(c) and 4(d). The slope reveals the dipole
phase dependence on the intensity, which is small for
low harmonic orders and increases with order, as expected
for the short trajectory contribution [29]. Results from our
SFA simulations, shown in Figs. 4(e)–4(g), reproduce fairly
well the main features of the experimental interference
patterns. The differences in width and shape of the spatial
profiles (and consequently in the slope of the fringe pattern)
can be explained by deviation from Gaussian optics
including possible asymmetries of the fundamental beam
shape in the focus as well as ionization effects leading to
additional spatial broadening.
There is a clear analogy between the presented spatial

phase effects and carrier envelope phase (CEP) dependent
spectral fringes in HHG. Attosecond pulses are generated
by a short fundamental pulse at a few instants in time, e.g.,
ta and tb at the corresponding driving field intensities Ia, Ib.
The harmonic spectrum is a consequence of the interfer-
ence between these pulses. Similarly to the spatial inter-
ference effect discussed above, the spectral interference
pattern depends on the relative phase Δφt ¼ αqðIa − IbÞ,
which changes with CEP [30,31].
In summary, we have theoretically and experimentally

investigated noncollinear HHG, focusing on the macro-
scopic aspects of the generation process. We have shown
how a noncollinear second harmonic field can be used to
probe phase matching by utilizing a geometrical phase
mismatch component, introduced by the noncollinear
geometry. Using difference-frequency generation proc-
esses, this component can be advantageous for phase-
matched generation in a partly ionized medium. We further
identify different noncollinear angle regimes leading either
to well separated harmonic beams or to spatial interference
structures in the far-field spectrum. These interferences are
the spatial analog of temporal interference structures in
attosecond pulse generation with few cycle pulses.

This research was supported by the Marie Curie program
ATTOFEL (ITN), the European Research Council
(ALMA), the Swedish Research Council, the Swedish
Foundation for Strategic Research, and the Knut and
Alice Wallenberg Foundation.
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FIG. 4 (color online). (a) Single shot experimental harmonic
spectrum generated in the same conditions as shown in Fig. 3(c).
The dashed white lines indicate the region displayed spectrally
integrated and normalized as a function of ϕ in (b)–(d).
Corresponding SFA results are shown in (e)–(g). Note that
the center of the spatial distribution is shifted compared to the
experimentally measured patterns since propagation effects are
not included in the simulations.
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This supplementary information contains:
A. a description of the model used for the numerical simulations,
B. a derivation of the method used to extract an effective wave vector mismatch.

A. Numerical simulations of the noncollinear HHG process

We performe two-dimensional calculations in order to simulate HHG using a noncollinear geometry. The single atom
response was obtained by solving the time dependent Schrödinger Equation within the strong field approximation.
The quasi-classical action for the electron motion in the continuum

S(~p, t, t0) =

∫ t

t0

dt′
(

[~p− e ~A(t′)]2

2m
+ Ip

)
(1)

is calculated for the vector potential ~A of the combined fundamental and second harmonic field. Ip, m and e denote
ionization potential, electron mass and charge, respectively. t0 and t are tunneling and recombination times for an
electron with canonical momentum ~p. The laser induced dipole [1] was calculated by evaluating the integral:

x(t) = i

∫ ∞

0

dτ

(
π

ε+ iτ/2

)3/2

d∗x(pst(t, τ)−Ax(t))

× exp[−iSst(t, τ)/~]F(τ)

×dx(pst(t, τ)−Ax(t− τ))E(t− τ) + c.c.,

(2)

considering a stationary phase approximation over momentum, with pst(t, τ) = [E(t)−E(t−τ)]/τ , where τ = t− t0 is
the excursion time in the continuum. In accordance with our experimental conditions, the short trajectory contribution
was selected via a filter function: F (τ) ≈ 1 for τ < 0.65T and F (τ) ≈ 0 for τ > 0.65T , where 0.65T corresponds
to the position of the cutoff. The integral in Eq. (2) is evaluated numerically on a finite temporal grid for all points
along a one dimensional grid in the focal plane. The far-field emission is computed using Fourier methods. We have
performed the calculations both in one dimension and in two dimensions and found that the far-field pattern did not
change significantly when including the second dimension. Propagation effects are not taken into account.

B. Estimation of the global phase mismatch

As explained in the main Letter, the asymmetric distribution of the harmonic beams relative to the reference
direction [dotted blue line in Fig. 3(c) of the main Letter] can be linked to macroscopic phase matching effects and
allows an estimation of ∆k||.

The harmonic signal Sq can be calculated by integrating the dipole response along the propagation axis z over the
medium length L, taking into account a global wave vector mismatch ∆k = ∆k|| + ∆k< as well as re-absorption of
the generated XUV emission in the generation gas, denoted by the absorption coefficient κq:

Sq ∝
∣∣∣∣∣

∫ L

0

dq exp [i(∆k + iκq)(L− z)] dz
∣∣∣∣∣

2

(3)

Approximating the dipole amplitude dq as well as ∆k as constant over the medium length, Eq. (3) reduces to:

Sq ∝ |dq|2e−κqL · cosh(κqL)− cos(∆kL)

∆k2 + κ2
(4)

We now consider Sq = Sq(m2) for different emission directions, i.e. for different m2 values, defined through Eq. (1)
in the main Letter. |dq|2 has to be replaced by a function accounting for a reasonable scaling of the intensity of the

220



Paper XII

harmonic emission corresponding to different m2-orders. As an approximation and in agreement with our simulations,
we replace |dq|2 in Eq. (4) by a Gaussian function of width ∆m2, centered around m0

2:

Sq(m2,∆k||) ∝ exp

[
−4 log(2)

(m2 −m0
2)2

(∆m2)2

]
· e
−κqL

{
cosh(κqL)− cos

[
(∆k|| + ∆k<(m2))L

]}
[
∆k|| + ∆k<(m2)

]2
+ κ2

(5)

∆k< is a function of m2, defined via Eq. (2) in the main Letter. m0
2 has a dominant influence on the distribution

Sq(m2,∆k||). In our analysis, we use the numerically extracted m0
2-values shown in Fig. 3 (c) in the main letter.

∆m2 influences Sq(m2,∆k||) only weakly and was set to ∆m2 = 7 in our analysis, reflecting an upper limit of the
experimentally measured width. Considering further L = 2 cm and a generation pressure of p = 2 mbar in order to
estimate κq, we can fit Sq(m2,∆k||) to the experimentally measured distribution by adjusting ∆k|| and thus extract
∆k||.

[1] M. Lewenstein et al., Phys. Rev. A 51, 1495 (1995).
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Abstract
We present a novel scheme for high-order harmonic generation, enabling the
production of spatially separated isolated attosecond pulses. This can be
achieved by driving the generation process with two identical, but temporally
delayed laser pulses, which are noncollinearly overlapping in the generation
medium. Our approach provides intense attosecond pulses directly separated
from the fundamental field, which is left undistorted. The method is therefore
ideally suited for pump-probe studies in the extreme ultraviolet regime and
promises new advances for intra-cavity attosecond pulse generation. We present
a theoretical description of noncollinear optical gating, with an analytical deri-
vation and simulations using the strong field approximation.

Keywords: isolated attosecond pulses, high harmonic generation, attosecond
physics, extreme nonlinear optics

1. Introduction

The generation of single attosecond pulses (SAPs) via high-order harmonic generation (HHG)
has enabled a multitude of experiments providing insight into attosecond dynamics in atoms
[1], molecules [2] and solids [3]. While the generation of trains of attosecond pulses, i.e. high-
order harmonics, does not present any technical difficulty with present ultrafast laser
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technology, the generation of SAPs remains challenging, requiring carrier-envelope-phase
(CEP)-stable few-cycle driving laser pulses and/or advanced gating methods to confine the
extreme ultraviolet (XUV) emission to a single half-cycle of the driving field. Commonly-used
techniques are based on manipulating the polarization state of the driving field [4, 5], utilizing a
high laser intensity to rapidly deplete the nonlinear medium [6] or altering the shape of the
driving field via multi-color field synthesis [7]. Vincenti and co-workers recently introduced a
conceptually different technique [8], named attosecond lighthouse, utilizing spatio-temporal
couplings to angularly streak the generated attosecond pulses. The technique was
experimentally implemented both in gases [9] and using plasma mirrors [10].

Most gating techniques imply extensive manipulation of the fundamental field and require
spectral filtering of the harmonic radiation, limiting the efficiency and restricting any further use
of the laser pulse. Using the fundamental field after generation is of interest for pump-probe
experiments and essential for intra-cavity HHG [11, 12], a promising scheme that enables the
generation of attosecond pulses at unprecedented power levels and repetition rates, with
applications in ultrahigh precision frequency metrology. While the generation of high-order
harmonics inside a cavity has been experimentally demonstrated [11, 12], that of isolated
attosecond pulses remains an unsolved challenge, requiring broadband enhancement cavities
[13] and suitable gating methods [14].

Here, we introduce an efficient gating technique, noncollinear optical gating (NOG), based
on driving the HHG process in a noncollinear geometry. Noncollinear HHG has recently been
employed for several applications [18, 19], including in situ diagnostics of the generation
process [20], and proposed as out-coupling method for intra-cavity HHG [21, 22]. Here, we
present a new implementation of noncollinear HHG, which is used to generate angularly
streaked attosecond pulse trains, thus providing an efficient gate for SAP generation. Two
identical but time-delayed, noncollinearly overlapping laser pulses form a driving field with
rotating wave fronts. Consecutive attosecond pulses are emitted in different directions, as
illustrated in figure 1. The two driving laser pulses are left unperturbed1 after generation and are
spatially separated from the XUV radiation emitted at the bisector of the two driving field
propagation angles. Thus, our method opens new possibilities for attosecond pump-probe
experiments [15–17] as well as for frequency-comb spectroscopy studies in the XUV regime.

The article is organized as follows: the method is described in sections 2 and 3. Numerical
simulations are presented in section 4. In section 5, we discuss the influence of macroscopic
propagation effects. Finally, in section 6, we compare our gating scheme with the attosecond
lighthouse technique.

2. Principle of the gating method

We consider two identical laser pulses, which are overlapped in time and superimposed
noncollinearly with an angle 2γ at the focus, thus forming a spatial intensity grating in the focal
plane [19]. The far-field angular distribution of the harmonics generated in such a geometry is
determined by the interference of multiple sources. In general, the harmonics are emitted in
different directions [23], and consequently the corresponding attosecond pulses are angularly
distorted. The angular emission characteristics simplify considerably at small noncollinear

New J. Phys. 16 (2014) 052001
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1 Perturbations intrinsic to the HHG process, e.g. due to plasma formation as well as possible perturbations
induced when splitting an initial laser pulse into two pulses might of course occur.
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angle, when the intensity grating in the generation medium becomes a single maximum with
weak satellites, as discussed in more detail below. In these conditions, the XUV emission
follows the instantaneous direction of propagation of the total driving field (the z-axis in
figure 1(c)), defined by the bisector of the two driving field propagation angles.

The wave front orientation in the focus of two noncollinearly overlapping laser fields with
field envelope 1 and 2, propagating along the wavevectors k1 and k2 respectively, can be
defined through the composite wavevector at the point of intersection:

=
+

+

 
 

( )
k

k k
. (1)tot

1 1 2 2

1
2

2
2
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Figure 1. Principle of noncollinear optical gating. (a) A temporal delay between two
few-cycle pulses leads to a rapidly changing amplitude ratio between subsequent half-
cycles. (b) Overlapping these pulses noncollinearly causes a temporal rotation of the
wavefronts (the figure displaysR E( )2 of the total field E). Attosecond pulses generated
from subsequent half-cycles are therefore emitted in different directions. (c) Illustration
of the experimental scheme: two noncollinearly overlapping driving pulses generate
spatially separated isolated attosecond pulses in the angle sector between the
fundamental propagation directions. The displayed spectrogram was calculated using
a quasi-classical approach, considering a pulse duration and temporal delay of 2 T,
where T is the field-cycle period. The observed continua, labelled 1–5, are characteristic
of spatially separated attosecond pulses.
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By taking the scalar product βˆ · = − ( )x k k sintot tot , in which x̂ is the unit vector in lateral
direction (see figure 1(b), (c)) and β is the angle between k tot and the z-axis, we obtain for small
γ:

β γ ξ
ξ

= −
+

1
1

. (2)

A variation of the amplitude ratio of the laser fields, ξ =  2 1, results in a macroscopic tilt of
the wave fronts and a change in the emission direction β. The introduction of a temporal delay
Δt between two driving laser pulses leads to an amplitude ratio that changes rapidly from one
half-cycle to the next (figure 1(a)), defining a unique orientation angle of the corresponding
wave fronts as a function of time. The consequence is an ultrafast wave front rotation (WFR) in
the focus (figure 1(b)), with attosecond pulses emitted in different directions [8]. The emission
of XUV light is thus angularly streaked, mapping time into spatial position in the far-field [9]. A
conventional imaging-XUV spectrometer displaying the spatially resolved spectral profile will
therefore provide a spectrogram of the generated attosecond pulse train, i.e. frequency versus
time, as illustrated in figure 1(c). The time-to-space mapping is defined through equation (2)
where ξ varies with time depending on the envelope and separation of the driving fields.

Considering two Gaussian laser pulses with Δ τ= − ± ( ) ( )t texp [ 2 ln 2 2 ]1,2

2 2 and pulse
duration τ (FWHM), we can deduce the emission angle as a function of time. The time-to-space
mapping is approximately linear around t = 0, i.e. at the temporal center of the total driving
field, where maximum WFR speed is achieved, with

β γ Δ
τ

=( ) ( )t
t

t2 ln 2 . (3)2

In the temporal wings of the pulses, the WFR speed is reduced. The direction of the time axis
itself is determined by the sign of the temporal delay, i.e. the order of the driving pulses. The
WFR velocity increases linearly with Δt. Choosing Δ τ≈t ensures that the total field intensity
does not exhibit a local minimum at t = 0.

3. Angular separation of the attosecond pulses

In order to isolate attosecond pulses emitted from subsequent half-cycles, the angle difference
Δβ β≈ ( )T 2 has to be larger than the divergence angle of a SAP. We define this angle as

Θ = ( )W z zq q , with ( )W zq denoting the beam radius in the far field at a distance z from the focus

for a beam with central frequency ωq . To estimate Θq, we consider the intensity grating of the

fundamental field in the focal plane with a Gaussian envelope at the beam waist and radius W0.

All spatial beam widths are defined at 1 e2 of the intensity profile. For small γ, the intensity
distribution in the focal plane can be written as:

γ= ∝ −⎡⎣ ⎤⎦
⎛
⎝⎜

⎞
⎠⎟( ) ( )I x z kx

x

W
, 0 cos sin exp

2
. (4)2

2

0
2

In order to avoid interference effects due to multiple harmonic sources formed by the
interference grating in the focus, we consider a degenerated grating with only one central
maximum at x = 0 and weak satellites. Limiting the intensity of the first satellites to 1 e2 of the

New J. Phys. 16 (2014) 052001
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central maximum implies that γ must be smaller than γ λ= W/2
opt 0 with λ denoting the carrier

wavelength. Using Gaussian optics, we have λ π=W f W( )f0 , where f is the focal length and Wf

the beam radius before focusing. Defining x2 0 as the center-to-center separation of the two
generation beams before focusing and δ = x Wf0 , the required intensity grating is obtained

when δ π⩽ 2.
For small γ, the cosine2-intensity distribution caused by the beam interference can be

approximated with a Gaussian function, = ∝ − γI x z x W( , 0) exp ( 2 )2 2 , with

γ= +γW k W1/[ 2 1 ]2 2 2
0
2 , as illustrated in figure 2(a). With the scaling relation Θ ∝ γW1q ,

this leads to an expression for the divergence angle Θ Θ γ= ( )q q in units of Θ (0)q :

Θ γ
Θ

γ= = +
γ

( )
( )

W

W
W

k

W0 2
1

. (5)
q

q

0
0

2 2

0
2

In order to determine whether the condition for SAP emission Δβ Θ> q is satisfied, we look

at the scaling of Δβ and Θq with increasing noncollinear angle, or equivalently beam separation

δ (figure 2(b)). Δβ is plotted as a function of γ for three different pulse lengths whileΘq is shown

for two different values of the ratio between the fundamental and the attosecond pulse
divergence η Θ Θ= ( )0q0 . While Δβ increases linearly with γ, Θq follows a nonlinear scaling

relation. The conditions for SAP generation improve with increasing γ until Θq approaches an

asymptotic linear dependence. Figure 2(b) shows that efficient gating requires short driving
pulses and collimated harmonic beams. For η = 10 and λ = 800 nm, gating is achieved for

New J. Phys. 16 (2014) 052001

5

Figure 2. Intensity grating and gating condition. (a) Fundamental intensity distribution
at z = 0 for γ γ=

opt
together with its Gaussian approximations considering (black solid

line) and neglecting (black dashed line) the influence of the spatial envelope (gray solid
line). (b) Θq, for η = 5 (solid red line) and η = 10 (solid blue line) together with their
asymptotic approximations (dashed red and blue lines), plotted as a function of δ; the
solid gray lines indicate Δβ for different pulse lengths, considering a central wavelength
of 800 nm. Both Θq and Δβ are normalized to the divergence Θ0. We also indicate the
minimum δ which allows a direct separation of fundamental and SAP (dashed vertical
line) and the maximum δ ( π= 2) for which the statellite peaks can be neglected and for
which gating can be achieved (solid vertical line).
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τ ⩽ 10 fs and δ ⩾ 1, while if η = 5, gating needs pulses of the order of 5 fs or less and similarly
δ ⩾ 1. The gating conditions improve until δ π≃ 2, which corresponds to the maximum
allowed noncollinear angle γ γ=

opt
. As an example, for f= 0.5m and Wf= 2mm we obtain

γ opt = 6.3mrad.
In summary, optimal conditions for SAP generation, which ensure minimized temporal

satellite pulses as well as suppression of interference effects due to multiple sources in the
focus, are obtained when the beam separation before focusing is approximately π 2 times the
1 e2-diameter of the intensity profile. This condition is valid for loose and tight focal geometries,
since the NOG scheme does not depend on focusing as long as η remains the same (see
figure 2). With decreasing focal length, W0 decreases and the SAP divergence increases.
However, Δβ increases accordingly, and identical temporal SAP characteristics are obtained.

For γ γ≃
opt
, the influence of the Gaussian envelope on the radial dimension of the

harmonic source can be neglected, and the divergence can be approximated by its asympotic
value

Θ Θ γ λ
π η

γ γ
η

≈ = =( )W
k k

0
2 2

2
. (6)q q 0

Using equation (3) this leads to a simple condition for the maximum pulse duration allowing an
angular separation of the generated attosecond pulses:

τ ηλ⩽
( )

c

ln 2

2
, (7)

c denoting the speed of light. If the above condition is fulfilled, the emission direction between
consecutive SAPs changes by at least the divergence angle of the same pulses. This is
equivalent to limiting the on-axis intensity of pre- and post pulses to 1 e2 of the main pulse. For
λ = 800 nm, and η = 10, we obtain τ ⩽ 13 fs.

The factor η1 can also be interpreted as a lower limit for the angular divergence of the
harmonic emission at frequency ηω, defined in units of the fundamental beam divergence. Thus,
equation (7) leads to an approximate limit for the low-energy cutoff ωη= Elow of the generated
spectral continua:

ω τ
π

≈ 
( )

E
2 ln 2

, (8)low

2

the high-energy limit being determined by the fundamental intensity. Using the above
parameters and considering τ = 5 fs at λ = 800 nm and a peak intensity of ×2 1014 Wcm−2, we
have =E 5.9low eV, leading to SAPs with up to 48 eV bandwidth if Ar is used for generation.

4. Simulations

We performed numerical calculations in order to simulate HHG in a noncollinear geometry.
The single atom response was obtained by solving the time dependent Schrödinger equation
within the strong field approximation [24], selecting the short trajectory contribution. The
harmonic dipole response was calculated numerically on a finite temporal grid for all points
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along a one dimensional grid in the focal plane. The far-field emission was computed using
Fraunhofer diffraction integrals. Propagation effects (see section 5) were not taken into account.

Figure 3 presents simulations of HHG in neon for two-cycle driving pulses (τ = T2 ),

considering δ π= 2. The first row (a) shows the focused laser fieldR ( )E
2
, the attosecond pulse

train in the far field (b), the far field spectrum (c) and a spectral line-out at β = 0 (d) when the
two pulses are superposed with no time delay at the focus. The far-field intensity distribution is
shown as a function of the propagation angle β, normalized to the divergence of the focused
fundamental laser pulses. The generated attosecond pulse train includes approximately four
pulses, which interfere in the far field, leading to a discrete HHG spectrum. The second and
third rows present the same quantities for temporally-delayed driving pulses, with Δ τ= =t T2
and Δ =t T2.5 respectively. The WFR ((e) and (i)) induced by the temporal separation streaks
the attosecond pulses angularly as shown in (f) and (j). With increasing temporal delay, the
discrete spectrum becomes a characteristic XUV spectrogram with discrete harmonic peaks at
low energies and spectral continua towards the high-energy cut-off. The spatially overlapping
contributions from consecutive attosecond pulses interfere, leading to a fringe pattern between

New J. Phys. 16 (2014) 052001
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Figure 3. Simulations of noncollinear optical gating. Normalized spatio-temporal

distribution R ( )E
2
of the fundamental field interference pattern in the focus (first

column), far-field intensity distribution of the attosecond pulse trains (second column),
spatially-resolved spectrum (third column) and spectrum at β = 0 (fourth column) for
three different cases: Δ =t 0 (first row), Δ τ= =t T2 (second row), and Δ =t T2.5
(third row).
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the spectral continua. The slope of the interference fringes, which increases with energy, reflects
the harmonic dipole phase variation with driving field intensity [25].

A variation of the CEP ϕ
CE

of the driving fields moves the wavefronts in time and leads to a
spatial shift of the corresponding XUV spectrogram [9, 10], providing direct access to the CEP
of the driving laser field. For the simulations presented in figure 3, ϕ

CE
was chosen in order to

emit a SAP at β = 0. Changing ϕ
CE

by π 2 leads to the emission of two pulses at β Δβ≈ ± 2,
thus providing two synchronized but spatially separated SAPs, of interest for attosecond-pump-
attosecond-probe studies.

A variation of the relative phase between the two driving fields moves the fundamental
intensity grating across the focal plane. A zero relative phase at the point of intersection ensures
a central intensity maxima at x = 0, as shown in figure 3 (first column) while a phase shift of π
leads to two intensity maxima in the focal plane and a phase singularity at = =x z 0 [26]. In
the latter case, interference effects between the two harmonic sources in the focus lead to
angularly distorted attosecond pulses, thus preventing efficient gating.

5. Propagation effects

Propagation effects in the nonlinear medium can be described in a similar way as for a collinear
geometry. The noncollinear geometry adds a geometrical component to the total wavevector
missmatch between fundamental beam and generated XUV field with central frequency ωq
[19]. In the focus, the geometrical wave vector mismatch can be taken into account by replacing
the component arising from the Gouy phase shift for one beam Δ ≈ −k q zq

c 0 (z0 denotes the
Rayleigh length) by:

Δ Δ π λπ= + −
⎛
⎝⎜

⎞
⎠⎟k k

z
1

4 8
. (9)q q

nc c

2

0

The second term in equation (9) can be attributed to the noncollinear geometry considering
plane waves (equivalent to the Gouy phase shift of a Gaussian beam with an initial beam radius
of πW 2f ), the last term is caused by the of off-axis components of the Gouy phase shift.

Δk q
nc is equivalent to the wave vector mismatch for a collinear geometry with tighter

focusing, which does not imply a lower conversion efficiency if the generation parameter are
selected adequately [27]. As for collinear HHG, phase matching can be achieved by minimizing
the total wave vector mismatch, i.e. adjusting gas pressure, medium length and laser intensity
[28]. Our numerical simulations confirm the robustness of the NOG scheme even for a long
medium, which is consistent with the findings presented in the supplementary information of [9]
for the case of the lighthouse technique (see section 6).

6. Comparison with the attosecond lighthouse

Finally, we compare NOG with the attosecond lighthouse technique [8]. Both methods are
based on WFR of the fundamental field, introducing an angular streaking effect. In the
lighthouse configuration, WFR is achieved by focusing an angularly chirped laser pulse while
an ultrafast amplitude modulation induces a rotating wave front in the NOG scheme. The
lighthouse can also be seen as the continuous analog of NOG. The two techniques are compared

New J. Phys. 16 (2014) 052001
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in figure 4 for a two-cycle fundamental pulse and maximum WFR speed for the lighthouse
scheme. Figures 4(a) and (d) show the spatio-temporal representation of the driving field
distribution before focusing, while (c) and (f) present the angularly streaked attosecond pulse
train in the far field together with the driving field after generation (in gray). Considering Δ τ=t
for the NOG scheme, both methods lead to angularly streaked attosecond pulse trains with very
similar spatio-temporal characteristics and identical streaking efficiency at t = 0. Interestingly,
the NOG scheme allows even faster WFR for Δ τ>t (figure 2, third row) and thus a better
spatial separation of the generated attosecond pulses while the WFR speed is limited in the
lighthouse scheme [8]. Another important difference emerges for the fundamental field
characteristics after generation. In the lighthouse scheme the fundamental field is chirped and
distributed over the angle sector in which attosecond pulses are emitted. In the NOG scheme,
two, nearly transform limited fundamental pulses (see footnote 1), leave the interaction process
after generation and isolated attosecond pulses are emitted in the angle sector between the two
driving fields.

7. Conclusion and outlook

In conclusion, we have introduced a new method for streaking attosecond pulse trains, which
gives access to multiple, perfectly synchronized SAPs. NOG constitutes the first gating scheme
that allows a direct spatial separation of fundamental driving field and generated attosecond
pulses. It is therefore ideally suited for attosecond-pump-attosecond-probe studies, which

New J. Phys. 16 (2014) 052001
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Figure 4. Comparison between NOG (a)–(c) and lighthouse (d)–(f). Normalized spatio-

temporal field distribution R ( )E
2
of the generation field before focusing (a), (d),

focusing scheme (b), (e) and generated XUV intensity distribution (c), (f) at a focal
length distance behind the focus. In order to achieve comparable spatio-temporal XUV
pulse characteristics we consider Δ τ=t for NOG, a beam radius before focusing that is
factor of 3.7 larger for the lighthouse scheme than for NOG and laser pulses that have
the same spectral bandwidth, corresponding to τ = T2 . The dashed lines in (c), (f)
indicate the time-to-space mapping.
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require high pulse energies. Finally, NOG can be applied to intracavity HHG, leading to the
generation of isolated attosecond pulses at unprecedented average power levels and MHz
repetition rates, promising advances in XUV-frequency-comb spectroscopy.
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We provide first experimental evidence for angular gating of high-order harmonic emission, driven
by two temporally delayed, intense, few-cycle laser pulses, overlapped noncollinearly in the genera-
tion medium. The noncollinear geometry has the benefit of spatially separating generated attosecond
pulses from the driving infrared laser pulses, thus relaxing the need for filtering. We present first
observations of multiple spectral continua, indicating the generation of isolated attosecond pulses
emitted in different directions, which can be controlled by the carrier envelope phase of the driving
laser pulses. This scheme is particularly suited for intra-cavity attosecond pulse generation as well
as for the generation of energetic isolated attosecond pulses, essential for XUV-XUV pump-probe
experiments.

PACS numbers: 42.65.Ky 42.65.Re

Table-top sources of coherent extreme ultraviolet
(XUV) radiation are nowadays used in many laborato-
ries, delivering coherent XUV pulses (isolated pulses or
pulse trains) with attosecond duration. Such sources
are commonly based on high-order harmonic generation
(HHG) in gases, a process that requires intensities around
1014 W/cm2, thus setting severe requirements on the
laser pulses used for generation. Ultra-short laser pulses
with rather high pulse energy are typically employed, im-
plicitly limiting the repetition rate of attosecond sources
due to average power restrictions. Many experiments,
such as coincidence spectroscopy [1], photoelectron spec-
troscopy on surfaces [2] and time-resolved microscopy
[3, 4] would, however, benefit greatly from higher rep-
etition rates. A promising route towards multi-MHz at-
tosecond sources relies on HHG inside passive enhance-
ment cavities [5, 6]. In such a scheme, the low conversion
efficiency of the HHG process is compensated by coher-
ently superimposing many laser pulses inside the cavity,
leading to a total power enhancement of two to three
orders of magnitude [7]. Although successfully demon-
strated for attosecond pulse trains [5, 6, 8–10], the gener-
ation of isolated attosecond pulses (IAPs) inside a cavity
remains an unsolved challenge, limited mainly by dis-
persion management [11, 12] and out-coupling problems
[13]. Traditional gating concepts for the generation of
IAPs, such as polarization gating [14] or ionization gat-
ing [15] imply severe manipulations of the laser field and
cannot easily be brought in line with enhancement cavity
design consideration, due to an increased complexity of
dispersion control. Recent attempts are however point-
ing towards the implementation of gating techniques and
more efficient out-coupling [10, 16].

We recently proposed a new gating concept for IAP
generation [17], noncollinear optical gating (NOG), which
has the potential to facilitate intra-cavity IAP gating and
efficient outcoupling for intra-cavity HHG. Similar to the
recently introduced attosecond lighthouse [18], NOG em-

ploys a new degree of freedom for IAP gating: the spa-
tial domain, accessible via spatio-temporal couplings [19].
NOG combines the recently introduced angular streaking
concept [20] with noncollinear HHG, proposed [21] and
tested [22] as outcoupling method for intra cavity HHG.

The generation of one or several angularly separated
IAPs in a noncollinear geometry offers further new pos-
sibilities for attosecond-pump-attosecond-probe schemes
[23–25]. As XUV-XUV pump-probe experiments are
mainly limited by the low XUV photon flux of today’s
sources [26], better experimental schemes are needed.
The noncollinear generation of more than one IAP in-
cludes the functionality of an all-optical broadband XUV
beamsplitter, thus providing new possibilities for pump-
probe measurements [27]. Moreover, noncollinear genera-
tion simplifies the separation from the fundamental field,
as the IAPs leave the generation volume at a different
angle than the fundamental driving field.

In this Letter, we experimentally test the NOG scheme,
providing, for the first time, experimental evidence that
attosecond angular streaking can be realized in a non-
collinear generation geometry. We show the time-to-
space mapping of attosecond pulse trains, resulting in
multiple spectral continua in the spatially resolved XUV
spectrum, indicating the generation of angularly dis-
placed IAPs. We further investigate, how the time-to-
space mapping process can be controlled with the time
delay between the driving laser pulses and their carrier
envelope phase (CEP), allowing us to select the number
of XUV pulses.

Noncollinearly superimposing two identical and fo-
cused laser pulses at the position of the geometrical fo-
cus results in a transverse intensity grating with a pe-
riodicity a = λ/2γ (small angle approximation) and a
transverse envelope corresponding to the focal spot size
of either pulse. Here λ is the carrier wavelength of the
pulses and 2γ is the noncollinear angle between the two
beams. For small noncollinear angles, such that a ≈ w0,
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FIG. 1: (a) Schematic of the experimental setup. WD: motorized pair of wedges. H2O: water cell. CM: chirped mirrors. BS:
beam splitter. TS: translation stages. HM: holey mirror. FM: focusing mirror (f=400 mm). Gas: Argon. MCP: multi-channel
plate. PS: phosphor screen. (b) Illustration of the IR laser pulses (1) in the far-field before focusing (∆t > 0), (2) at the
position of the gas cell at gating conditions, and (3) of the angularly separated XUV half-cycle pulses (simulation).

where w0 is the beam radius in the focus (all spatial
beam dimensions are specified at 1/e2 of the intensity
profile), the intensity grating collapses into a single max-
imum with weak satellites. In the far-field (before focus-
ing) this corresponds to a separation of the two beams
by approximately δ = πD/2, where D is the diameter
of either beam. The direction of XUV emission is im-
posed by the wave front orientation of the individual half-
cycles of the driving field. For two identical pulses being
focused noncollinearly with complete temporal overlap,
the XUV emission is directed along the bisector of the
two pulses, i.e. the optical axis. However, if a tempo-
ral separation (∆t) is introduced, the resulting ampli-
tude variation between the two interfering pulses leads
to an ultrafast wavefront rotation (WFR) between con-
secutive half-cycles of the driving field. If the WFR is
fast enough, the XUV pulses originating from consecu-
tive half-cycles are angularly separated from each other.
This results in angularly streaked XUV emission, map-
ping time into spatial position in the far-field, similarly
to attosecond lighthouse [18]. The wavefront rotation an-
gle can be expressed as a function of the amplitude ratio
ξ(t,∆t) = E2/E1 between the two driving field envelopes
E1,2,

β(t,∆t) = γ
1− ξ(t,∆t)
1 + ξ(t,∆t)

. (1)

The principles underlying noncollinear optical gating are

described in detail in [17].

The experimental setup employed for NOG is illus-
trated in Fig. 1, together with the principle of the gating
technique. We use a Ti:Sapphire based chirped pulse am-
plification laser, emitting pulses with a repetition rate of
1 kHz, centered around 800 nm, with 20 fs pulse dura-
tion (FWHM), and an energy of up to 5 mJ. Few-cycle
pulses are obtained by post-compression using a hollow
capillary [28] of 1 m length and 250 µm diameter, oper-
ated at 3 bars of He in differential pumping configuration
[29]. Pulses with an energy of approximately 2.5 mJ are
focused into the entrance of the capillary and 0.9 mJ
are obtained at the output (transmission of 40%). The
beam from the capillary is collimated with a f=1.25 m fo-
cal length spherical mirror and compressed with chirped
mirrors in double-angle configuration (Ultrafast Inno-
vations). A pair of motorized fused silica wedges [see
Fig. 1(a)] is used for dispersion fine control, tempo-
ral characterisation as well as for scanning the carrier-
envelope phase (CEP) of the pulses. A change of 28.9µm
thickness of fused silica corresponds to a CEP-slip of π.
Consequently, we can easily scan multiple π of CEP-slip
without significantly influencing the pulse duration. The
CEP is stabilized with a commercial f-2f interferometer
(Menlo Systems) at the output of the laser and a slow
feedback loop to an acousto-optical programmable filter
(DAZZLER), resulting in ≈150 mrad residual rms CEP
instability for integration times of 30 ms. The pulses
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are characterized with the d-scan technique consisting
in recording frequency doubled spectra as a function of
dispersion (glass insertion of the wedges) and retrieving
iteratively the spectral phase from the measured funda-
mental and second harmonic generation spectra [30] .

Initial d-scan characterizations showed sub-4 fs
(FWHM) with residual third-order spectral phase and
distinct satellites. If glass wedges and chirped mirrors are
used for post-compression, third- and higher-order spec-
tral phase contributions usually remain uncompensated.
By introducing a water-filled cell of matched length (here
5 mm) into the beam path, an additional degree of free-
dom is obtained due to a different ratio between second-
and third-order dispersion for water as compared to the
typical glasses used for wedges [31]. With both second-
and third-order phases compensated, a relatively clean
pulse of 3.2 fs (Fourier limit 2.9 fs) at a carrier wave-
length of 720 nm is obtained with only small satellites
[see Fig. 1 (a)]. The pulse energy after compression is
∼ 0.5 mJ. After the post-compressor, the beam enters
an interferometer setup consisting of a dispersion bal-
anced beam splitter (Venteon) and two translation stages
to spatially (δ) and temporally (∆t) separate the pulses
for noncollinear gating [Fig. 1(a)]. As alternative to the
beam splitter, wave front division by means of a D-shaped
mirror was used in some experiments.

The spatially and temporally displaced pulses enter
vacuum through a thin (0.5 mm) AR-coated fused silica
window and are focused noncollinearly with a f=400 mm
spherical mirror into a pulsed Ar gas cell. Fig. 1b(2) il-
lustrates the wave front rotation obtained at the focus in
gating conditions. The XUV beams originating from con-
secutive half-cycles are spatially separated in the far-field
and recorded with a flat-field XUV spectrometer, consist-
ing of a curved grating, a multi-channel plate (MCP), and
a phosphor screen.

Fig. 2(a) displays the XUV spatial far-field profile, in-
tegrated over photon energy, as a function of the tempo-
ral delay ∆t in units of the cycle period T of the carrier.
Three characteristic regimes can be identified. At de-
lays much larger than the pulse duration τ (regime I),
the two laser pulses do not interact, leading to angularly
well separated XUV emissions at β = γ for t� 0 (ξ ≈ 0)
and β = −γ for t � 0 (ξ ≈ ∞) [Eq. (1)]. The inten-
sity modulations with delay, visible in this region, may
be explained by the influence of weak temporal satellite
pulses. For delays around ±T (regime II), the detected
XUV radiation covers a large angle sector, approximately
centered at the optical axis. In this regime where both
pulses overlap partially, the emission angle β(t) varies
rapidly with time, leading to an ultrafast WFR. The at-
tosecond pulse train is streaked across the angle sector
from −γ to γ, leading to a wide angular spread of the
emitted XUV radiation. Finally, at complete temporal
overlap (regime III), the spatial emission profile is con-
fined to a small angle sector around the optical axis. In
this case, the amplitude ratio of the two fundamental
fields does not change in time (β = 0) and the attosec-

ond pulse train is emitted on axis.
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FIG. 2: (a) Experimentally measured spectrally integrated
(25− 50 eV) XUV far-field profile vs. time delay ∆t. (b) and
(c): Wavefront orientation map displaying <[E(∆t, β)]2, in-
dicating the orientation of individual half-cycles as a function
of the time delay for φ1,2

CE = 0 (b) and φ1,2
CE = −π/4 (c). (d)

Illustration of the time-to-angle mapping: <[E(t)]2 and the
corresponding <[E(β)]2 for ∆t = −T together with the time-
to-angle mapping function β(t). The vertical curve <[E(β)]2

corresponds to a line-out taken from (b) at ∆t = −T . The
arrows in (c) indicate the pattern movement with decreasing
CEP.

The far-field XUV intensity distribution shows a dis-
tinct asymmetry relative to the optical axis [Fig. 2(a)],
which is inverted when the delay changes sign. For neg-
ative (positive) delays, the fundamental pulse generating
the XUV beam on the lower part of the figure (β ≤ 0)
comes first (second) [see also Fig. 1b(1)]. The observed
asymmetry can be explained by the influence of ioniza-
tion. Depletion as well as phase mismatch due to plasma
dispersion lead to less efficient XUV generation for posi-
tive angles at negative delays as well as for negative an-
gles at positive delays.

The delay-dependent XUV emission characteristics can
be better understood with the help of a wave front
oreintation map where the square of the real part of
the fundamental field on axis, E = E1 + E2 with
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FIG. 3: Angularly resolved far-field XUV spectra for three
different time delays: (a) Regime II: ∆t ≈ T , (c) Regime
I: |∆t| � 0, (d) Regime III: ∆t = 0. (b) Line-outs of the
XUV emission spectra indicated by a blue dashed line in (a)
and (c). The right side panel in (a) shows the spectrally
integrated spatial profile (blue line) together with a line-out
of the calculated wavefront orientation map for ∆t = T and
φ1,2
CE = π/4 [see Fig. 2(c)].

E1,2 = E1,2 exp[i(ωt±∆t/2) + φ1,2CE] is plotted as a func-

tion of ∆t and β. φ1,2CE denote the CEPs for the two
laser pulses. We consider a Gaussian carrier envelope
E1,2 = exp[−2 ln(2)(t ± ∆t/2)2/τ2]. Fig. 2 (b) and (c)
show examples of such wavefront orientation maps for
the experimental conditions and for two different CEPs,
identical for the two pulses, equal to 0 and −π/4. Each
vertical line-out in these figures represents the angular
electrical field distribution <[E(β)]2, i.e. its temporal
distribution <[E(t)]2 mapped onto the emission angle.
The time-to-angle mapping is defined in Eq. (1) and rep-
resented in Fig. 2(d) for ∆t = −T . For φ2CE = φ1CE,
emission angles close to the optical axis are only defined
for integer numbers of cycle delays. This corresponds to a
total relative phase between the two fields at focus equal
to zero, such that the intensity grating has a maximum
on the optical axis [see Fig. 1 b(2)]. For |∆t| ≈ T , most
interesting for gating, several distinct maxima are visible
along β, indicating the orientations of consecutive half-
cycles. For larger delays |∆t| ≈ nT , where n is an integer,
the angular separation between consecutive wavefronts
is increased even further, but at the same time the field
intensity is reduced significantly, leading to only weak
XUV emission. For delays such that ∆t = (n+ 1/2)T ,
partially overlapped pulses interfere destructively on the
optical axis, resulting in two weaker off-axis maxima and

strongly reduced XUV, suppressing efficient gating [17].
Gating is possible even with a difference in CEP for the
two pulses. In this case, it will not occur for delays equal
to a multiple of T and the symmetry between positive
and negative delays will be lost.

Fig. 3 shows angularly-resolved XUV spectra for the
three delay regimes presented above. In (c) the XUV
radiation is emitted at β = ±γ and the spectra are mod-
ulated corresponding to pulse trains in the temporal do-
main. In (d), a pulse train is emitted on axis. Finally in
(a) the radiation is emitted in different directions and the
spectra are almost continuous, indicating the emission of
several IAPs. The modulated and continuous emissions
are compared in (b). The right side panel in (a) presents
the spectrally integrated spatial profiles which compares
well with the predictions from the wavefront orientation
maps. These results show that the NOG technique allows
a clear spatial separation of consecutive IAPs.

In Fig. 2(b,c), the maxima in the wavefront orientation
map shift with CEP and consequently the XUV emission
angle rotates. This shift occurs in different directions for
positive and negative delays. When the CEP of both
driving pulses is decreased, the XUV emission angle ro-
tates upwards for ∆t = T and downwards for ∆t = −T .
This leads to a spatially asymmetric XUV intensity dis-
tribution for ∆t = ±T . The asymmetry observed in our
experiment [Fig. 2(a)] is most likely due to a negative
CEP.
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FIG. 4: Spectrally integrated (20 − 50 eV) spatial XUV far-
field profile as a function of CEP for ∆t ≈ −T . In the right
panel, two lineouts with a CEP offset of π/2 are shown. The
lineout location is marked with arrows in the main panel.

In Fig. 4 we plot the spatially resolved XUV signal inte-
grated over photon energy as a function of the CEP. The
fringes show the downward shift (towards negative β) of
the XUV emission in the far-field as the CEP decreases.
For the experimental scan shown here, a D-shaped mir-
ror was used for wave front division in the interferometer.
This allowed us to avoid residual differences in disper-
sion for both pulses but led to a reduced beam size. A
smaller noncollinear angle was used, resulting in less di-
vergent far-field profiles. Furthermore, fewer attosecond
pulses were observed, most likely due to an even better
compressed laser pulse. The angular rotation of the XUV
emission pattern with CEP demonstrates that the CEP
is a sensitive parameter for controlling the emission di-
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rection of the generated attosecond pulses. If an aperture
is placed on the optical axis, an IAP can be selected. Al-
ternatively, two attosecond pulses can be selected off-axis
if the CEP is changed by π/2. The selection of multi-
ple angularly separated IAPs is of interest for attosecond
pump-probe experiments [27].

Since the CEP strongly affects the gating process, the
emission direction of the emitted XUV beams becomes
a sensitive probe for shot-to-shot CEP fluctuations on-
target, when single-shot spectra are recorded. In our
measurements, the XUV signal was integrated over a few
shots. The fluctuations visible in Fig. 4 correspond to a
stability of ≈500 mrad, most likely reduced by pointing
instabilities dynamically changing the coupling into the
hollow capillary as well as by pulse to pulse energy fluc-
tuations inside the capillary [32, 33]. When multi-shot
spectra are recorded, the shot-to-shot CEP fluctuations
result in a loss of contrast in the recorded spatio-spectral
patterns and thus, the emission from individual IAPs ap-
pears angularly less separated than predicted by simula-
tions [17]. Another reason for the reduced contrast in
Fig. 3(a) as well as for the low visibility of the gating
in Fig. 2 (a), despite the short duration of the driving
laser pulses, is most likely a residual higher order chirp,
clearly visible by the satellite pulse distribution in the
pulse profile [see Fig. 1(a)]. Numerical simulations show
that a residual chirp can prevent efficient gating. The
CEP stability on-target can in the future be strongly im-
proved by implementing a fast pointing stabilization for
the coupling into the capillary as well as by measuring
and stabilizing the CEP behind the capillary in single-

shot [34].

In conclusion, we provided evidence that noncollinear
optical gating can be achieved experimentally, potentially
giving access to multiple, perfectly synchronised IAPs.
The NOG is the first gating technique that allows a direct
spatial separation of fundamental driving field and gen-
erated attosecond pulses. We have shown that the CEP
dependence of the time-to-space mapping can be used to
control the direction and number of emitted IAPs. This
makes the NOG technique ideally suited for experiments
that require high XUV peak energy, such as attosecond-
pump-attosecond-probe schemes. Finally, noncollinear
gating is a promissing candidate to obtain IAPs from en-
hancement cavities. In this case, the noncollinear geom-
etry has to be achieved by either synchronizing two inde-
pendent enhancement cavities [35], which share one gen-
eration medium or by designing an enhancement cavity
with two circulating pulses, which meet noncollinearly in
the generation medium [21]. For such approaches, elab-
orate cavity design including dispersion management to
support few-cycle pulses needs to be addressed, however
with the prospects of obtaining IAPs at unprecedented
repetition rate and power as well as a continuous XUV
frequency-comb.
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