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Abstract—Massive MIMO can greatly increase both spectral and transmit-energy efficiency. This is achieved by allowing the number of antennas and RF chains to grow very large. However, the challenges include high system complexity and hardware energy consumption. Here we investigate the possibilities to reduce the required number of RF chains, by performing antenna selection. While this approach is not a very effective strategy for theoretical independent Rayleigh fading channels, a substantial reduction in the number of RF chains can be achieved for real massive MIMO channels, without significant performance loss. We evaluate antenna selection performance on measured channels at 2.6 GHz, using a linear and a cylindrical array, both having 128 elements. Sum-rate maximization is used as the criterion for antenna selection. A selection scheme based on convex optimization is nearly optimal and used as a benchmark. The achieved sum-rate is compared with that of a very simple scheme that selects the antennas with the highest received power. The power-based scheme gives performance close to the convex optimization scheme, for the measured channels. This observation indicates a potential for significant reductions of massive MIMO implementation complexity, by reducing the number of RF chains and performing antenna selection using simple algorithms.
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I. INTRODUCTION

Massive MIMO [1]–[5] is an emerging technology in wireless access. By using a large number (tens to hundreds) of antennas at the base station, and serving many users in the same time-frequency resource, massive MIMO can improve the spectral and transmit-energy efficiency of conventional MIMO by orders of magnitude [6]–[9], and simple signal processing schemes are expected to achieve near-optimal performance [10]–[12]. The basic premise of massive MIMO is that, as confirmed by several experiments [13]–[16], the propagation channel has a large number of spatial degrees of freedom. Massive MIMO is currently considered a leading 5G technology candidate [17]–[21]. Real-time massive MIMO testbeds are being implemented and demonstrations are also reported [22]–[25]. However, with a large number of antennas and associated transceiver chains, the challenges of massive MIMO include high system complexity and hardware power consumption [26]–[29].

This paper investigates whether all antennas in a massive MIMO system contribute equally to the overall performance or not. Experimental data from measurement campaigns at the 2.6 GHz band are used to demonstrate that in many cases, the antennas do not contribute equally. This observation paves the way for antenna selection algorithms and for hardware architectures where the number of activated radio-frequency (RF) transceiver chains is less than the actual number of antennas. Antenna selection algorithms for such architectures are then proposed and their performance is analyzed. The practical impact of the proposed techniques is that the overall energy efficiency of massive MIMO systems can be substantially improved, and the hardware complexity can be reduced.

The rest of the paper is organized as follows. In Sec. II we discuss the general background, and introduce the antenna selection concept. Sec. III outlines the approach we have chosen for the study. In Sec. IV we describe the system model and present two antenna selection schemes. In Sec. V we describe the channel measurement setup used to obtain the experimental results. Then in Sec. VI we present performance results with antenna selection, and discuss the effectiveness of the proposed algorithms and how many transceiver chains that are needed under different operating conditions. Conclusions are given in Sec. VII.

II. BACKGROUND

In “ideal” independent and identically distributed (i.i.d.) Rayleigh fading channels, all the antennas can be expected to contribute equally to the system performance. To see why, consider a multi-user MIMO-OFDM system with $L$ subcarriers and suppose the base station has an array with $M$ antennas that serves $K$ users. Denote the $M \times 1$ channel vector for a given user $k$ and a given subcarrier $\ell$ by $g_{k,\ell}$. In i.i.d. Rayleigh fading channels, all antennas are equally good in the sense that

$$\frac{1}{K} \sum_{k=1}^{K} \frac{1}{L} \sum_{\ell=1}^{L} |g_{k,m}(\ell)|^2 \approx \text{constant} \quad \text{for all } m,$$

where the constant is independent of the antenna index $m$. This means that provided the bandwidth is relatively large and the number of users is large, no antenna outperforms the others.

In real propagation channels, however, the situation is different. Here, all the antennas contribute, but some antennas contribute more than others. In the study based on measured channels at the 2.6 GHz band, using a linear array of omnidirectional antennas and a cylindrical array of patch antennas, both having 128 elements, we have observed that over the measured 50 MHz bandwidth the average power variations across the two arrays can be significant [30]–[32]. As an example, the angular power spectrum (APS) and power variation over the 7.4 m linear array are shown in Fig. 1, for a line-of-sight (LOS) scenario and a non-line-of-sight (NLOS) scenario,
Antenna selection has been widely studied for conventional MIMO, see for example [34]–[42]. However, to the best of our knowledge, there are only few studies on antenna selection for massive MIMO available. In [43], antenna selection in massive MIMO was addressed for short-range wireless communications at 60 GHz. In [44], a simulation study using the Kronecker channel model [45] showed that significantly higher performance can be achieved with antenna selection than without. In [46], antenna selection for maximizing signal-to-noise ratio (SNR) was studied, and [47] considered antenna selection jointly with user scheduling for massive MIMO. The authors in [48] evaluated the characteristics of interference rejection with antenna sector selection in massive MIMO, based on measured channels in the 2 GHz band with 96 antenna elements. In the conference paper [49], we presented preliminary results on antenna selection in measured massive MIMO channels. The current paper extends [49] by studying in more depth how many RF chains that can be switched off while achieving a required performance, by considering more scenarios and propagation conditions, and by performing comparisons with suboptimal precoding schemes.

III. APPROACH

The aim of this paper is to obtain a deeper insight into how antenna selection in massive MIMO performs in real propagation channels. Specifically, we focus on how the number of users, the separation of users, and propagation conditions like LOS and NLOS affect the performance of antenna selection. Although the large power variation across antennas remains when averaging over frequencies, the effectiveness of the antenna selection can be reduced if the user channels to the base station are very distinct. This happens when users are located far apart and when many users are served. It is demonstrated that in the “worst case”, adaptive antenna selection does not perform significantly better than random selection, but in many cases adaptive selection substantially improves over random selection. All investigations use the measured channel data at 2.6 GHz described above, obtained with linear and cylindrical arrays.

In terms of algorithms, we select the set of active antennas that maximizes the downlink capacity. To find the optimal set, an exhaustive search can be used; however this is infeasible for massive MIMO in practice due to the huge number of possible selection alternatives. A number of antenna selection algorithms with lower complexity, notably greedy selection, have been proposed for conventional MIMO, and many of them can be applied to massive MIMO. We first examine a near-optimal scheme that uses convex optimization [49]–[51]. We then consider a very simple selection scheme that is based

![Angular power spectrum and power variation over a 7.4 m linear array, in the measured channels as reported in [30] and [32]. The four plots show: (a) angular power spectrum in a LOS scenario, (b) angular power spectrum in a NLOS scenario, (c) average power variation in the LOS scenario, (d) average power variation in the NLOS scenario.](image)
only on measurements of the received power at each antenna. Generally, this power-based selection scheme underperforms the convex-optimization based scheme that considers not only the received power but also the correlation between antenna channels. Yet, experiments with measured data show that the power-based scheme performs fairly well. This is so because the power variations over the array can be considerable in massive MIMO.

IV. SYSTEM DESCRIPTION AND ANTENNA SELECTION SCHEMES

We first establish the system model that will be used in the rest of the paper. We also formally state the problem of antenna selection for downlink capacity maximization, and introduce the two selection schemes: a near-optimal scheme relying on convex optimization, and a simple scheme using only received signal power measurements.

A. System Model and Sum-Capacity

We consider a single-cell multi-user MIMO-OFDM system with \( L \) subcarriers in the downlink. As shown in Fig. 2, the base station has \( M \) antennas, and each antenna has an associated transceiver chain. With \( N \) antennas being selected, the \( N \) corresponding transceivers are switched on, while the other \( M-N \) are switched off. This base station with \( N \) active antennas and transceivers serves \( K \) single-antenna users in the same time-frequency resource. With massive MIMO, we assume \( M \gg K \) and allow \( N \) to be in the range from \( K \) to \( M \).

The model for the downlink channel is

\[
y_{\ell} = \sqrt{\rho K} \mathbf{H}_{\ell}^{(N)} \mathbf{z}_{\ell} + \mathbf{n}_{\ell},
\]

where \( \mathbf{H}_{\ell}^{(N)} \) is a \( K \times N \) channel matrix at subcarrier \( \ell \), and the superscript \( (N) \) indicates that antenna selection has been performed, i.e., the \( N \) columns of \( \mathbf{H}_{\ell}^{(N)} \) are selected from the \( K \times M \) full channel matrix \( \mathbf{H}_{\ell} \). Normalization is performed such that the elements of \( \mathbf{H}_{\ell}^{(N)} \) have unit energy, averaged over all \( L \) subcarriers, \( M \) antennas and \( K \) users, see [14] for more details. Then \( \mathbf{z}_{\ell} \) is the \( N \times 1 \) transmit vector across the \( N \) selected antennas, and satisfies \( \mathbb{E}\{||\mathbf{z}_{\ell}||^2\} = 1 \), \( \mathbf{y}_{\ell} \) is the received vector at the \( K \) users, and \( \mathbf{n}_{\ell} \) is a noise vector with i.i.d. complex Gaussian, \( CN(0,1) \), elements. The factor \( \rho K \) represents the transmit power. With the conventions used in this paper, the transmit power per user is fixed. Hence, the total transmit power increases with \( K \) but is independent of \( N \). The parameter \( \rho \) represents the normalized transmit SNR per user. With random antenna selection, the average per-user received SNR would be \( \rho N \), which increases with the number of selected antennas \( N \) due to the increased array gain. When the number of users \( K \) varies, the average per-user received SNR is constant, and so is the average per-user rate (disregarding interference), if a fixed number \( N \) of RF transceivers are switched on. With adaptive antenna selection, the received SNRs are expected to be higher than those with random antenna selection, since the “best” antennas are selected.

To avoid favoring users that have a better average channel, we normalize the channel matrix to remove the effects of the pathloss and the large-scale fading while retaining the effects of the small-scale fading. Specifically, when the users are far apart, we normalize the channel matrix according to Normalization 1 in [14], and when the users are closely located, Normalization 2 in [14] is applied. However, importantly, we do not normalize the channel variations per base station antenna, since these variations are critical for the antenna selection.

With the defined signal model, the downlink sum-capacity at subcarrier \( \ell \) is given by [53]:

\[
C_{\text{DPC},\ell} = \max_{\mathbf{P}_{\ell}} \log_2 \det \left( \mathbf{I} + \rho \mathbf{K} \mathbf{H}_{\ell}^{(N)} \mathbf{H}_{\ell}^{(N)\dagger} \right),
\]

which is achieved using dirty-paper coding (DPC) [54]. In (3), \( \mathbf{P}_{\ell} \) is a diagonal power allocation matrix with \( P_{\ell,ii} = 1, 2, ..., K \) on its diagonal. Also, in (3), the optimization is performed subject to the total power constraint that \( \sum_{i=1}^{K} P_{\ell,ii} = 1 \). This optimization problem is convex and can be solved, for example, by using the sum-power iterative waterfilling algorithm in [55].

DPC is highly complex to implement in practice. However, there are suboptimal linear precoding schemes, such as zero-forcing (ZF) precoding that is much less complex and performs fairly well for massive MIMO [13], [56]. The sum-rate achieved by ZF precoding is [57]

\[
C_{\text{ZF},\ell} = \max_{\mathbf{Q}_{\ell}} \sum_{i=1}^{K} \log_2 (1 + \rho K Q_{\ell,ii}),
\]

where \( Q_{\ell,ii} \) represent received SNRs of the different users and the maximization is performed subject to the total power

\[1\]The received SNRs at the users in general depend on precoding scheme and the channel conditions. For example, in the single-user case, the received SNR is \( \rho N \). In the multi-user case with zero-forcing precoding, the per-user received SNR is \( \rho K/\text{Tr} \left( \mathbf{H}_{\ell}^{(N)} \left( \mathbf{H}_{\ell}^{(N)\dagger} \mathbf{H}_{\ell}^{(N)} \right)^{-1} \right) \), where \( \text{Tr} \{ \cdot \} \) represents the trace of a matrix. When the user channels are orthogonal, \( \mathbf{H}_{\ell}^{(N)} \left( \mathbf{H}_{\ell}^{(N)\dagger} \mathbf{H}_{\ell}^{(N)} \right)^{-1} \) is diagonal, and the average per-user received SNR reaches the upper bound given by the single-user case, i.e., \( \rho N \). Under “favorable” propagation conditions [52], the user channels becomes orthogonal when the number of base station antennas grows, thus the average received SNR approaches this upper bound.
constraint
\[ \sum_{i=1}^{K} Q_{\ell,i} \left( \left( H_i^{(N)} \right)^{H} \right)^{-1} = 1. \] (5)

In (4) and (5), \( Q_i \) is a diagonal matrix with \( Q_{\ell,i}, i = 1, 2, \ldots, K \)
on its diagonal, and \( [ \cdot ]_{i,i} \) indicates the \( i \)-th diagonal element
of a matrix. The diagonal elements of \( \left( H_i^{(N)} \right)^{H} \)^{-1} represent the power penalty of nulling out interference. The optimization in (4) can be solved using the standard waterfilling algorithm [58].

We choose to base the antenna selection algorithms on the DPC sum-capacity. However, performance of the resulting selection will be evaluated in terms of ZF sum-rate too, in relevant cases. Note that different antenna combinations can be optimal on different subcarriers. However, in a practical MIMO-OFDM system, the same antennas need be selected for all subcarriers. Therefore, our algorithms will find a set of \( N \) antennas that maximizes the DPC capacity averaged over all \( L \) subcarriers.

To select the \( N \) columns from the full MIMO matrix \( H_i \), we introduce an \( M \times M \) diagonal matrix \( \Delta \), with binary diagonal elements
\[ \Delta_i = \begin{cases} 1, & \text{selected} \\ 0, & \text{otherwise} \end{cases} \] (6)
indicating whether the \( i \)-th antenna is selected, and satisfying \( \sum_{i=1}^{M} \Delta_i = N \). Using Sylvester’s determinant identity, \( \det (I+AB) = \det (I+BA) \), we can write the DPC sum-capacity in (3) in terms of \( \Delta \) as
\[ C_{\text{DPC},\ell} = \max_{P_{\ell}} \frac{1}{L} \sum_{\ell=1}^{L} \left\{ \log_2 \det \left( I + \rho K P_{\ell} H_i^{(N)} H_i^{(N)} H_i^{(N)} \right) \right\}, \] (7)
subject to \( \sum_{i=1}^{K} P_{\ell,i} = 1 \). The optimal \( \Delta \) (common to all subcarriers) is found by maximizing the average DPC capacity,
\[ \Delta_{\text{opt}} = \arg \max_{\Delta} \frac{1}{L} \sum_{\ell=1}^{L} \left\{ \log_2 \det \left( I + \rho K P_{\ell} H_i^{(N)} H_i^{(N)} H_i^{(N)} \right) \right\}. \] (8)

With the resulting antenna selection, we have the corresponding ZF sum-rate
\[ C_{\text{ZF},\ell} = \max_{Q_{\ell}} \sum_{i=1}^{K} \ln (1 + \rho K Q_{\ell,i}), \] (9)
subject to
\[ \sum_{i=1}^{K} Q_{\ell,i} \left( \left( H_i \right)^{H} \right)^{-1} = 1. \] (10)

Note that \( \Delta_{\text{opt}} \) may not be optimal for ZF. Despite this, the ZF sum-rate indicates the antenna selection performance when using a more practical precoding scheme than DPC.

As discussed in Sec. I, exhaustive search of all possible combinations of \( N \) antennas will certainly give us the optimal \( \Delta \), however, it is extremely complex and infeasible for massive MIMO. We next introduce two practical selection schemes that will be used in our performance study in Sec. IV-B and Sec. IV-C.

B. Antenna Selection Using Convex Optimization

Here we assume that the base station has perfect channel state information (CSI). The near-optimal selection scheme using convex optimization was introduced and used in [49]. We give a brief description in the following. As can be seen in (8), to maximize the average DPC capacity over subcarriers, we need to optimize over both \( \Delta \) and \( P_{\ell} \). This is a difficult task and we therefore divide the optimization into two steps: 1) we assume equal power allocation among the users, i.e., \( P_{\ell,i} = 1/K \), and select the \( N \) antennas that maximize the average capacity; 2) with the selected \( N \) antennas, we optimize over \( P_{\ell} \) on each subcarrier, and thus obtain the maximum average capacity for the case of \( N \) antennas. Although this simplification does not ensure that we find the global optimum, it gives us a lower bound on the performance we can achieve by using adaptive antenna selection.

In Step 1, the optimization problem of antenna selection can be formulated as
\[ \text{maximize} \quad \frac{1}{L} \sum_{\ell=1}^{L} \left\{ \log_2 \det \left( I + \rho \Delta H_i^{(N)} \right) \right\}, \] (11)
subject to \( \Delta_i \in \{0, 1\} \)
\[ \sum_{i=1}^{M} \Delta_i = N. \]

The objective function is concave in \( \Delta \) [59]. However, the variables \( \Delta_i \) are binary integer variables, which makes the optimization problem NP-hard. In order to solve this optimization problem, as in [50], [51], we relax the constraint that each \( \Delta_i \) must be binary integer to the weaker constraint that \( 0 \leq \Delta_i \leq 1 \). The original problem thus becomes a convex optimization problem solvable in polynomial time. This relaxation yields a solution with non-integral values of \( \Delta_i \). From the relaxed solution, the \( N \) largest \( \Delta_i \) are selected, and their indices represent the selected antennas. As discussed in [49]–[51], the relaxation gives near-optimal results, except for when we select a very small number of antennas, i.e., \( N \ll M \). In a massive MIMO system, \( N \) should be relatively large and therefore we believe that the relaxation method is technically sound.

C. Antenna Selection Based on Received Power

Using only the received power per antenna as the basis for antenna selection results in a very simple scheme. We select the \( N \) antennas that have the highest received power from all \( K \) users, averaged over all \( L \) subcarriers. As compared to the convex-optimization based scheme, the power-based scheme has very low complexity. By only measuring the received power at each antenna branch in the uplink (exploiting channel reciprocity), we can make a decision on the antenna selection for the downlink before any CSI estimation is performed and without complex signal processing. As discussed in Sec. I, this
simple selection scheme generally shows worse performance than the convex-optimization scheme. However, in situations when all antenna channels have relatively low correlation, e.g., in NLOS scenarios with rich scattering, the power-based selection scheme may become near-optimal. We compare the performance obtained through the two selection schemes with measured channels, for different propagation scenarios, in Sec. VI.

V. MEASURED CHANNELS

The channel measurements used in this paper were first reported in [13], [14]. Here, we give a brief summary.

Measurements were taken over bandwidth of 50 MHz on the 2.6 GHz band, using two different large antenna arrays (cylindrical and linear) at the base station. Both arrays contain 128 antenna elements and have an adjacent element spacing of half a wavelength. Fig. 3(a) shows the cylindrical array, comprising 16 dual-polarized directional patch antennas in each circle with 4 such circles stacked on top of each other, giving a total of 128 antenna ports. This array is physically compact with physical dimensions (both diameter and height) of about 30 cm. Fig. 3(b) shows the virtual linear array with a vertically-polarized omni-directional antenna moving between 128 equidistant positions, along a rail. The linear array is 7.4 m long, which is more than 20 times the size of the cylindrical array. In both measurement campaigns, an omni-directional antenna with vertical polarization was used at the user side.

All measurements were carried out outdoors at the E-building of the Faculty of Engineering (LTH) of Lund University in Sweden. Fig. 4 shows an overview of the semi-urban measurement area. The two base station antenna arrays were placed on the same roof of the E-building during their respective measurement campaigns. More precisely, the cylindrical array was positioned on the same line as the linear array, near its beginning, and was for practical reasons mounted about 25 cm higher than the linear array. At the user side, the omni-directional antenna was moved between eight measurement sites (MS 1-8) around the E-building, emulating single-antenna users. Among these eight sites, three (MS 1-3) have LOS conditions, and four (MS 5-8) have NLOS conditions, while one (MS 4) has LOS for the cylindrical array, whereas the LOS component is blocked by the roof edge for the linear array. Despite this, MS 4 still has LOS characteristic for the linear array, where one or two dominating multipath components due to diffraction at the roof edge cause a relatively high Ricean K-factor [60].

The investigations in [13] and [14] showed that the linear array achieves higher average sum-rates than the cylindrical array, if we randomly select the same number of antennas on both arrays. The reason is that the linear array has very high angular resolution due to its large aperture, which helps to spatially separate the users, especially when users are closely located at the same measurement site. The cylindrical array has smaller aperture thus lower angular resolution, and due to its circular arrangement some antennas may face the “wrong” directions and contribute little. With a vertically-polarized antenna at the user side, the dual-polarization arrangement at the base station also degrades the performance of the cylindrical array, but only to a certain extent. In the measured channels, the received power ratios of the vertically-polarized and horizontally-polarized antenna ports are approximately log-normal distributed, with a mean value of 2.2 dB and a standard deviation of 8 dB in the dB domain. Note that the above investigations and comparisons are based on the spatial structure of the two arrays, when the two arrays have equal average channel gain due to the performed normalization, as discussed in Sec. IV. In reality, however, the cylindrical array may perform better than what we have seen, when the antenna gains of the patch elements are taken into account. Also, antennas at the user side are usually dual-polarized in reality, making both polarizations at the base station useful for user separation [16]. However, it is not a priori clear which array that performs better, if we adaptively select antennas. We investigate this matter in the next section.
VI. PERFORMANCE RESULTS IN MEASURED CHANNELS

With the obtained channel data, we apply antenna selection, as described in Sec. IV, for both arrays, in different propagation scenarios and for different number of users. Note that all results are obtained from the measured channels. First we focus on the convex-optimization scheme, since it gives us near-optimal results. We investigate how much we can gain by performing antenna selection, as compared to random selection, and how many RF transceivers we can switch off while maintaining 90% of full MIMO performance. Then we move to the simple selection scheme based on only received power measurements, and compare the corresponding performance with that of the convex-optimization scheme.

The parameter setting for evaluating antenna selection performance is as follows. We have \( M = 128 \) antennas at the base station, among which we select the \( N \) that works “best” across all \( L = 161 \) subcarriers, depending on which antenna selection scheme is used. We perform antenna selection for \( N \) growing from \( K \) to 128. When \( N = 128 \), we have the full MIMO performance. We study cases where the number of users, \( K \), is 4, 16, and 40, respectively. In all cases, we set \( \rho = -5 \) dB, so that in the interference-free case and with random antenna selection the average per-user rate is in the range of 1.2-5.4 bps/Hz, as \( N \) grows to 128 and the array gain increases accordingly. The range of the per-user rate does not depend on the number of users, since we maintain the same transmit power per user, as discussed in Sec. IV. Next, we present and discuss the results.

A. Performance of Convex-Optimization Selection Scheme

To investigate the effectiveness of antenna selection in different propagation scenarios, we first focus on the case of four users (\( K = 4 \)), which is the number of simultaneous users supported in multi-user MIMO transmission in LTE [33]. Then we increase the number of users to sixteen (\( K = 16 \)) and forty (\( K = 40 \)), and investigate the corresponding performance, as massive MIMO is capable of serving more users.

1) Four users. \( K = 4 \): Combining user separation and LOS/NLOS condition, here we choose two reference scenarios to study, in which the four users are

- close to each other (1.5-2 m spacing), all at MS 2, having LOS conditions to the base station,
- well separated (larger than 10 m spacing), at MS 5-8, respectively, all having NLOS conditions to the base station.

We expect more effective use of antenna selection in the first scenario, since the channels are less frequency-selective and less distinct to different users. In the second scenario, there is higher frequency selectivity due to the NLOS conditions. Also, the users are more widely separated. Hence, it is expected that the combination of antennas that are optimal for a given user on a given subcarrier differs between the users and the subcarriers. Antenna selection, where the same antennas are used for all subcarriers and all users, will therefore be less effective in this scenario.

The resulting DPC capacities and ZF sum-rates by performing antenna selection are shown in Fig. 5 and Fig. 6, for the two scenarios, respectively. As a reference, we also show the antenna selection performance in i.i.d. Rayleigh channels. We can see that in i.i.d. Rayleigh channels the performance gain by applying adaptive antenna selection is very small, both in DPC capacity and ZF sum-rate, as compared to the average performance obtained from random selection of antenna combinations. This indicates that antenna selection is quite ineffective in i.i.d. Rayleigh channels, since all antennas are equally good, as discussed in Sec. II.

In Fig. 5 where the four users are closely located with LOS, the measured channels provide significantly larger gain when performing antenna selection, for both arrays. With 40 RF transceivers, i.e., 10 times the number of users, for the linear array with antenna selection, the DPC capacity and ZF sum-rate increase by 11% and 18%, as compared to the performance of random selection. For the cylindrical array the gain is even higher, more than 30%, both in DPC capacity and ZF sum-rate. We can also see the performance loss when switching off RF transceivers. For the linear array, about 70 RF transceivers can achieve 90% of the full MIMO performance, with both DPC and ZF precoding. For the cylindrical array, only about 50 and 60 are needed, with DPC and ZF, respectively, thus more than half of the RF transceivers can be switched off. This can be explained that in this particular scenario many antennas on the cylindrical array do not “see” the users.

We next consider the scenario where the four users have NLOS conditions and are well separated. As shown in Fig. 6, the performance gain when performing adaptive antenna selection drops in the measured channels, compared to the previous scenario. The higher frequency selectivity due to NLOS conditions and the wider separation of users indeed reduce the effectiveness of antenna selection to some extent. Despite this, we still observe some gains in the measured channels, as compared to i.i.d. Rayleigh channels. At 40 RF transceivers, using adaptive antenna selection, we increase...
both the DPC capacity and ZF sum-rate by 10% for the linear array, and 20% for the cylindrical array, as compared to random selection. Correspondingly, to achieve 90% of the full MIMO performance, a slightly higher number of RF transceivers are needed in this scenario. For the linear array, we need 80 RF transceivers, while for the cylindrical array, we need around 60, with both DPC and ZF. Still, a large number of RF transceivers can be switched off in this scenario.

From Fig. 6, another important observation in this scenario is that by using adaptive antenna selection, the measured channels with both arrays achieve higher performance than i.i.d. Rayleigh channels, except for when nearly all transceivers are active. With random selection, i.i.d. Rayleigh channels give better average performance than the measured channels, also reported in [14]. However, by exploiting the large number of spatial degrees of freedom in the measured channels through adaptive antenna selection, the transmit energy is fed to those “best” antennas with relatively high channel gains and relatively low correlation between each other, thus performance increases. Compare with the LOS scenario in Fig. 5; there the measured channels cannot outperform i.i.d. Rayleigh channels. The reason is that the spatial separation is particularly difficult for the closely-spaced users under LOS, therefore, even with adaptive antenna selection, the performance in the measured channels cannot surpass that of i.i.d. channels. In the NLOS scenario, however, the channel correlation between the well-separated users is relatively low, as in i.i.d. Rayleigh channels, hence, by selecting the antennas with relatively high channel gains, the measured channels outperform i.i.d. Rayleigh channels. Especially for the cylindrical array, the performance is significantly improved, and is higher than that of the linear array, for a large range of active transceiver numbers. Thus, adaptive antenna selection provides an opportunity for the cylindrical array to achieve higher performance. Taking practical deployments into consideration, this small and compact array is preferable to the physically large linear array.

From the above evaluation, adaptive antenna selection is effective in both scenarios. We gain significantly not only in DPC sum-capacity, which is our antenna selection criterion, but also in the sum-rate obtained by more practical ZF precoding. With four users, we can switch off 50-60 RF transceivers for the linear array, and 70-80 RF transceivers for the cylindrical array, while only losing 10% of full MIMO performance. However, if more users are served, more antennas and transceivers are required to spatially separate users. In this case, since more antennas are contributing, can we still switch off many RF transceivers? Next we increase the number of users to sixteen ($K = 16$) and forty ($K = 40$), and investigate the corresponding antenna selection performance.

2) Sixteen and forty users. $K = 16$ and $K = 40$: Here we have sixteen or forty users distributed at MS 1-8. When $K = 16$, two users are at the same site with 5 m spacing. When $K = 40$, five users placed at each site with 0.5-2 m spacing. Users at different sites are spaced more than 10 m apart. Among these users, half have LOS conditions and half have NLOS conditions.

The antenna selection performance is shown in Fig. 7. The case of four users from Fig. 6 is also included for comparison. When the number of users increases, the DPC capacity increases. With ZF precoding, however, the sum-rate for more users can be lower, i.e., when the number of active transceivers is close to the number of users. For example, with 16 antennas, the sum-rate with 16 users is lower than with four users and with 40 antennas, the sum-rate for 40 users is also lower than with four users. This is due to high inter-user interference when the number of active antennas is not large enough to spatially separate the users. In this case, ZF has to waste a large amount of power on nulling the user interference. With more transceivers being switched on, user interference reduces and ZF sum-rate increases.

We now investigate how much we gain by adaptive antenna selection, as compared to random selection. If we draw a vertical line at 60 RF transceivers, we can see that for sixteen users and the linear array, we gain 6% with both DPC and ZF, while for the cylindrical array, we gain 14% and 17% with DPC and ZF, respectively. For forty users and the linear array, we gain 4% with both DPC and ZF, while for the cylindrical array, we gain 16% and 50% with DPC and ZF, respectively. With more users, we do not gain much by doing adaptive antenna selection for the linear array, however, for the cylindrical array, antenna selection helps significantly in improving the performance. With sixteen users, to reach 90% of full MIMO performance, the linear array needs more than 80 RF transceivers, while the cylindrical array needs more than 70. With forty users, 90 and 80 RF transceivers are needed for the linear and cylindrical arrays, respectively. Therefore, in the worst case, i.e., the linear array serving forty users, we can still switch off up to 40 RF transceivers.

In Fig. 7, we also observe that with adaptive antenna selection, the cylindrical array outperforms the linear array marginally for relatively small numbers of active RF transceivers, although linear array has better average performance in the case of random selection. With sixteen users, the cylindrical array achieves higher DPC capacity when
The performance gain by performing antenna selection, as compared to random selection.

Table I

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>Linear array</th>
<th>Cylindrical array</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>11-18%</td>
<td>&gt;30%</td>
</tr>
<tr>
<td>16</td>
<td>Far apart, NLOS</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>40</td>
<td>Mixed²</td>
<td>6%</td>
<td>14-17%</td>
</tr>
<tr>
<td>40</td>
<td>Mixed²</td>
<td>4%</td>
<td>16-50%</td>
</tr>
</tbody>
</table>

1 The performance gain in terms of DPC and ZF sum-rates are at 40 RF transceivers for 4 users, and at 60 transceivers for 16 and 40 users.
2 “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.

The required number of RF transceivers to achieve 90% of full MIMO performance, with the convex-optimization selection scheme.

Table II

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>No. of RF transceivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>70</td>
</tr>
<tr>
<td>16</td>
<td>Mixed²</td>
<td>80</td>
</tr>
<tr>
<td>40</td>
<td>Mixed²</td>
<td>90</td>
</tr>
</tbody>
</table>

1 “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.

B. Performance of Power-Based Antenna Selection

For spatial multiplexing in multi-user MIMO systems, the goal is to have separated data streams to different users, it is thus not optimal to use the signals from two highly-correlated antennas, even if both have high SNRs. To obtain optimal antenna combinations, there is a trade off between antenna channel correlation and SNR, as what is done in the near-optimal convex-optimization selection scheme. In the power-based selection scheme, antenna correlation is not considered. The performance of this simple scheme thus depends on whether the antenna channels are highly correlated or not. In the scenario where users are co-located with LOS, the correlation between antenna channels are higher, as compared to the NLOS scenario with well-separated users. We therefore expect the power-based scheme to work better in the latter case.

In Fig. 8, we show the performance loss by using the power-based selection scheme, relative to the performance of the convex-optimization scheme, in the two scenarios with four users, respectively. In the figure the vertical axis is the performance loss in DPC capacity or ZF sum-rate, and 100% loss means that the power-based scheme gives zero capacity/sum-rate, while a small loss, e.g., below 1%, indicates that the power-based scheme performs very close to the convex-optimization scheme. For co-located users with LOS, the performance losses in both DPC capacity and ZF sum-rate are quite high, when the number of RF transceivers is relatively small. However, the performance losses decrease as more RF transceivers are switched on. At around 70 RF transceivers, for both the linear and cylindrical arrays, the loss in DPC capacity goes below 1%. More RF transceivers, i.e., 90 have...
transceivers, the antenna indices selected by the two schemes are quite distinct, for both arrays. With more RF transceivers, the difference becomes smaller and smaller, and eventually vanishes when all antennas are used.

We first focus on the differences on the linear array. Note that the shape of the selected antenna indices by the power-based scheme is similar to the power variation over the array shown in Fig. 1(c) where one user is at MS 2. The antennas at indices about 1-10, 40-50 and 80-110 are favored by the power-based scheme, due to the power contribution from the LOS component and the significant scatterers, as shown in Fig. 1(a). With about 20 to 60 active transceivers, the power-based scheme selects the neighboring antennas at index about 80-110 that have relatively high channel gain, while the convex-optimization scheme avoids selecting those neighboring ones at the same time due to their highly correlated channels. The convex-optimization scheme trades off between antenna correlation and channel gain, and selects the antennas at index around 40 and 120 instead. Considering the influence on capacity from the two selections, capacity increases logarithmically with SNR and linearly with the number of orthogonal spatial dimensions. At a relatively high SNR, it is preferable to select uncorrelated channels, which contribute to all spatial dimensions. This effect can be observed in the performance loss of the power-based scheme with the linear array in Fig. 8. Above 30 RF transceivers the performance loss starts to decrease rapidly. This is because the power-based scheme starts to select antennas with index around 40 that have lower correlation with those at index 80-110, and the performance of the power-based scheme is boosted. We can also explain why ZF precoding needs more active transceivers to have a performance loss below 1%. The ZF precoding is more sensitive to user interference than the DPC, and the power-based scheme first selects antennas with high channel gain but high correlation, which is not preferable for reducing the user interference.

The antenna indices on the cylindrical array are ordered from the bottom circle (the 1st circle) to the top circle (the 4th circle) on the array. In each circle, the first antenna is pointing north (up in Fig. 4), and the antenna indices are ordered counter-clockwise. In Fig. 9, the selected antenna indices clearly show the four-circle structure, as well as the dual polarization since every other antennas are selected first. On each circle, the antennas pointing in the direction of MS 2, where the users are located, are selected first by the power-based scheme. This is clearly seen when there are about 20-50 RF chains. However, these antennas are closely spaced in elevation and thus experience higher channel correlation. This effect can be observed in Fig. 8 with the cylindrical array, where the performance loss decreases slowly between 20 and 50 RF transceivers. Above 50 RF transceivers, the antennas pointing in other directions and with lower correlations start to be selected, therefore, the performance loss drops quickly.

We move on to the cases of more users, shown in Fig. 10. For sixteen users and both arrays, we need to switch on 60 transceivers to make the performance loss below 1%, with DPC. With ZF, more than 80 transceivers are needed. The fluctuations in the performance loss for the linear array can be explained by the fact that above 60 RF chains the power-based

![Fig. 8. Performance loss of the power-based antenna selection scheme, relative to the near-optimal convex-optimization scheme, in the scenarios where four users are closely located at MS 2 with LOS conditions, and four users are well separated at MS 5-8 with NLOS conditions.](image)

![Fig. 9. Comparison of the selected antenna indices using the convex-optimization selection scheme and the power-based selection scheme, as the number of active RF transceivers grows from 4 to 128. Four users are closely located at MS 2 and all have LOS conditions.](image)
scheme starts to select antennas with lower correlations, thus the performance loss drops quickly then. Moving up to forty users, an even larger number of transceivers has to be switched on. With the linear array, about 70 and 90 transceivers can make the performance loss below 1% in DPC capacity and ZF sum-rate, respectively. With the cylindrical array, up to 100 transceivers are needed with DPC, while 120 are needed with ZF precoding. This indicates that we need almost all the transceivers with the cylindrical array, for forty users, when using ZF. If we accept a bit lower sum-rate by the power-based selection scheme, e.g., allowing 5% loss, we can reduce the required number of transceivers to 100.

In Fig. 10, we show the difference in antenna indices selected by the two schemes, when there are 40 users. Again, the selected antenna indices are presented for a single coherence interval. For the linear array, the power-based scheme selects the antennas at index 1-60 due to high channel gain, while the convex-optimization scheme selects some antennas at index around 100 instead so that high antenna correlation can be avoided. When more than 70 transceivers are switched on, the power-based scheme starts to select antennas at index around 100, the performance gap between the two schemes drops below 1%, as shown in Fig. 10.

For the cylindrical array, the difference in the selected antenna indices is significant. The power-based scheme first selects antennas facing the user directions on each circle, however, those antennas have high correlation due to their small separation in both azimuth and elevation. The convex-optimization scheme tries to split them and selects antennas on the 1st and 4th circles instead, although some of the antennas are not pointing in the user directions. Due to the large number of users in this case, the power-based scheme needs more antennas to spatially separate the users and achieve performance close to the convex-optimization scheme, especially with ZF.

From all above observations, the power-based selection scheme gives very competitive results. Only in those “difficult” scenarios, such as closely-spaced users with LOS, and a relatively high number of users served by the cylindrical array, we need more antennas and transceivers to achieve performance close to the convex-optimization scheme. To summarize, Table III lists the number of required RF transceivers that achieves 90% of full MIMO performance, when using the simple power-based selection scheme and practical ZF precoding. From there, we see that generally a large number of RF transceivers can be switched off. This opens up an opportunity to apply this simple antenna selection scheme in massive MIMO.

The impact of SNR on antenna selection should be mentioned here. At very low SNRs, it is more preferable to select antennas with high channel gains so that array gain can be achieved to boost the capacity, while at high SNRs, better user separation is more important for spatial multiplexing. Therefore, more RF transceivers should be switched on at very low SNRs than at higher SNRs. However, considering hardware power consumption, more active transceivers may decrease the overall energy efficiency of massive MIMO. It would be interesting to measure hardware power consumption at the base station, and investigate optimal amount of transmit power and optimal number of active transceivers that maximizes energy efficiency; however this has to be left for future work.

![Fig. 10. Performance loss of the power-based antenna selection scheme, relative to the near-optimal convex-optimization scheme, in the cases of sixteen and forty users.](image)

![Fig. 11. Comparison of the selected antenna indices using the convex-optimization selection scheme and the power-based selection scheme, as the number of active RF transceivers grows from 40 to 128. Forty users are distributed at MS 1-8.](image)

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>Linear array</th>
<th>Cylindrical array</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>16</td>
<td>Far apart, NLOS</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>40</td>
<td>Mixed(^1)</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

\(^1\) “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.
VII. SUMMARY AND CONCLUSIONS

Unlike the situation in i.i.d. Rayleigh channels, where all antennas contribute equally, in real propagation channels, large-scale fading over the arrays or differences in antenna patterns, makes some antennas contribute more than others. Using channels measured at 2.6 GHz with a linear array with omni-directional elements and a cylindrical array with patch elements, we have illustrated that a significant performance gain can be achieved by performing adaptive antenna selection, as compared to random selection. A substantial number of RF transceiver chains can be turned off without a significant performance loss. Antenna selection based on a convex-optimization scheme gives near-optimal performance, however, a very simple selection scheme that is only based on received signal power measurements at each antenna also gives very competitive results.

The overall conclusion from our work is that antenna selection may be effectively used to reduce the implementation complexity, cost and hardware energy consumption of massive MIMO systems. The difference in characteristics between theoretical i.i.d. Rayleigh and real propagation channels also underlines the importance of developing new channel models for massive MIMO.
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