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Abstract

We have calculated the reorganisation energy for the intramolecular electron transfer between the reduced type 1 copper site and the peroxy intermediate of the trinuclear cluster in the multicopper oxidase CueO. The calculations are performed at the combined quantum mechanics and molecular mechanics (QM/MM) level, based on molecular dynamics simulations with tailored potentials for the two copper sites. We obtain a reorganisation energy of 91–133 kJ/mol, depending on the theoretical treatment. The two Cu sites contribute by 12 and 22 kJ/mol to this energy, whereas the solvent contribution is 34 kJ/mol. The rest comes from the protein, involving small contributions from many residues. We have also estimated the energy difference between the two electron-transfer states and show that the reduction of the peroxy intermediate is exergonic by 43–87 kJ/mol, depending on the theoretical method. Both the solvent and the protein contribute to this energy difference, especially charged residues close to the two Cu sites. We compare these estimates with energies obtained from QM/MM optimisations and QM calculations in vacuum, and discuss differences between the results obtained at various levels of theory.
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Introduction

The transfer of electrons between sites in the same or different proteins is a very important process in biochemistry and therefore has attracted much interest.\textsuperscript{1,2} Marcus theory provides a powerful theoretical framework for electron transfer.\textsuperscript{3} It estimates the rate of non-adiabatic electron transfer by the equation

\[ k_{et} = \left| H_{DA} \right|^2 \frac{\hbar}{4\pi \lambda kT} \exp\left(-\frac{(\Delta G + \lambda)^2}{4\lambda kT}\right) \]  

(1)

where $\Delta G$ is the driving force of the reaction (i.e. the difference in the redox potential), $H_{DA}$ is the electronic coupling between the donor and the acceptor, and $\lambda$ is the reorganisation energy (RE). The RE is the energy required to relax the structure and environment upon electron transfer, i.e. the energy difference of the product state in its equilibrium geometry and in the equilibrium geometry of the reactant state, and vice versa.

Experiments can provide accurate values for driving force and rate constants. However, it is usually difficult to obtain direct and quantitative estimates for RE from experiment.\textsuperscript{1,4} Rather few experimentally determined estimates have been reported, e.g. for intra-protein electron transfer in Ru-modified azurin and cytochromes, the primary charge separation in the bacterial photosynthetic reaction centre, and the inter-protein electron transfer between two cytochromes.\textsuperscript{5,6,7,8,9,10} The results indicate that the RE is 25–90 kJ/mol if the cofactors are excluded from the solvent and 90–150 kJ/mol if the cofactors are solvent exposed.\textsuperscript{10}

Many theoretical methods have been developed to estimate REs. The RE is often divided into two parts, viz. the inner-sphere RE, which comes from the redox site itself, and the outer-sphere RE, which comes from the surrounding protein and solvent. The inner-sphere RE can be estimated by quantum mechanical (QM) methods from the definition of the RE, i.e. by calculating the energy difference between the oxidised state in its equilibrium geometry, $E_{\text{QM}}^{\text{ox}}(R_{\text{ox}})$, and in the equilibrium geometry of the reduced state, $E_{\text{QM}}^{\text{ox}}(R_{\text{red}})$, and vice versa, using small models of the redox-active site in the calculations (e.g. a metal ion and its first-sphere ligands):\textsuperscript{11,12,13}

\[ \lambda_{is} = E_{\text{QM}}^{\text{ox}}(R_{\text{red}}) - E_{\text{QM}}^{\text{ox}}(R_{\text{ox}}) \]  

(2)

For a protein site, it is more accurate to use combined QM and molecular-mechanics (QM/MM) methods to obtain the structures of the redox site and it is typically observed that the inner-sphere RE is lower when calculated in the protein than in a vacuum.\textsuperscript{12,14,15}

However, estimating the outer-sphere RE requires more complicated methods, normally based on molecular-dynamics (MD) simulations of a fully solvated protein. A common approach, originally suggested by Warshel,\textsuperscript{16} is based on Marcus parabolas and a linear-response approximation. It has been used in several studies.\textsuperscript{16,17,18,19,20,21,22,23,24,25} Several other groups have developed extensions to this theory, as well as other methods to calculate the RE at various levels of theory, including MM, QM/MM, and QM.\textsuperscript{20,21,23,26} In particular, it has been shown that the RE in a protein can be estimated from QM or QM/MM calculations on snapshots from classical MD simulations.\textsuperscript{15,27} Similar methods have also been used to estimate redox potentials of cofactors in proteins.\textsuperscript{15,28}

The multicopper oxidases (MCOs) are a large group of proteins that catalyse the oxidation of various organic and inorganic compounds with the concomitant reduction of O$_2$ to H$_2$O.\textsuperscript{29,30} The group includes laccase, ascorbate oxidase, ceruloplasmin, bilirubin oxidase, CueO, and Fet3p. The MCOs contain at least two redox-active copper sites, a mono-nuclear type 1 (blue) copper site (T1), close to the surface of the protein, where substrates bind and are oxidised, and a trinuclear type 2 and 3 copper cluster (T23), where O$_2$ is reduced (Figure 1). The T1 Cu ion is coordinated to one Cys, two His, and often a Met residue. The three T23 Cu ions are...
ligated by eight His residues and a number (1–3, depending on the state of the enzyme) of ligands derived from H$_2$O and O$_2$. The two sites are ~13 Å apart and they are connected by the protein backbone between the Cys ligand of the T1 site and two neighbouring His residues, which both are ligands of two copper ions in the T23 cluster.$^{29,31,32}$

Recently, it has been suggested that the reaction mechanism of the MCOs involves an uphill intramolecular electron-transfer (IET) step.$^{33,34,35}$ Many biological systems contain an uphill electron-transfer step, and it has been hypothesized that this feature exists to avoid the need of optimising individual rates.$^{36}$ This suggestion can be justified by correlating observed differences in redox potentials and IET rates. However, for this, an estimate of the RE is needed. Therefore, we here calculate the total RE of a MCO using an approach similar to that developed by Warshel, Sprik, and Blumberger.$^{15,16,20}$ We run classical MD simulations of a solvated MCO, using tailored accurate MM parametrisations of the two metal sites and then perform QM/MM calculations of the individual metal sites for over thousand snapshots from the MD simulations. We apply several different QM/MM approaches to obtain inner- and outer-sphere RE, as well as residue and solvent components to the RE. We also compare the results to those obtained with minimised QM or QM/MM structures. As a by-product, we also obtain estimates of the free-energy difference of the two electron-transfer states.

Methods

The protein

The calculations on the MCOs are based on the 1.4 Å crystal structure of CueO (PDB code 1KV7; Figure 1).$^{32}$ CueO is a bacterial copper homeostasis factor and this structure was selected because of its high resolution and that this protein lacks the extended glycosylation found for most eukaryotic MCOs. In addition, we have already performed extensive theoretical studies on this protein.$^{37,38,39,40}$ The whole protein was included in the calculations, as well as a varying amount of solvent water molecules (see below). All Glu and Asp residues were assumed to be deprotonated and all Lys and Arg residues were assumed to be protonated. The protonation state of the His residues were assigned based on their solvent exposure, the hydrogen-bond network, and the local surroundings.$^{37}$ Eight His residues on the protein surface were assumed to be protonated on both N atoms (His-145, 224, 314, 405, 406, 465, 488, and 494), whereas the remaining ten His residues, which are ligands of the T1 and T23 Cu ions, were assumed to be protonated on the N atom not coordinating to the metal. The Cys ligand of the T1 Cu site was assumed to be deprotonated.

Two states of each of the two copper sites were considered. The T1 site was either in the reduced (Cu$^{+}$) or the oxidised (Cu$^{II}$) states. For the T23 site, we considered either the peroxo intermediate (PI; Cu$^{II}$O$_2$H$_2$O), with O$_2$-$^2$ in the centre of the cluster and a water ligand coordinated to the type 2 copper ion, or the corresponding one-electron reduced state, which is a variant of the native intermediate before the cleavage of the O–O bond (NI').$^{37}$ The former state was combined with a reduced state of the T1 site (called the RO state) and the latter state was combined with the oxidised state of the T1 site (called the OR state), so that we studied the electron transfer between the reduced T1 site and T23 cluster in the PI state. This gave a net charge of the full simulated system of +1 in both states. No counter-ions were used in the simulations.

MD simulations

All MD simulations were carried out with the sander module in the Amber 10 software,$^{42}$ using the Amber 1999 force field.$^{43,44}$ The bond lengths involving hydrogen atoms were constrained using the SHAKE algorithm.$^{45}$ The electrostatics were treated using the particle-mesh Ewald method$^{46,47}$ with a grid size of 80$^3$, a fourth-order B-spline interpolation, a
tolerance of $10^{-5}$, and a real-space cut-off of 8 Å. The temperature was kept constant at 300 K using the Berendsen weak-coupling algorithm with a time constant of 1 ps and the pressure was kept constant at 1 atm with a time constant of 1 ps. The MD time step was 2 fs and the non-bonded pair list was updated every 50 fs.

Five simulations were run. First, the structures were subjected to 1000 steps minimisation, keeping all non-hydrogen atoms restrained to the original crystal structure with a force constant of 418 kJ/mol/Å$^2$. Next, a 20 ps MD simulation with a constant volume was run, still keeping the heavy atoms restrained. Third, a 20+50 ps MD simulation with a constant pressure was run to equilibrate the box size. During the first 20 ps, the non-hydrogen atoms were restrained, whereas during the last 50 ps, these restraints were removed. Fourth, a 200 ps equilibration at a constant volume was run without any restraints. Finally, the systems were simulated for 10 ns in a constant volume and coordinates were sampled every 2 ps. MD simulations were performed for both electronic states, RO and OR. The MD simulations were performed with explicit water molecules (12270 water molecules in both states), using the TIP3P water model.

QM calculations
QM calculations were performed with the Perdew–Burke–Ernzerhof (PBE) density functional and the def2-SVP basis set. These calculations were sped up by expanding the Coulomb interactions in an auxiliary basis set, the resolution-of-identity (RI) approximation. Vibrational frequencies were calculated at the same level of theory. Zero-point and thermal corrections to the Gibbs free energy (at 300 K and 1 atm pressure) were calculated from these frequencies using a normal-mode, harmonic-oscillator, ideal-gas approximation. Test calculations were also performed with the hybrid B3LYP method and with the larger def2-TZVP basis set. All QM calculations were performed with the Turbomole software. We used a Cu(imidazole)$_2$(CH$_3$S)(CH$_3$SCH$_3$) model for the T1 site and a Cu$_3$(imidazole)$_8$(H$_2$O)(O$_2$) model for the T23 cluster. The two QM systems were studied in both the oxidised and reduced states. This means that the T1 site had a total charge of either zero or one, with no or one unpaired electron. The T23 cluster had a total charge of either +3 or +2 and two or one unpaired electrons. The unrestricted formalism was used for all calculations, except for the reduced state of the T1 site. For the oxidised state of the T23 cluster (the PI), it was assumed that the two unpaired electrons are antiferromagnetically coupled, in accordance with experiments (i.e. giving an open-shell singlet).

Continuum-solvation free energies were estimated with the COSMO model in Turbomole, using the default optimised radii (and 2.0 Å for Cu).

The QM/MM-2QM approach
QM studies of internal electron transfer in proteins are not trivial. If both redox-active sites are included in a one QM calculations, a single electronic state is obtained, whereas the other state (after electron transfer) will be an excited state that is hard to converge and characterise. Therefore, we have used a QM/MM approach in which the two sites are treated in separate QM calculations. This approach also avoids the self-interaction problems with DFT. Such an approach is applicable only if the two redox sites are spatially separated, which is the case in CueO, where the T1 and T23 copper centres are ~13 Å apart. Theoretically, this approach is a simple extrapolation of the standard QM/MM approach to two separate QM systems. Technically, it requires new programs. The QM/MM-2QM implementation is based on the COMQUM approach, which is an interface between the Turbomole and Amber softwares.

In this QM/MM-2QM approach, the protein and solvent are divided into three subsystems: the two QM systems (systems 1a and 1b) and the MM system (system 2). In the
QM calculations, systems 1a and 1b are represented by a wavefunction, whereas all the other atoms are represented by an array of partial point charges, one for each atom, taken from MM libraries. Thereby, the polarisation of the QM system by the surroundings is included in a self-consistent manner (electrostatic embedding, EE).

In some calculations (called protein fixed), the MM system was kept fixed at the original (crystallographic) coordinates. Such calculations were run to ensure that the surroundings reside in the same local minimum in all calculations, making the energies stable, although all outer-sphere reorganisation is ignored. In other calculations (called protein free), all residues and solvent molecules within 6 Å of the two QM systems were allowed to relax by a full MM minimisation in each cycle of the QM optimisation.

When there is a bond between systems 1 (1a or 1b) and 2 (a junction), the hydrogen link-atom approach is employed: The QM region is truncated by hydrogen atoms (called hydrogen link atoms, HL), the positions of which are linearly related to the corresponding carbon atoms in the full system (called carbon link atoms, CL). In the point-charge model of the surroundings, all atoms were included, except the CL atoms. The two QM systems were the same as in the vacuum QM calculations. Therefore, the CB atom of all His and Met Cu ligands, and the CA atom of the Cys ligand were replaced by HL atoms.

The total QM/MM energy is calculated in the following way:

$$E_{QM/MM-2QM}^{EE} = E_{QM1a+ptch1b}^{HL} + E_{QM1b+ptch1a}^{HL} - E_{MM1a,q=0}^{HL} - E_{MM1b,q=0}^{HL} + E_{MM1ab2,q=0}^{CL} \quad (3)$$

Here, $E_{QM1a+ptch1b}^{HL}$ is the QM energy of system 1a, truncated with HL atoms, and including a point-charge model of the surrounding protein in the one-electron Hamiltonian (also of system 1b). $E_{QM1b+ptch1a}^{HL}$ is the corresponding QM energy for system 1b. $E_{MM1a,q=0}^{HL}$ is the MM energy of system 1a (still with HL atoms), but with all charges zeroed, and similar for $E_{MM1b,q=0}^{HL}$. Finally, $E_{MM1ab2,q=0}^{CL}$ is the MM energy of the full system with CL atoms, but with the charges of the two QM systems zeroed (because all electrostatics interactions within the QM systems and between the QM and MM systems are considered in the two QM terms. However, the electrostatic interactions between the two QM systems is still accounted for in both $E_{QM1a+ptch1a}^{HL}$ and $E_{QM1b+ptch1a}^{HL}$. This problem was solved by scaling down the point charges of the other QM system by a factor of 2 in both terms. This is not completely satisfactory, because it will underestimate the polarisation of the QM systems by each other, but since the two systems are quite far apart, the effect should be quite small.

The point-charge model of each QM system was obtained by a fit to the electrostatic potential (ESP) calculated for a polarised wavefunction but without the point charges when the ESP was calculated. The ESP points were sampled with the Merz–Kollman approach, implemented in Turbomole. The charges were updated in each step of the geometry optimisation. The same charges were used to model the QM systems at the MM level when the surrounding MM system was optimised.

This EE approach was used for all QM/MM-2QM geometry optimisations. For the calculations of the redox potential and the reorganising energy, we also tested to calculate the energies with mechanical embedding (ME). This means that the QM systems are not polarised by the MM system. Instead, the QM/MM-2QM energy was calculated according to:

$$E_{QM/MM-2QM}^{ME} = E_{QM1a}^{HL} + E_{QM1b}^{HL} + E_{MM1a}^{CL} + E_{MM1b}^{CL} - E_{MM1ab2}^{CL} \quad (4)$$

Here, $E_{QM1a}^{HL}$ and $E_{QM1b}^{HL}$ are the QM energy of the two QM systems, truncated with HL atoms, but without any point-charge model. $E_{MM1a}^{CL}$ and $E_{MM1b}^{CL}$ are the corresponding MM energies of the two QM systems, but now with CL atoms and with full charges. Finally, $E_{MM1ab2}^{CL}$ is the MM energy of the total system with CL atoms and full charges.
The advantage with the ME approach is that the electrostatic interactions are calculated at the MM level with correct charges and positions of the CL atoms, whereas in the EE approach, electrostatic interactions between the QM and MM systems are calculated with HL atoms at slightly different positions and with a charge density characteristic for a HL atom, rather than the real CL atoms. Moreover, in the ME approach the electrostatic interactions are pair-wise decomposable, making it easier to interpret the results. In the ME approach the inner- and outer-sphere REs are also separable. Therefore, ME is our default method to calculate the energies. On the other hand, EE allows the QM systems to be polarised by each other and by the MM system (but this leads to problem with double-counting, as we saw above; this problem is avoided by ME). EE is normally considered to be preferable, although it will lead to unbalanced calculations (the QM systems are polarised by the MM systems, but the MM system is not polarised), which leads to problems with overpolarisation of the QM system. In our ME approach we used ESP charges from a polarised wavefunction, so that polarisation of the QM system is included in the charge model.

A final problem with the EE energies is that the point-charge model of one QM system depends on the ESP charges from the other QM system so that the calculations should strictly be run in an iterative manner until the ESP charges and the QM energy no longer changes. In the geometry optimisation, this is no problem because the geometry optimisation is already iterative and the changes in the geometry in the last step are so small that the ESP charges hardly change. However, for the calculation of the RE, it is a problem, because the change in the geometry is significant. In the single-point calculations of the REs from the QM/MM minimised structures, we solved this problem by calculating the energies iteratively, updating the ESP charges after each wavefunction calculation. On the other hand, for the EE calculations on the MD structures, no iterations were used.

The QM/MM-2QM calculations were performed on spherical systems in which the whole CueO protein was solvated in a 38-Å sphere of explicit water molecules.

**QTCP-2QM calculations**

For the QM/MM minimised structures, we also used the QTCP (QM/MM thermodynamic cycle perturbation) approach to calculate the redox potentials. This is a method to calculate free energies with a high-level QM/MM method, using sampling only at the computationally cheaper MM level. It employs the thermodynamic cycle in Figure 2 and calculates the free energy from three separate terms:

\[
\Delta G_{\text{QTCP}}(R \rightarrow P) = -\Delta G_{\text{MM} \rightarrow \text{QM/MM}}(R) + \Delta G_{\text{MM}}(R \rightarrow P) + \Delta G_{\text{MM} \rightarrow \text{QM/MM}}(P)
\]

where R and P are the reactant and product states (in our case the OR and RO states). To obtain stable MM→QM/MM free energies, the QM systems need to be kept fixed in the MD simulations. Test calculations at the semiempirical level have shown that this is does not affect the final free energies significantly.

The QTCP calculations were performed as previously described, with simple extensions to the QM/MM-2QM case: First, each redox state was optimised by QM/MM-2QM, using a solvated spherical system with a radius of 38 Å. Second, the total system was moved into a periodic octahedral box and was further solvated with water molecules extending at least 9 Å from the original system, giving a total of 12270 water molecules (a set of QTCP calculations in which the solvent shell was increased to 15 Å or 19803 water molecules was also performed). For one state (we tested both the RO and OR states), the system was first subjected to a 1000-step minimisation, keeping the QM systems fixed and all heavy atoms except water molecules restrained towards their positions in the crystal structure with a force constant of 418 kJ/mol/Å². Then, two 20 ps MD simulations were run with the same heavy atoms still restrained. The first simulation was run with a constant volume, the
second with a constant pressure. Finally, the box size was equilibrated by a 50-ps MD simulation with a constant pressure and with only the heavy atoms in the QM system restrained. The final structure of this simulation was then used as the starting structure for the simulations of the other state. It is not possible to keep the QM atoms exactly fixed in the constant-pressure simulations. Therefore, the QM atoms were moved back to the QM/MM structure before an equilibration of 200 ps and a production simulation of 400 ps were run with a constant volume and with the QM system fixed. During the production run, 200 snapshots were collected every 2 ps. Finally, free energies were estimated from these snapshots, using FEP or thermodynamic integration (TI). We used the method of statistical inefficiency and block averaging to ensure that the sampled data were independent (i.e. that the sampling time was longer than the correlation time).\textsuperscript{73,74} FEP free energies and their uncertainties were estimated by cumulant expressions.\textsuperscript{73}

The perturbations were divided into several steps: We performed nine simulations with the geometry of the reactant state, but with charges of the QM system that were linearly transformed from the reactant state to the product state by a coupling parameter, $\lambda$, assuming the values of 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, and 1. This was accomplished by simply changing the charges in the parameter file, whereas the coordinates of the QM system were kept to those of the reactant state. Free energies were estimated by TI. Then, the coordinates of the QM system were perturbed from that of the reactant state to that of the product state, using charges of the product state. This was accomplished in five FEP simulations using another coupling parameter attaining the values of 0, 0.25, 0.5, 0.75, and 1. For the two end states (reactant and product states), we also performed a perturbation from MM to QM/MM-2QM energies, as has been detailed before\textsuperscript{69} with simple extensions to the 2QM case. The EE approach was employed. All calculations where automatized and performed by four Linux shell scripts and a number of Fortran programs that are available from the authors upon request. Some further details of the calculations can be found in http://www.teokem.lu.se/~ulf/Methods/qtcp.html.

### QM/MM-PBSA-2QM calculations

The QM/MM-PBSA method\textsuperscript{75} can be viewed as a post-processing of QM/MM calculations to obtain more stable energies, including a proper solvation energy by using continuum solvation methods. It is an adaptation of the widely used MM/PBSA approach\textsuperscript{76} for QM/MM calculations. In this approach, an approximation to the total free energy for each state is obtained from:

\[
G = E_{\text{QM/MM-2QM}}^{\text{ME}} + G_{\text{Solv}} + G_{\text{np}} - T S_{\text{QM/MM}} \tag{6}
\]

where $E_{\text{QM/MM-2QM}}^{\text{ME}}$ is the ME QM/MM-2QM energy in Eqn. 4, and $G_{\text{Solv}}$ is the polar solvation energy, estimated by a continuum approach, in our case obtained by solving the Poisson–Boltzmann (PB) equation using the PB solver in Amber.\textsuperscript{42} $G_{\text{np}}$ is the non-polar solvation energy, estimated from the solvent-accessible surface area (SASA), through the linear relation $G_{\text{np}} = 0.0227 \text{ SASA (Å}^2\text{) + 3.85 kJ/mol.}$\textsuperscript{77} Finally, $T$ is the temperature and $S_{\text{QM/MM}}$ is the entropy, calculated from the frequencies, using a normal-mode harmonic-oscillator and ideal-gas approximation.\textsuperscript{75} In this investigation, we assume that the contribution from the surrounding protein cancels between the reactant and the product, as has been done before.\textsuperscript{72,75} so only the entropy of the isolated QM systems in vacuum was considered.

Several variants of QM/MM-PBSA are available.\textsuperscript{75} In this article, we used version 2 in ref. 75, in which the electrostatic interaction energy between the QM and MM systems is calculated at the MM level, i.e. with the ME approach. With two QM systems, it means that we use the $E_{\text{QM/MM-2QM}}^{\text{ME}}$ energy in Eqn. 4. The QM energies and the ESP charges were
calculated from vacuum wavefunctions. The QM/MM-PBSA-2QM calculations are based on the spherical QM/MM-2QM structures. The calculations were automatised and performed by Linux shell scripts, which are available from the authors on request. Further details of the calculations can be found in http://www.teokem.lu.se/~ulf/Methods/qmmm_pbsa.html.

**Force-field parametrisations**

The bonded force-field parameters of the copper sites in the MD simulations were constructed according to the method developed by Norrby & Liljefors,\textsuperscript{78} using the recent implementation for Amber\textsuperscript{79} (in the QM/MM-2QM minimisations, the internal MM energy of the two QM systems cancel, Eqns. 3 and 4; therefore no bonds between the Cu ions and there ligands were defined). This method minimises a penalty function consisting of the deviation of geometries and Hessian elements between the QM and MM calculations, giving different weights to different kinds of data. The geometries were described as lists of all bonds, angles, and dihedral angles, rather than by absolute positions. The weight factors of the various data types were $100 \text{ Å}^{-1}$ for bonds, $2 \text{ degree}^{-1}$ for angles, $1 \text{ degree}^{-1}$ for torsions, and $0.01$–$0.1 \text{ mol Å}^2/\text{kcal}$ for Hessian elements ($0.01$ for elements involving interactions of an atom with itself, $0.02$ for atoms bound to each other, $0.04$ for atoms connected by two bonds, $0.1$ for atoms connected by three bonds, and $0.01$ for all other elements).\textsuperscript{78,80} The QM calculations were performed on the vacuum-optimised structures, which were started from the QM/MM-2QM structures in the protein.

The iterative force-field optimisations were started from the corresponding Hess2FF force field,\textsuperscript{81} which is automatically extracted from the Hessian matrix. After convergence, the force field was checked. Typically, some bonds and angles get zero force constants in the first runs of the parametrisations. These were reset to reasonable values, and force constants of other angles around the same central atom were reduced, and then the parametrisation was run again. This was repeated until all bonds and angles had non-zero force constants and all other parameters looked reasonable. Further instructions for the procedure are found in http://www.teokem.lu.se/~ulf/Methods/ponparm.html.

Specific force fields were calculated for both the reduced and oxidised forms of the T1 and T23 centres. We assigned separate atom types for all metals and all atoms that ligated directly to the metals. For the T1 sites, we also used new atom types for all atoms in the ligands, except for hydrogen atoms bound to the same atom, whereas for the T23 site, we used standard Amber parameters for all atoms in the ligands, besides the one bound to the metal.

All force-field parameters for the Cu sites are given in the supplementary material.

Charges for all atoms were fitted to the ESP, sampled according to the Merz–Kollman scheme,\textsuperscript{65} but with a higher-than-default density of points, 2000–3000 points/atom. These charges were used directly in the parametrisation, whereas in the MD simulations of the whole protein, the charges on the CL atoms were adapted so that the total charge of the amino acid (including both QM and MM atoms) was the same as the sum of QM charges of the corresponding QM fragment.\textsuperscript{14} Thereby, we ensure that the total charge of the simulated system is an integer, but we allow for charge transfer within the QM system (the amino acids with QM atoms have non-integer total charges). The van der Waals parameters of the Cu ions were $R = 1.17 \text{ Å}$ and $\epsilon = 4.77 \text{ kJ/mol}$.\textsuperscript{82} Neither the charges nor the van der Waals parameters were changed during the parametrisation.

**Calculation of reorganisation energies and redox potentials**

The RE was calculated by three methods. For the minimised QM and QM/MM structures, we used the definition in Eqn. 2, the energy difference between the oxidised state in its equilibrium geometry and in the geometry of the reduced state, and vice versa. For the MD simulations, we calculated the vertical energy difference between the two electronic states,
RO and OR, $\Delta E_{et} = E_{RO} - E_{OR}$ for all snapshots obtained in the MD simulations of the two states. Then, the RE was estimated from

$$\lambda = \frac{\langle \Delta E_{et} \rangle_{RO} - \langle \Delta E_{et} \rangle_{OR}}{2}$$

(7)

where the brackets indicate averages over MD simulations, run either for the RO or the OR states, as is specified by the subscripts.\(^{15,20,21,22,27}\)

Alternatively, $\Delta E_{et}$ was defined as the reaction coordinate and the free energy for each state was estimated from the probability of each energy ($p(\Delta E_{et})$, obtained by binning all the calculated $\Delta E_{et}$ energy differences):\(^{16,17,18}\)

$$\Delta G = RT \ln p(\Delta E_{et})$$

(8)

The free-energy curves obtained from the two MD simulations were then fitted to harmonic functions and the REs were estimated from the difference in energy on the fitted curves between the optimum $\Delta E_{et}$ for the RO and OR states.

The redox potentials of the two copper sites were also estimated. For the minimised QM and QM/MM-2QM structures, we used the relation:

$$E^0 = (E_{ox} - E_{red}) - E_{NHE}$$

(9)

where the factor $E_{NHE} = 4.28$ V converts the energy scale to that of the normal hydrogen electrode (NHE).\(^{83}\) If both copper sites are considered, the correction factor cancels and we give the energy difference between the OR and RO (a negative sign indicates that the OR state is more stable). For the MD simulations, we instead used the relation:\(^{15,20,21,22,27}\)

$$E^0 = \frac{\langle \Delta E_{et} \rangle_{RO} + \langle \Delta E_{et} \rangle_{OR}}{2}$$

(10)

$\Delta E_{et}$ was calculated by the QM/MM-2QM approach, using either ME (Eqn. 4) or EE (Eqn. 3). The same charges of each Cu site were used in all calculations (both with EE and ME). The reason for this is that previous investigations of the accuracy of QM/MM have indicated that the ESP charge fitting often becomes unstable and may give spurious charges and energies in some cases.\(^{64}\) The calculations were performed on 1250 snapshots, sampled every 8 ps during the 10 ns production simulation. For the MM components, instead 5000 snapshots were used, sampled every 2 ps. In all calculations of $\Delta E_{et}$ with QM/MM-2QM or QTCP-2QM, no periodic boundary conditions were used. Instead, the MM system was centred on the two Cu sites and an infinite cut-off was employed.

**Result and Discussion**

In this study, we have calculated the RE for the internal electron transfer between the T1 and T23 centres in the MCO enzyme CueO (Figure 1). The MCOs catalyse the four-electron reduction of O$_2$ to H$_2$O in the T23 cluster, coupled to one-electron oxidation of various substrates in the T1 site. Therefore, the T1 site has only two oxidation states (Cu$^{I}$ and Cu$^{II}$), whereas the T23 cluster has at least four different oxidation levels (formally Cu$^{I}_{3}$, Cu$^{II}_{2}$, Cu$^{I}_{Cu}^{II}_{2}$, and Cu$^{II}_{3}$, although O$_2$ and H$_2$O in various oxidation levels are also involved.\(^{29,37}\) Therefore, the reaction mechanism should involve four distinct steps of IET from the T1 site to the T23 cluster, which all may have different REs.

We have decided to study one of these steps, viz. the reduction of the PI. This
intermediate is formed by the binding of $\text{O}_2$ to the fully reduced (Cu$^{\text{I}}$) state of the protein. By a combination of experimental and theoretical studies, it is now widely accepted that it contains $\text{O}_2$ bound in a diagonal manner in the centre of the T23 cluster (Figure 3a). As the name indicates, $\text{O}_2$ is directly reduced upon binding by two electrons from Cu$^{\text{I}}$ so that the formal oxidation states of the T23 cluster are Cu$^{\text{I}}$Cu$^{\text{II}}_2$O$^{2-}_2$. One-electron reduction of this complex, probably followed by a protonation, triggers the cleavage of the O–O bond and the formation of the native intermediate (NI), which contains a fully oxidised T23 site (Cu$^{\text{II}}$) with O$^{2-}_2$ in the centre and probably OH$^{–}$ bridging the two T3 Cu ions. The steps following the NI involve three reduction and protonation steps, leading to the release of two water molecules and the formation of the fully reduced state again, but for these intermediates, little experimental or structural information is available. Therefore, we have concentrated on the reduction of the PI in this study. We assume that the internal electron transfer is not coupled to the following protonation and O–O cleavage steps. Thus, we assume that there is a distinct short-lived intermediate that is at the formal Cu$^{\text{II}}_2$Cu$^{\text{II}}$O$^{2-}_2$ oxidation state, which we have called the NI' state.

The structure can be obtained with QM or QM/MM methods and it is shown in Figure 3b. We also assume that ligand of the T2 Cu ion is water.

Redox potentials of minimised QM and QM/MM structures

We started with calculations on minimised structures, obtained either for isolated QM systems in vacuum (QM structures) or with QM/MM-2QM for the whole CueO protein. These calculations allow us to obtain both redox potentials and reorganisation energy, albeit without any conformational sampling (thus, no free energies are obtained, meaning that strictly we obtain ionisation energies rather than reduction potentials).

The calculated redox potentials are presented in Table 1. The potential of the isolated T1 site varies from 0.58 V in vacuum to −0.52 V in water-like continuum solvent. The potential does not change significantly if the functional is changed from PBE to B3LYP, but it increases by 0.2 V if the basis set is also increased to def2-TZVP. Single-point calculations give almost the same results as calculations with optimised structures, as is normally assumed. Experimentally, the redox potential of T1 sites with this set of ligand in various proteins is 0.3–0.7 V, (that of CueO is 0.4–0.5 V, depending on pH), showing that only the estimates obtained in a low-dielectric medium are in a reasonable range.

The redox potential of the isolated T23 cluster is 4.9 V in vacuum, but it changes to −0.23 V in a water-like continuum solvent. Thus, the calculations on the isolated clusters indicate that OR state (the NI and a oxidised T1 site) is more stable than the RO state, although in water the difference is only 28 kJ/mol. The potential of the T23 cluster increases by 0.15 V if the functional is changed to B3LYP and by a further 0.32 V if the basis set is also increased to def2-TZVP.

We can also use the QM/MM-2QM structures to calculate the difference in redox potentials of the two copper sites. With mechanical embedding (ME), the QM energies are directly comparable to the vacuum QM energies and reflect the effect of the difference in geometry of the Cu sites in vacuum and in the protein. From Table 1, it can be seen that the redox potentials of both sites change if the QM/MM–2QM geometries are used: The potential of the T1 site decreases by 0.2 V, probably reflecting a shortening of the Cu–N$_{\text{His}}$ and Cu–S$_{\text{Cys}}$ bonds by 0.03–0.10 Å in the oxidised state, but by only 0.01–0.07 Å in the reduced state (Table 2). At the same time, the Cu–S$_{\text{Met}}$ bond length increases by 0.4–0.8 Å, but it has a negligible influence on the energies. For the T23 site, the potential decreases by 0.2–0.4 V. In this case there are more and larger differences in the geometries of this complicated trinuclear copper cluster (Table 3), but it is hard to decide which of the differences are most important.

When the influence of the surrounding protein and solvent is included in the calculation
(the MM term in Table 1), the potentials change by 3.2–3.4 V, reflecting the strong solvation effects of these charged metal sites, confirming the large effect of the solvent in the COSMO QM calculations. Therefore, the ME calculations predict that the OR state is 72 (fixed protein) or 106 kJ/mol (relaxed protein) more stable than the RO state in the protein.

With EE, the QM energies are no longer comparable with the vacuum energies, but we can instead see how the electrostatic solvation energy affects the two metal sites. It can be seen that the oxidised state of the T1 site is strongly favoured in the protein (the redox potential is −2.6 V). The same also applies for the oxidised state of the T23 state (the PI), giving a redox potential of −2.2 to −3.0 V in the protein. In both cases, the effect is appreciably larger than what is predicted for the two sites in water solution. However, the stronger effect in the relaxed protein is counteracted by a MM term of a similar size but an opposite sign, so that the net effect in the protein is that the OR state is still predicted to be more stable by 36–41 kJ/mol. Thus, we see a larger effect of the surrounding protein in the EE calculations as expected.

We have also calculated the redox potential difference with the QM/MM-PBSA approach (using a vacuum wavefunction). The results of these calculations are also included in Table 1 and it can be seen that this method is also based on ME so that the QM energies are identical to those obtained with ME. However, QM/MM-PBSA includes a continuum-solvation (Poisson–Boltzmann) estimate of the water contribution to the redox potential, after stripping off the explicit water molecules. It can be seen that the continuum solvent stabilises the OR state so that it slightly more stable than with ME, i.e. 112–121 kJ/mol more stable than the RO state.

Finally, we have calculated the energy difference of the two states using the QTCP method. It is also based on the QM/MM-2QM structures (with a fixed surrounding), but it uses a larger and better solvated system, it employs MD simulations of the protein and the solvent (keeping the two QM system fixed), and free-energy perturbations, both between the two redox states and between a MM and QM/MM description. Simulations were performed using both the RO and OR QM/MM structures and they gave similar results: In both cases the OR state was found to be more stable by 43–46±2 kJ/mol. This energy is dominated by the QM energy, ~407 kJ/mol, i.e. close to the raw QM (ME) results for the QM/MM-2QM structure (the 5 kJ/mol difference comes from the MM → QM/MM correction). This energy is counteracted by a solvation energy from the change in the charge distribution in the protein, 359–368 kJ/mol. The term coming from the change in geometry of the two Cu sites upon electron transfer is only 2 kJ/mol. Thus, these results indicate that the effect of protein sampling (which is missing in the QM/MM-PBSA approach) is large and favours the RO state. It is also possible that the difference between these two methods is caused by long-range solvation effects outside the explicitly simulated system in QTCP (which are treated by a simple Onsager model in QTCP). However, the effect of increasing the shell of solvating water molecules by 5 Å in the QTCP calculations (in total 19803 water molecules) is less than 2 kJ/mol, i.e. within the statistical uncertainty. On the other hand, the difference between the EE (used in QTCP) and ME (used in QM/MM-PBSA) approaches is large, up to 65 kJ/mol according to the QM/MM results. This difference reflects the polarisation of the QM system, but also errors caused by the introduction of HL atoms in the QM/MM treatment.

Reorganisation energies of minimised structures

We can also use the QM and QM/MM-2QM structures to calculate REs using Eqn. 2. The results are collected in Table 4. The isolated T1 site gives an inner-sphere REs of 36 kJ/mol for the reduced state and 21 kJ/mol for the oxidised state at the PBE/def2-SVP level, which is similar to what was obtained at the B3LYP/6-31G* level before (33 and 29 kJ/mol). The isolated T23 site gives similar inner-sphere RE, 30–31 kJ/mol for the two oxidation states.
Therefore, the QM calculations indicate that the inner-sphere RE for the RO state is 66 kJ/mol and that of the OR state is 52 kJ/mol.

The REs are rather insensitive to the DFT functional and basis set. With the B3LYP and the def2-TZVP basis set, the reduced T1 site gives a smaller RE (27 kJ/mol), but the oxidised T23 site gives a larger RE (44 kJ/mol). It can also be seen that single-point calculations on structures optimised by other methods give inaccurate and quite erratic results. Thus, such an approach, which has been frequently used before, is not recommended.

If instead the QM/MM-2QM minimised structures are used, we can still estimate the inner-sphere contribution to the RE using the ME calculations. It is 10 and 6 kJ/mol for the two oxidation states of the T1 site and 17 and 14 kJ/mol for the two oxidation states of the T23 site with ME and a fixed protein. This is 2–4 times smaller than the REs observed for the isolated systems, in accordance with our previous observations for blue-copper proteins and iron–sulphur clusters. The inner-sphere REs for the T1 site hardly changes if the protein is allowed to relax but those of the T23 site increase by 2–8 kJ/mol.

The outer-sphere contribution can be estimated in a similar manner, but this approximation is more questionable for this contribution, because only parts of the surroundings are relaxed in the QM/MM-2QM minimisation and only minimised structures are used. With ME and a fixed protein, the calculated outer-sphere RE (i.e. the MM contribution) is 24 kJ/mol for the RO state, which reflects the effect of the changed charge and electron distribution in the two active sites on a fixed protein structure. However, the RE is actually negative for the RO state, indicating that the fixed structure is better for the OR structure than for RO structure for this state. However, if the protein is allowed to relax, this contribution becomes positive as expected (32 kJ/mol), which reflects also the effect of structural relaxations of the surrounding protein (but still only residues within 6 Å of the two copper sites). The outer-sphere RE of the OR state increases to 78 kJ/mol. This is probably a more realistic measure, but it corresponds to a single minimised structure, i.e. a single local minimum among very many possible, and the relaxation of the rest of the protein and the solvent is still ignored.

Finally, we calculated the RE also with EE. As was discussed in the methods section, EE is often considered to be more accurate than ME, but ME avoids several problems with EE (HL atoms at wrong positions and with wrong charges, as well as overpolarisation the two QM system). Moreover, in these calculations with two separate QM systems, the point-charge model of one QM system depends on the other QM system, so that the calculations need to be run in an iterative manner (reasonably stable energies were obtained after three iterations, as can be seen from the results in Table 2). The total RE is 27 and 28 kJ/mol with a fixed protein and 102 and 61 kJ/mol when the protein was allowed to relax, for the RO and OR states, respectively. Thus, there is little consensus between the ME and EE calculations.

Parametrisation

Next, we wanted to calculate the RE of the IET between a reduced T1 site and the PI state of the T23 cluster using the methods developed by Warshel, Sprik, and Blumberger. The MD simulations were performed at the MM level. Therefore, force-field parameters of the T1 and T23 centres in the two oxidation states are needed. However, obtaining MM parameters for such complicated metal sites is far from trivial.

Several methods exist for the treatment of metal centres by MM and there are already several sets of parameters for the T1 site. The simplest approach is a non-bonded model, in which no bonds between the metal and the ligands are defined. However, such a model typically gives rather poor results and there is a great risk that the ligands may dissociate from the metal and other ligands may bind during the MD simulations. Therefore, it is more common that metal sites are treated by a bonded model, in which the bonds between the metal and its ligands are treated the same way as covalent bonds within the protein, i.e. by terms for
bonds, angles, and dihedral angles.\textsuperscript{39,100}

However, for such a potential, a large number of parameters need to be determined. Several automatic methods have been suggested to obtain the needed from the Hessian matrix, available from a QM frequency calculation.\textsuperscript{81,96,101,102} Unfortunately, such approaches are only approximate, because they assume that the bond lengths, angles, and dihedrals observed in a QM optimised structure are unstrained, which is not correct.\textsuperscript{94} Instead, they are a compromise of the preferences of all bonds, angles, and dihedral around the metal, as well as all non-bonded interactions in the complex. Moreover, they involve a double-counting of van der Waals and electrostatic effects within the complex.\textsuperscript{94} The automatic methods are fast and appropriate when a robust and reasonable model is needed, e.g. when the metal site is not of central interest for the investigation.\textsuperscript{94} However, in the present case, it is important that we reproduce the geometries of the metal sites as accurately as possible.

Therefore, we have performed a detailed parametrisation of the two metal centres in both oxidation states using the ideal method suggested by Norrby and Liljefors.\textsuperscript{64} This approach uses also QM data in the form of optimised structures and the Hessian matrix. However, in this case it is not assumed that the QM-optimised bonds, angles, and dihedrals are unstrained and double-counting is avoided.\textsuperscript{94} Instead, all bonded parameters are optimised by an iterative procedure in which a target function is minimised, involving all bonds, angles, dihedrals, and Hessian elements of the complex, performing a full MM geometry optimisation and frequency calculation for each sets of parameters. Thereby, it is ensured that the final parameters reproduce the QM structure and Hessian as well as possible. This approach has frequently been used to obtain accurate structures and energies for metal sites.\textsuperscript{79,103}

Such a parametrisation was performed as is described in the Methods section both for the T1 and T23 centres and in both their reduced and oxidised states (the PI and NI' states for the T23 site). The final force-field parameters are given in the supplementary material. The performance of the parametrisations is described in Table 5. It can be seen that all four parametrisations perform excellently: They reproduce all bond lengths in the QM structure with a root-mean-squared deviation (RMSD) of less than 0.01 Å, the angles with an RMSD of 0.1–0.7°, the dihedral angles with an RMSD of 0.4–1.7°, and the coordinates with an RMSD of 0.03–0.012 Å and with a maximum difference of 0.11–0.35 Å. Consequently, the RMSD of the energy are less than 0.1 kJ/mol for all the bonds, angles, and dihedrals. Moreover, the correlation coefficient between the QM and MM Hessian elements is above 0.993 for all four force fields. This excellent behaviour is illustrated by the overlay of the four QM and MM structures in Figure 4. It can be seen that the fit is best for the NI' and T1-Red structures, for which only a few dihedral angles of the ligands are not perfectly reproduced. For the T1-oxidised and PI sites, the fits are slightly worse, but still very good.

For comparison, Figure 4e shows the structure obtained with a force field for the T23-PI centre using the automatic Hess2FF method.\textsuperscript{81} It can be seen that the structure is appreciably worse, with up to 9 times larger deviations in the bonds, angles, dihedrals, and coordinates (Table 5). On the other hand, it should be noted that the Hess2FF force field is obtained in seconds (once the QM optimisation and frequency calculation has been performed), whereas the parametrisation with the method of Norrby and Liljefors took several weeks for the T23 sites. However, when the metal site is of central interest, this effort is needed to obtain reliable energies.

\textit{Reorganisation energies from the MD simulations}

Once the metal sites have been parametrised, 10 ns MD simulations (after equilibration) were run for the two oxidation states, RO and OR. The MD trajectories were stable and gave root-mean-squared deviations from the starting crystal structure of 1.29 and 1.30 Å for the back-bone atoms of the RO and OR states, respectively. The final densities were 1.03 kg/l for both systems. REs were then extracted using two different methods (Eqns. 7 and 8) with
energies calculated by QM/MM-2QM.

First, we used the approach by Warshel, defining $\Delta E_t$ as the reaction coordinate and constructing the Marcus parabolas for the IET. The results are shown in Figure 5a. It can be seen that the energies follow parabolas to a reasonable approximation and that the two parabolas have similar curvatures of about 0.0015 (OR) and 0.0018 mol/kJ (RO; the uncertainty in both fits is 0.0001). The exact values depend on how the energies are binned and how the curves are fitted. Taking the difference between the free energies between the minimum for OR and for RO on these fitted curves (see Figure 5a), the REs can be estimated to 91 kJ/mol for the OR curve and 110 kJ/mol for the RO curve at the QM/MM-2QM level. However, it can be seen that these estimates are extrapolations from data points that only cover an energy range of 10 kJ/mol.

The accuracy of the fits can be improved by using the relation

$$\Delta E_t + \Delta E_0 = \Delta G_{OR} - \Delta G_{RO}$$

which follows directly from the linear-response approximation and allows for the generation of twice as many points on the two free energy curves in Figure 5, without doing any new simulations. It also forces the two curves to have the same curvature. This is done in Figure 5b, and now the two parabolas gave much more accurate fitted curvatures, 0.00205±0.000001 mol/kJ. Both curves also gave the same RE, 122 kJ/mol.

Alternatively, the REs can be estimated from Eqn. 7. Then, we obtain a RE of 123±1 kJ/mol at the QM/MM-2QM level (Table 6). Thus, we see that the two methods give identical results, once the high-energy points are also included. Naturally, the two methods are closely related. Marcus theory assumes that the distribution of the two states is Gaussian with respect to $\Delta E_t$, i.e. that

$$p(\Delta E_t) = \frac{e^{-\frac{(\Delta E_t - \mu)^2}{2\sigma^2}}}{\sqrt{2\pi \sigma^2}}$$

where $p$ is the probability of observing a certain value of $\Delta E_t$. Our simulations show that this is a reasonable assumption, as can be seen in Figure 6. The parameters $\mu$ and $\sigma^2$ are the average and variance, and they can be estimated directly from the simulations: $-206$ kJ/mol and 619 (kJ/mol)$^2$ for the OR simulation, and 40 kJ/mol and 567 (kJ/mol)$^2$ for the RO simulation. This relation can be inserted into Eqn. 8, which gives Marcus parabola, based on $\mu$ and $\sigma^2$, thereby avoiding the harmonic curve fit. Using the values of $\mu$ and $\sigma^2$ from the simulations gives the REs of 122 and 133 kJ/mol, for the OR and RO simulations, respectively. Moreover, the theory requires that the two parabolas have the same curvature, given by $1/2(\mu_{RO} - \mu_{OR}) = 0.0020$, which gives a reorganisation energy of 123 kJ/mol.

Finally, the reorganisation energy can also be calculated directly from $\frac{\sigma^2}{2RT}$, which gives 124 and 114 kJ/mol for the OR and RO simulations, respectively.

Some further understanding of the RE can be obtained by dividing the results from Eqn. 7 into various contributions. From Table 6 it can be seen that the contributions from the two QM systems are 12 kJ/mol for the T1 site and 22 kJ/mol for the T23 cluster. These are estimates of the inner-sphere RE for these two centres, indicating that the inner-sphere contribution is quite small, but not negligible as often is assumed. They are slightly smaller than the inner-sphere REs obtained from the QM/MM structures (Table 2, lines ME, sum of Red and Ox states) and therefore appreciably smaller than the REs calculated for isolated QM clusters, showing that isolated QM calculations give quite misleading results.
Thus, the RE is dominated by the MM part, 89 kJ/mol (which is the sum of the three MM terms in Eqn. 4). This energy can be further divided into contributions from bonds, angles, dihedrals, van der Waals, and electrostatics. From Table 6, it can be seen that the former three terms essentially vanish, and the van der Waals term is also small, less than 1 kJ/mol. Thus, the MM energy is completely dominated by the electrostatic term (88 kJ/mol). The MM term corresponds to the outer-sphere RE.

Further, understanding of the RE can be obtained by dividing the electrostatic interactions into contributions from different residues in the protein and from the solvent. It turns out that 37% of the outer-sphere RE comes from surrounding solvent (34 kJ/mol). It is often assumed or observed that the solvent dominates the outer-sphere RE, although this not the case for all proteins. In our case, for which there is no change in the net charge of the protein, the solvent contribution to the RE is rather small. Many residues contribute to the protein term, all providing rather small contributions. The largest contribution is only 8 kJ/mol and comes from Asp-439, which is hydrogen bonded to one of the T1 copper His ligands. The second largest contribution is 4 kJ/mol, from Pro-444, which is next to the same His ligand in sequence and which has a back-bone CO group directed towards the T1 Cu at a distance of 5.7 Å. Similar effects have been observed for other proteins.

To check the accuracy of the fixed ESP-charge model of the QM systems, we also tested to calculate the RE by EE. The results of those calculations are also collected in Table 6. It can be seen that RE is almost the same as with ME, 126±2 kJ/mol, indicating that the polarisation of the QM system is not very important for the RE (the larger statistical uncertainty of the EE estimates is caused by the fact that fewer snapshots were used for these calculations). The disadvantage with the present implementation of EE is that the RE can no longer be divided into inner- and outer-sphere contributions or to calculate contributions from the various residues and solvent. Instead, all electrostatic interactions between the QM systems and the surroundings are estimated in the QM calculations, whereas the electrostatic MM contribution vanishes (because the charges of the QM systems are zeroed in the MM calculations). The contribution from the T1 Cu site is 66 kJ/mol and 55 kJ/mol from the T23 Cu site, whereas the van der Waals MM contribution is 5 kJ/mol.

Finally, we have also calculated the RE using a bigger basis set (def2-TZVP) or with the B3LYP method (using Eqn. 7 and 125 snapshots). Both changes had only minor effects on the RE: With the bigger basis set, the RE decreased by 1 kJ/mol, but on the other hand the RE increased by the same amount when the DFT method was changed to B3LYP.

**Redox potentials**

Finally, we can also calculate the driving force in the RO → OR reaction, i.e. the difference in the redox potentials of the RO and OR states inside the protein, using Eqn. 10, which is the linear-response approximation to a one-step thermodynamic integration estimate of the redox potential. The results in Table 7 show that the ME calculations predict that the OR state is 87±1 kJ/mol more stable than the RO state. Thus, the results indicate that the PI → NI' step in CueO is exergonic. Interestingly, the contributions (also shown in Table 7) indicate that the redox potential of the T1 site 0.43 V, i.e. slightly less positive than in vacuum, but slightly more positive than with QM/MM-2QM (ME line in Table 1). The redox potential of the T23 copper cluster is 4.70 V, i.e. also slightly less positive than in vacuum, but slightly more positive than in the QM/MM-2QM calculations. The MM energy counteracts the formation of the OR state by 325 kJ/mol. This energy comes almost entirely from electrostatics. The large and positive MM energy is understandable if it is considered as a solvation energy: The T1 site goes from a net charge of 0 to +1, i.e. a gain in solvation energy, but this is more than compensated by the T23 cluster, which goes from a net charge of +3 to +2.

The net MM energy comes almost entirely from the solvent – the net effect of the protein
residues is only 4 kJ/mol. However, this is mainly because the protein contributions cancel; the individual contributions from the protein residues are up to 131 kJ/mol for Asp-112. This residue forms three hydrogen bonds to two of the T23 copper ligands. Other large contributions come from Asp-439 (−122 kJ/mol), Asp-471 (95 kJ/mol), and Arg-280 (−66 kJ/mol). Asp-471 also forms hydrogen bonds to two of the T23 copper ligands, whereas Arg-280 is close to the T23 cluster and forms two hydrogen bonds to Asp-471.

With EE, the energy difference between the two states has decreased to 67±2 kJ/mol, which shows that polarisation effects are quite significant for the relative stability of the two states. With the def2-TZVP basis set, the energy difference between the RO and OR states decreased by 8 kJ/mol, but with the B3LYP method, it increased by 18 kJ/mol. The individual components from the T1 and T23 centres are in reasonable agreement (within 14 kJ/mol) with those obtained from the optimised structures in vacuum, shown in Table 1. The standard errors of the extrapolations are less than 1 kJ/mol.

It is somewhat disappointing that the calculations based on Eqn. 10 give quite different relative energies of the RO and OR states compared to QTCP (43–46 kJ/mol), although both approaches are based on MD simulations. The difference is not caused by the linear-response approximation (used in Eqn. 10, but not in QTCP), because the QTCP results show that this approximation changes the results by only 1–3 kJ/mol. The effect of ESP charges for the QM systems taken from different snapshots is also rather small, 0–6 kJ/mol. The QM energies differ by only 5 kJ/mol (after addition of thermal and zero-point energy corrections). Approximately 10 kJ/mol of the difference comes from differences in the treatment of the long-range electrostatic effects (i.e. the solvation outside the ~55 Å radius of the explicitly simulated system; the MD simulations use particle mesh Ewald summation, whereas the QTCP calculations use the Onsager relation; no long-range treatment at all give a difference of ~20 kJ/mol compared to Ewald summation). The rest of the difference comes from differences in the simulated structures (i.e. from the geometries in the sampled snapshots). This may indicate that the MM force field of the Cu centres is not be accurate enough to extract reliable QM energy differences. On the other hand, the Cu sites have fixed geometries in the QTCP calculations, which also is a somewhat questionable approximation.

Rate of IET

Finally, we can check if our computational results are reasonable by estimating the rate constant ($k_{et}$) for the IET between the reduced T1 site and the PI of the T23 copper cluster using a simple empirical expression that incorporates an exponential decay of the tunneling rate with the distance between the two redox-active sites ($R$ in Å) and a parabolic dependence on energy difference ($\Delta G$) and RE ($\lambda$), both in eV: 36

$$\log(k_{et}) = 15 - 0.6R - 3.1[(\Delta G + \lambda)^2/\lambda]$$

(13)

Using $R = 13$ Å, the approximate distance between the T1 site and T23 cluster,29 as well as the REs (0.94–1.38 eV) and free-energy differences (−0.37 to −1.25 eV) calculated in the present work, $k_{et}$ falls in the range $8 \times 10^4$–$2 \times 10^7$ s$^{-1}$ (Figure 7). These approximate results are compatible with the experimentally observed $k_e$ value for this IET step (> 1000 s$^{-1}$) measured for a low-potential laccase,86 a MCO with the same set of ligands as used in our calculations. Thus, taking into account experimentally observed maximal turnover rates of MCOs towards different substrates, which is below 600 s$^{-1}$,20,35,86 one can conclude that both theoretically calculated and experimental $k_e$ values point to the fact that the IET between the T1 site and PI of the T23 cluster is not the rate limiting step in the overall catalytic cycle of these enzymes.
Conclusions

In this investigation, we have made a detailed study of the reorganisation energy for the intramolecular electron transfer between the peroxy intermediate and the reduced T1 copper site in the multicopper oxidase CueO. We have employed the methods developed by Warshel, Sprik and coworkers, based on MD simulations of protein, using accurate force-field parametrisations of the two Cu centres in both their oxidised and reduced states obtained by the ideal method of Norrby and Liljefors, which has been shown to be appreciably more accurate than other methods to parametrise metal sites in proteins.

The results indicate that the RE is 91–133 kJ/mol (0.94–1.38 eV), depending on the methods used and the assumptions engaged. On the other hand, the estimates do not seem to be sensitive to the DFT method and basis sets used in the calculations, although this may be partly fortuitous, considering the rather large effects (up to 14 kJ/mol) observed for the isolated systems in vacuum in Table 2. The RE is also rather insensitive to details in the QM/MM-2QM calculations. The inner-sphere contributions from the T1 and T23 centres are 12 and 22 kJ/mol, respectively. The outer-sphere contribution (89 kJ/mol) comes entirely from electrostatic interactions, approximately one third from the solvent and the rest from the protein. The protein contribution is the sum of many small contributions from different residues; the two largest (8 and 4 kJ/mol) come from Asp-386 and Pro-391, close to the T1 Cu site. The unusually low RE from the solvent can be attributed to the fact that an intra-protein electron transfer is studied, in which the net charge of the protein is not changed. Furthermore, the T1 and T23 copper sites are in the protein interior and therefore the electron-transfer is less susceptible to solvent effects.

We have also estimated the RE from QM/MM minimised structures. These are much more varying and depend quite strongly on the details of the calculations, but in general they are 10–30 kJ/mol lower than the estimates based on MD simulations. This difference most likely comes from the solvent, which is not fully relaxed in the QM/MM calculations. On the other hand, the inner-sphere REs estimated from vacuum structures are too large by 10–20 kJ/mol.

The calculations also allowed us to estimate the energy difference between the two electronic states involved in the electron transfer, RO and OR. The calculations indicate that the OR state is more stable, i.e. that the reduction of the peroxy intermediate by the reduced T1 site is exergonic. The energy difference from the MD simulations is 87 kJ/mol and it is strongly affected by the surroundings. The net effect of the protein is small, 4 kJ/mol, but this is the effect of many large residue contributions with differing sign, up to 131, −122, and 95 kJ/mol for Asp-82, Asp-386, and Asp-418, residues hydrogen-bonded to the His ligands of the two Cu centres. This energy difference is sensitive to the details of the calculations, changing by up to 20 kJ/mol in either direction if the DFT method or basis set is changed, or if the EE is used in the QM/MM calculations. Even worse, the QTCP method, which also is based on QM/MM-2QM calculations and MD simulations (but with a fixed QM system), gives a much smaller energy difference, 43–46 kJ/mol. It remains to be demonstrated which of the two approaches is more accurate.

Finally, the rate constant for the IET between the T1 site and PI of the T23 copper cluster was estimated, based on the obtained values of REs and energy differences between the two electronic states. The result was in the range $8 \times 10^4$–$2 \times 10^7$ s$^{-1}$, i.e. in good agreement with the experimentally observed rate of this IET step in MCOs (> 1000 s$^{-1}$).

In conclusion, these calculations show that detailed atomistic information can be obtained for the reorganisation energies and redox potentials of complex metalloproteins with theoretical methods, although the accuracy is limited. For the small T1 Cu protein azurin REs of 68–99 kJ/mol have been measured for the electron transfer from the Cu site to a Ru label on the surface of the protein. Moreover, the T1 sites have been studied with theoretical methods, giving REs of 42–54 kJ/mol for plastocyanin–cytochrome f complexes with docked geometries (only outer-sphere contribution) and 70–90 kJ/mol for the reduction of T1.
sites in four different MCOs, including CueO (from 10 ps QM/MM MD simulations). Our calculated RE is similar to what has been obtained for the intramolecular electron transfer in Ru-modified cytochromes (96–125 kJ/mol). On the other hand, it is somewhat larger than what as been calculated for cytochromes and iron–sulphur proteins metalloproteins (38–75 kJ/mol for the oxidation of the isolated cofactor) and appreciably larger than what has been obtained for intramolecular electron transfer in cytochrome c oxidase and the photosynthetic reaction centre (7–32 kJ/mol).

This is partly owing to the relative larger inner-sphere RE for copper sites than for cytochromes, partly to the presence of many charged groups around the Cu sites, needed to neutralise the large positive charge of the trinuclear T23 cluster with its neutral His ligands. Moreover, it is likely that our calculations with a non-polarisable force field may overestimate the RE by ~35 % (i.e. that simulations in a polarisable force field would give a RE around 75 kJ/mol). However, we have seen that the RE is not too large to support a satisfactorily reaction rate of the MCOs.

Supporting Information
Force-field topology (in) and parameter (dat) files in Amber format for the four copper centres. This material is available free of charge via the Internet at http://pubs.acs.org.
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Table 1. Redox potentials (V), calculated by QM or QM/MM, the latter with either mechanical (ME) or electrostatic embedding (EE) and either with the surroundings fixed (fix) or free to relax. The EE calculations are done iteratively because the ESP charges of one QM system affect the wavefunction of the other QM system. If nothing else is indicated, the calculations were performed with the PBE method and the def2-SVP basis set (denoted B1). For the vacuum calculations, we also tested the B3LYP method and the def2-TZVP basis set (denoted B2), in various combinations. If two methods are given, the first was used for the energy and the second was used for the geometry optimisations. Moreover, calculations in a COSMO continuum solvent with a dielectric constant of 4 or 80 were performed. The first two columns give redox potentials of the T1 and T23 centres, from the QM calculations. The MM column gives the net MM energy and the last column gives the net QM/MM energy. For these two, a negative sign indicates that the OR state is most stable. To all QM energies, the zero-point energy and thermal corrections to the Gibbs free energy have been added, obtained from a frequency calculation of the isolated QM systems at the PBE/B1 level (0.06 eV for the T1 site and 0.28 eV for the T23 Cu cluster).

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T23</th>
<th>MM</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>QM, vac, PBE/B1</td>
<td>0.58</td>
<td>4.92</td>
<td>-4.34</td>
<td></td>
</tr>
<tr>
<td>QM, vac, PBE/B2//PBE/B1</td>
<td>0.79</td>
<td>5.09</td>
<td>-4.30</td>
<td></td>
</tr>
<tr>
<td>QM, vac, PBE/B2</td>
<td>0.80</td>
<td>5.10</td>
<td>-4.30</td>
<td></td>
</tr>
<tr>
<td>QM, vac, B3LYP/B1//PBE/B1</td>
<td>0.57</td>
<td>5.07</td>
<td>-4.50</td>
<td></td>
</tr>
<tr>
<td>QM, vac, B3LYP/B1</td>
<td>0.60</td>
<td>5.01</td>
<td>-4.41</td>
<td></td>
</tr>
<tr>
<td>QM, vac, B3LYP/B2//PBE/B1</td>
<td>0.78</td>
<td>5.39</td>
<td>-4.61</td>
<td></td>
</tr>
<tr>
<td>QM, vac, B3LYP/B2</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QM, e = 4, PBE/B1</td>
<td>-0.20</td>
<td>1.40</td>
<td>-1.60</td>
<td></td>
</tr>
<tr>
<td>QM, e = 80, PBE/B1</td>
<td>-0.52</td>
<td>-0.23</td>
<td>-0.29</td>
<td></td>
</tr>
<tr>
<td>ME, fix</td>
<td>0.37</td>
<td>4.55</td>
<td>3.42</td>
<td>-0.75</td>
</tr>
<tr>
<td>ME, free</td>
<td>0.39</td>
<td>4.70</td>
<td>3.21</td>
<td>-1.10</td>
</tr>
<tr>
<td>EE, fix, it1</td>
<td>-2.59</td>
<td>-2.22</td>
<td>-0.02</td>
<td>-0.39</td>
</tr>
<tr>
<td>EE, fix, it2</td>
<td>-2.56</td>
<td>-2.21</td>
<td>-0.02</td>
<td>-0.37</td>
</tr>
<tr>
<td>EE, fix, it3</td>
<td>-2.56</td>
<td>-2.21</td>
<td>-0.02</td>
<td>-0.37</td>
</tr>
<tr>
<td>EE, free, it1</td>
<td>-2.58</td>
<td>-2.96</td>
<td>-0.80</td>
<td>-0.42</td>
</tr>
<tr>
<td>EE, free, it2</td>
<td>-2.55</td>
<td>-2.95</td>
<td>-0.80</td>
<td>-0.40</td>
</tr>
<tr>
<td>EE, free, it3</td>
<td>-2.55</td>
<td>-2.95</td>
<td>-0.80</td>
<td>-0.40</td>
</tr>
<tr>
<td>QM/MM-PBSA, fix</td>
<td>0.37</td>
<td>4.55</td>
<td>3.01</td>
<td>-1.16</td>
</tr>
<tr>
<td>QM/MM-PBSA, free</td>
<td>0.39</td>
<td>4.70</td>
<td>3.06</td>
<td>-1.25</td>
</tr>
<tr>
<td>QTCP, RO simulation</td>
<td>3.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QTCP, OR simulation</td>
<td>3.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QTCP, RO simulation, more water(^a)</td>
<td>3.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QTCP, OR simulation, more water(^a)</td>
<td>3.77</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Water solvation extending by 15 Å from the protein on all sides, instead of 9 Å.
Table 2. Cu–ligand distances of the T1 site obtained in the QM and QM/MM-2QM calculations with the surrounding fixed at the crystal structure (fix) or relaxed by MM (free).

<table>
<thead>
<tr>
<th></th>
<th>N_1</th>
<th>N_2</th>
<th>S_{Cys}</th>
<th>S_{Met}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced state</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QM</td>
<td>2.06</td>
<td>2.05</td>
<td>2.30</td>
<td>2.34</td>
</tr>
<tr>
<td>QM/MM, fix</td>
<td>2.06</td>
<td>2.00</td>
<td>2.23</td>
<td>3.13</td>
</tr>
<tr>
<td>QM/MM, free</td>
<td>2.09</td>
<td>2.01</td>
<td>2.24</td>
<td>2.96</td>
</tr>
<tr>
<td>Oxidised state</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QM</td>
<td>2.03</td>
<td>2.09</td>
<td>2.21</td>
<td>2.40</td>
</tr>
<tr>
<td>QM/MM, fix</td>
<td>1.99</td>
<td>1.99</td>
<td>2.18</td>
<td>2.98</td>
</tr>
<tr>
<td>QM/MM, free</td>
<td>2.00</td>
<td>2.01</td>
<td>2.19</td>
<td>2.81</td>
</tr>
</tbody>
</table>
Table 3. Cu–Cu and Cu–ligand distances of the T23 Cu cluster obtained in the QM and QM/MM-2QM calculations with the surrounding fixed at the crystal structure (fix) or relaxed by MM (free).

<table>
<thead>
<tr>
<th></th>
<th>Cu₁</th>
<th>Cu₂</th>
<th>Cu₃</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N₁</td>
<td>N₂</td>
<td>Cu₂</td>
</tr>
<tr>
<td>Reduced state</td>
<td>1.97</td>
<td>1.97</td>
<td>2.75</td>
</tr>
<tr>
<td>QM</td>
<td>1.97</td>
<td>1.97</td>
<td>2.75</td>
</tr>
<tr>
<td>QM/MM, fix</td>
<td>1.92</td>
<td>1.93</td>
<td>3.49</td>
</tr>
<tr>
<td>QM/MM, free</td>
<td>1.93</td>
<td>1.94</td>
<td>3.35</td>
</tr>
<tr>
<td>Oxidised state</td>
<td>1.94</td>
<td>1.94</td>
<td>3.68</td>
</tr>
<tr>
<td>QM</td>
<td>1.94</td>
<td>1.94</td>
<td>3.68</td>
</tr>
<tr>
<td>QM/MM, fix</td>
<td>1.93</td>
<td>1.94</td>
<td>3.64</td>
</tr>
<tr>
<td>QM/MM, free</td>
<td>1.94</td>
<td>1.94</td>
<td>3.67</td>
</tr>
</tbody>
</table>

Reduced state = native intermediate

Oxidised state = peroxy intermediate
Table 4. Reorganisation energies (kJ/mol), calculated by QM or QM/MM-2QM, the latter with either mechanical (ME) or electrostatic embedding (EE) and either with the surroundings fixed (fix) or free to relax. The EE calculations are done iteratively because the ESP charges of one QM system affect the wavefunction of the other QM system.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T23</th>
<th>MM contribution</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red</td>
<td>Ox</td>
<td>Red</td>
<td>Ox</td>
</tr>
<tr>
<td>QM, PBE/B1</td>
<td>35.8</td>
<td>21.3</td>
<td>31.2</td>
<td>29.7</td>
</tr>
<tr>
<td>QM, PBE/B2//PBE/B1</td>
<td>28.8</td>
<td>24.3</td>
<td>17.7</td>
<td>54.5</td>
</tr>
<tr>
<td>QM, PBE/B2</td>
<td>30.6</td>
<td>19.0</td>
<td>28.2</td>
<td>40.9</td>
</tr>
<tr>
<td>QM, B3LYP/B1//PBE/B1</td>
<td>34.4</td>
<td>25.0</td>
<td>15.6</td>
<td>34.1</td>
</tr>
<tr>
<td>QM, B3LYP/B1</td>
<td>34.6</td>
<td>21.9</td>
<td>28.8</td>
<td>43.7</td>
</tr>
<tr>
<td>QM, B3LYP/B2//PBE/B1</td>
<td>26.0</td>
<td>36.7</td>
<td>-10.3</td>
<td>75.9</td>
</tr>
<tr>
<td>QM, B3LYP/B2</td>
<td>27.0</td>
<td>21.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ME, fix</td>
<td>9.6</td>
<td>5.7</td>
<td>16.6</td>
<td>13.6</td>
</tr>
<tr>
<td>ME, free</td>
<td>9.7</td>
<td>5.8</td>
<td>24.9</td>
<td>15.3</td>
</tr>
<tr>
<td>EE, fix, it1</td>
<td>14.2</td>
<td>10.1</td>
<td>19.5</td>
<td>16.7</td>
</tr>
<tr>
<td>EE, fix, it2</td>
<td>15.4</td>
<td>8.6</td>
<td>17.8</td>
<td>13.8</td>
</tr>
<tr>
<td>EE, fix, it3</td>
<td>15.4</td>
<td>8.6</td>
<td>17.9</td>
<td>13.9</td>
</tr>
<tr>
<td>EE, free, it1</td>
<td>18.7</td>
<td>56.5</td>
<td>-69.8</td>
<td>161.1</td>
</tr>
<tr>
<td>EE, free, it2</td>
<td>20.0</td>
<td>54.9</td>
<td>-71.3</td>
<td>158.6</td>
</tr>
<tr>
<td>EE, free, it3</td>
<td>20.0</td>
<td>54.9</td>
<td>-71.2</td>
<td>158.7</td>
</tr>
</tbody>
</table>
Table 5. Performance of the various parametrisations of the four Cu sites. The quality measures are the correlation coefficient ($r^2$) between all QM and MM Hessian elements, the root-mean-squared deviations (RMSD) for all bonds, angles, dihedral angles, and coordinates between the MM and QM optimised structures (in Å or degrees), the maximum deviation (Max) for the coordinates, and the RMSD energy terms (E) for the bonds, angles, and dihedral angles (in kJ/mol). Results are shown for the parametrisation of the T1 site in the oxidised and reduced state, as well as the T23 cluster in the PI and NI' states. The last column contains the results for the T23-PI site obtained with the more approximate Hess2FF method.

<table>
<thead>
<tr>
<th></th>
<th>T1 ox</th>
<th>T1 red</th>
<th>T23-PI</th>
<th>T23-NI'</th>
<th>PI-Hess2FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonds</td>
<td>0.006</td>
<td>0.002</td>
<td>0.002</td>
<td>0.001</td>
<td>0.009</td>
</tr>
<tr>
<td>Bond E</td>
<td>0.026</td>
<td>0.005</td>
<td>0.003</td>
<td>0.002</td>
<td>0.006</td>
</tr>
<tr>
<td>Angles</td>
<td>0.74</td>
<td>0.66</td>
<td>0.13</td>
<td>0.13</td>
<td>1.10</td>
</tr>
<tr>
<td>Angle E</td>
<td>0.039</td>
<td>0.018</td>
<td>0.019</td>
<td>0.022</td>
<td>0.024</td>
</tr>
<tr>
<td>Dihedrals</td>
<td>1.68</td>
<td>0.65</td>
<td>0.46</td>
<td>0.42</td>
<td>3.43</td>
</tr>
<tr>
<td>Dihedral E</td>
<td>0.052</td>
<td>0.004</td>
<td>0.071</td>
<td>0.034</td>
<td>0.159</td>
</tr>
<tr>
<td>Coordinates</td>
<td>0.12</td>
<td>0.06</td>
<td>0.11</td>
<td>0.03</td>
<td>0.46</td>
</tr>
<tr>
<td>Max coord</td>
<td>0.35</td>
<td>0.17</td>
<td>0.24</td>
<td>0.11</td>
<td>1.01</td>
</tr>
<tr>
<td>$r^2$ Hessian</td>
<td>0.995</td>
<td>0.996</td>
<td>0.996</td>
<td>0.993</td>
<td>0.961</td>
</tr>
</tbody>
</table>
Table 6. Contributions to the QM/MM REs of CueO, obtained using Eqn. 7. All energies are in kJ/mol. SE is the standard error of the RE terms.

<table>
<thead>
<tr>
<th>ME</th>
<th>RE</th>
<th>SE</th>
<th>EE</th>
<th>RE</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>122.9</td>
<td>0.8</td>
<td>126.1</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>QM T1</td>
<td>12.3</td>
<td>0.3</td>
<td>65.8</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>QM T23</td>
<td>22.0</td>
<td>0.3</td>
<td>54.9</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>88.7</td>
<td>0.7</td>
<td>5.4</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>bonds</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>angles</td>
<td>0.1</td>
<td>0.2</td>
<td>-0.1</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>dihedrals</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>van der Waals</td>
<td>0.3</td>
<td>0.0</td>
<td>5.6</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>electrostatics</td>
<td>88.4</td>
<td>0.7</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
Table 7. Contributions to the QM/MM-2QM difference in the reduction energy of the RO and OR states, obtained using Eqn. 10 (a negative sign indicates that the OR state is more stable). All energies are in eV and are obtained with Eqn. 10. SE is the standard error of the RE terms. To the total and QM energies, the zero-point energy have been added, obtained from a frequency calculation of the isolated QM systems at the PBE/def2-SV(P) level (0.07 eV for the T1 site and 0.11 eV for the T23 Cu cluster).

<table>
<thead>
<tr>
<th></th>
<th>ME</th>
<th>EE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E0</td>
<td>SE</td>
</tr>
<tr>
<td>Total</td>
<td>-0.90</td>
<td>0.008</td>
</tr>
<tr>
<td>QM T1</td>
<td>0.43</td>
<td>0.003</td>
</tr>
<tr>
<td>QM T23</td>
<td>4.70</td>
<td>0.003</td>
</tr>
<tr>
<td>MM</td>
<td>3.37</td>
<td>0.007</td>
</tr>
<tr>
<td>bonds</td>
<td>0.00</td>
<td>0.000</td>
</tr>
<tr>
<td>angles</td>
<td>0.00</td>
<td>0.002</td>
</tr>
<tr>
<td>dihedrals</td>
<td>0.00</td>
<td>0.000</td>
</tr>
<tr>
<td>van der Waals</td>
<td>0.00</td>
<td>0.000</td>
</tr>
<tr>
<td>electrostatics</td>
<td>3.37</td>
<td>0.007</td>
</tr>
</tbody>
</table>
**Figure 1.** The general structure of CueO (left) and a detailed structure of the two copper centres (right), including the back-bone linkage between the two His T23 Cu ligands and the Cys T1 ligand.
Figure 2. The QTCP thermodynamic cycle.\textsuperscript{68,69}
Figure 3. QM optimised structures of the PI (left) and NI' (right) states.
Figure 4. Comparison of the optimised QM and MM structures of the QM models of the four Cu sites: a) T1-reduced b) T1-oxidised, c) T23-PI, and d) T23-NI'. In e) a structure obtained with an automatic Hess2FF approach for T23-PI is shown.
Figure 5. Marcus parabolas for the internal electron transfer in CueO, calculated at the QM/MM-2QM level. The black points are the free energies estimated from Eqn. 8 using the data from the MD simulations. The corresponding parabolas are obtained by non-linear regression from these data, fitting to a harmonic function, $\Delta G = a (\Delta E_{et} - b)^2 + c$. In a) only the original low-energy data is used, which gave $\Delta G_{OR} = 0.0015 (\Delta E_{et} - 203.7)^2 + 10.9$ and $\Delta G_{RO} = 0.0018 (\Delta E_{et} - 41.1)^2 + 10.5$. In b), also high-energy points are included, generated by Eqn. 11. The problem that $\Delta E_0 = (a_{OR} + a_{RO})/2$ depends on the fit was solved by running the fit iteratively. This gave $\Delta G_{OR} = 0.00205 (\Delta E_{et} - 204.3)^2 + 10.1$ and $\Delta G_{RO} = 0.00205 (\Delta E_{et} - 39.4)^2 + 10.1$. The REs are estimated from the $\Delta G$ value on each curve at the minimum for the OR and the RO curves (i.e. at the $b$ values of the two regression lines. The OR curve has been translated to $\Delta G = 0$ at the minimum and the RO curve has been translated by the difference in the redox potentials. However, the REs are independent of these translations, because they are measured on a specific curve RO or OR, whereas the translation only affects the value $c$ in the regression line, which cancels when the RE is calculated as the difference $\Delta G(b_{OR})$ and $\Delta G(b_{RO})$. 
Figure 6. Probability of the various energy gaps ($\Delta E_{et}$) in the simulations of the OR (left) and RO (right) states, calculated at the QM/MM-2QM level (squares). The two lines show the Gaussian distributions (Eqn. 12) with the mean value and variances from the simulations ($\mu = -205.5$ and $40.4$ kJ/mol, and $\sigma^2 = 618.6$ and $567.0$ kJ$^2$/mol$^2$ for the OR and RO simulations, respectively). The bin size was 2 kJ/mol.
Figure 7. The dependence of \( k_{\text{et}} \) (s\(^{-1}\)) on reorganisation energies (eV) and energy difference (eV) between the two electronic states involved in the internal electron-transfer between the reduced T1 site and the PI of the T23 copper cluster using Eqn. 13.
Molecular-dynamics simulation have been performed on the multicopper oxidase CueO (left), with a tailored potential for the type 1 and trinuclear copper centres (centre). From these simulations, reorganisation energies and the difference in reduction potential for the intramolecular electron transfer from the reduced type 1 site to the peroxy intermediate of the trinuclear cluster have been calculated at the QM/MM level (right).