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Using the Johnson-Neyman Procedure to Detect Item Bias in Personality Tests:  

A Proposed New Method and Practical Guidelines for Data Analysis 

 

Personality researchers are often interested in examining trait differences between 

groups. For instance, are men more assertive than women? Or, are the Americans more 

impulsive than the Chinese? The common practice in answering such questions is first to 

administer the same personality scale to members of each group, and then to compare groups’ 

scores on the scale. Validity of such comparisons, however, rests on the assumption that the scale 

items are not biased: Respondents with different group memberships understand and interpret the 

scale items in a similar manner. If this assumption is violated, the validity of the results becomes 

questionable. Personality researchers have long been warned against this potential problem in 

between-group comparisons (e.g., Smith, 2002; Thissen, Steinberg, & Gerrard, 1986). 

The significance of this problem has also led to development of various statistical 

techniques to detect biased items (for reviews, see Reynolds, 2000; Zumbo, 2007). In the current 

chapter, I first review one of these techniques known as the analysis of variance (ANOVA) 

procedure (van de Vijver and Leung, 1997), which has been widely used in personality research 

(e.g., Caprara, Barbaranelli, Bermúdez, Maslach, & Ruch, 2000; Ramírez-Esparza, Gosling, 

Benet-Martínez, Potter, & Pennebaker, 2006; Vecchione, Alessandri, & Barbaranelli, 2012). 

Next, I propose an alternative to the ANOVA method. The alternative method, which is based on 

the Johnson-Neyman procedure (Johnson & Neyman, 1936), has the potential to overcome some 

of the major weaknesses of the ANOVA procedure. I introduce the proposed method in a non-

technical manner and I present practical guidelines for data analysis using an add-on for 

mainstream statistical software packages (PROCESS Macro; Hayes, 2013), so that researchers 
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who are inexperienced in item bias analysis can easily apply the Johnson-Neyman procedure to 

their research. 

 

What is Item Bias? 

Item bias, also known as differential item functioning (DIF), refers to item level 

anomalies within an instrument that can threaten the validity of group comparisons. In 

psychology research, an item is considered to be biased when respondents with different group 

memberships score differently on a survey item, while being at the same level of the latent trait 

(Smith, 2002; van de Vijver & Leung, 2011). To illustrate, Santor, Ramsay, and Zuroff (1994) 

examined gender level item bias in the Beck Depression Inventory (Beck, Ward, Mendelson, 

Mock, & Erbaugh, 1961) and found that men and women, who were equally depressed, 

responded differently to an item related to their perceived body image distortion: At all levels of 

depression, women were more likely than men to report concerns about looking unattractive. The 

authors concluded that the item was endorsed differently across gender groups, thus it was 

biased, and scores for this item would lead to misleading results when comparing the degree of 

depression between men and women. 

Item bias exists in two forms: Uniform and non-uniform (van de Vijver & Leung, 1997). 

Uniform bias manifests itself when there is a systematic difference between groups for an item 

score across all score levels (see figure 26.1-a). This indicates that one group endorses the item 

differently than the other group (either at a higher or lower level), regardless of their total score 

on the latent trait. Non-uniform bias, on the other hand, is a less common form, and it occurs 

when the item score differences between groups are not systematic across all score levels (see 

figure 26.1-b). For example, an item may be more discriminating for one group at lower score 
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levels and more discriminating for the other group at higher score levels, which implies an 

interaction effect of group membership and total score on the latent trait. Various statistical 

techniques have been proposed to test for evidence of uniform and non-uniform item bias. While 

item response theory (IRT) and logistic regression methods are commonly used to detect item 

bias in dichotomous scores, the ANOVA procedure (van de Vijver and Leung, 1997) has been a 

popular technique in examining item bias in numerical scores. 

 

<FIGURE 26.1 HERE> 

 

The ANOVA Procedure 

To test for evidence of item bias in unidimensional scales, van de Vijver and Leung 

(1997) introduced a procedure based on conditional analysis of variance (ANOVA). To illustrate 

how the ANOVA procedure functions, consider a test instrument with ten items (item 1 to item 

10) measured with a seven-point Likert-type scale (1 = strongly disagree to 7 = strongly agree), 

which was administered to members of two groups (group A and group B) to examine between-

group differences. The ANOVA procedure is centered on three variables (i.e., item, group, and 

score level): Group and score level are categorical independent variables and item is a 

continuous dependent variable.  

Item is the dependent variable in the ANOVA procedure, and it refers to the item we 

would like to examine for evidence of bias in the research instrument. In our hypothetical 

example there are ten items (item 1 to item 10), and in the ANOVA procedure each item is 

examined independently for evidence of bias. Group and score level are the independent 

variables. Group refers to the groups that are compared in the study (e.g., gender or culture; in 
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our example group A and group B). The group variable is dummy coded in the dataset (e.g., 

group A = 0 and group B = 1). 

Unlike item and group, which are already present in the dataset, score level is a new 

variable that must calculated by the researcher. This is done by first computing a total score 

variable, which is simply the sum of all item scores (i.e., item 1 + item 2 + … + item 10) for each 

respondent. Recall that the test instrument had ten items measured by a seven-point scale. If a 

respondent selects 1 (strongly disagree) for all items, she will have the lowest possible total score 

(i.e., 10 x 1 = 10). On the other hand, if she selects 7 (strongly agree) for all items, her total score 

will be the maximum possible score (i.e., 10 x 7 = 70). Thus, each respondent’s total score on the 

test instrument is a value between 10 and 70. Next, the total score variable is transformed into 

the score level variable. Score level is a categorical variable that is created by splitting the 

continuous total score variable into groups based on predetermined cut-points. The aim of this 

procedure is to group respondents with similar total scores, so that groups are ranging from “low 

total scores” to “high total scores”. According to van de Vijver and Leung (1997), the cut-points 

should be determined in a way that each score level contains at least 50 respondents. If the 

sample size is 500, for instance, there are eight or nine groups in the score level variable (for a 

more detailed explanation of this procedure, see van de Vijver & Leung, 1997). It should be 

noted that these cut-points, which designate score levels, are arbitrary. 

Once the three variables (i.e., item, group, and score level) are ready, a conditional two-

way ANOVA is conducted to test for item bias. Conceptually, the ANOVA procedure tests the 

null hypothesis that “item scores are not different between groups” across different score levels. 

The ANOVA identifies three effects on the dependent variable item: The main effects of score 

level and group, and the group x score level interaction effect. The main effect of score level is 
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of little interest to the researcher; respondents at higher score levels usually have higher score on 

the item than respondents at lower score levels do, thus this main effect will often be significant. 

The significance levels of the remaining two effects are, however, essential to the ANOVA 

procedure. 

When both the main effect of group and the group x score level interaction effect are 

non-significant, the item under scrutiny is unbiased (van de Vijver & Leung, 1997). On the other 

hand, a significant main effect of group and group x score level interaction effect indicate the 

presence of uniform and non-uniform bias, respectively (van de Vijver & Leung, 1997). Given 

our example, if respondents in Group A score higher (or lower) than respondents in Group B for 

item 1 at all score levels, this uniform bias for item 1 will be evident as a significant main effect 

of the group variable. Finally, if the differences between groups are not equivalent across all 

score levels, this non-uniform bias will be evident as a significant group x score level interaction 

effect. 

The ANOVA procedure is easy to apply and interpret using mainstream statistical 

software packages. It also enables visual examination of item bias with graphical displays. 

Despite such advantages, the ANOVA procedure has two interrelated shortcomings: The need to 

discretize a continuous variable (i.e., transforming the continuous total score variable into the 

categorical score level variable) and the need for large sample sizes. Given that the higher the 

number of score levels, the more sensitive the analysis of item bias (van de Vijver & Leung, 

1997, 2011), large sample sizes become necessary for the ANOVA procedure to achieve the 

“minimum 50 respondents per score level” rule of thumb and to retain the statistical power 

reduced as a result of the discretization procedure. Large sample sizes may, however, inflate 

significance levels, thereby making statistical significance testing less informative. Recognizing 
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this issue, Van de Vijver and Leung (2011) suggest using effect sizes instead of significance 

values to detect biased items with the ANOVA procedure. 

There is compelling evidence in the literature concerning the limitations of discretizing a 

continuous variable based on arbitrary groups (e.g., Fitzsimons, 2008; Irwin & McClelland, 

2003; MacCallum, Zhang, Preacher, & Rucker, 2002; Maxwell & Delaney, 1993). Taken 

together, these studies conclude that the discretization procedure should be avoided as it may 

result in reduced statistical power, loss of information, and misleading results. We can therefore 

conclude that the main shortcoming of the ANOVA procedure stems from discretizing a 

continuous variable to create a categorical alternative. Nonetheless, there are alternative methods 

such as the Johnson-Neyman procedure (Johnson & Neyman, 1936), which allows conducting 

similar analyses without discretizing continuous variables.  

 

The Johnson-Neyman Procedure 

The Johnson-Neyman procedure, introduced by Johnson and Neyman (1936) and 

extended to multiple regression models by Preacher, Curran, and Bauer (2006), has been 

proposed as an alternative to analysis of covariance techniques (D’Alonzo, 2004; Miyazaki & 

Maier, 2005). Analogous to the ANOVA method, The Johnson-Neyman procedure is used for 

examining the conditional effect of an independent variable on a dependent variable at different 

values of another independent variable (i.e., a moderator). Unlike the ANOVA method, the 

Johnson-Neyman procedure does not require any transformation of the continuous variables. 

Instead of discretizing a continuous variable into groups, it tests the same null hypothesis that 

“item scores are not different between groups” at all levels of the continuous variable and returns 

a “region of significance” within which the scores between groups differ at a specified 
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significance level (e.g., p < .05). The region of significance can then be plotted for a visual 

inspection of the results. 

Based on its similarities with the ANOVA method, the Johnson-Neyman procedure can 

easily be adopted to item-bias analysis. In the item bias analysis context, the Johnson-Neyman 

procedure is also based on three main variables (i.e., item, group, and total score), which were 

explained in the previous section. Note that the categorical score level variable is redundant for 

the Johnson-Neyman procedure as the continuous total score variable can be used without any 

transformation. These three variables can be entered into a moderated multiple regression 

analysis as follows: Item is the dependent variable, whereas group, total score, and group x total 

score interaction are the independent variables. The multiple regression analysis then provides an 

output with two main effects (group and total score) and one interaction effect (group x total 

score). As for the ANOVA method, the significant main effect of group indicates uniform bias 

and the significant group x total score interaction effect indicates non-uniform bias. At this 

point, the region of significance can also assist the researcher in determining biased items such 

that high proportions of the sample within the significance region provide further evidence of 

item bias. 

The biggest advantage of the Johnson-Neyman procedure over the ANOVA method in 

detecting item bias is that it accommodates the total score variable in the analysis as a 

continuous variable and tests the conditional effect of group on item at all levels of the total 

score variable. Testing all levels of the total score variable is more informative to the researcher, 

because respondents’ total item scores are arbitrary and there are no meaningful values that can 

be selected and analyzed independently (see also floodlight analysis by Spiller, Fitzsimons, 

Lynch, & McClelland, 2013). For example, when conducting the Johnson-Neyman analysis with 
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the body mass index (BMI) as the moderator (e.g., Spiller et al., 2013), researchers may choose 

to examine the moderator at specific meaningful values (e.g., overweight respondents; BMI > 

25). The total score variable in the item bias analysis, however, does not have such focal 

meaningful values; it therefore needs to be analyzed at all levels. Treating the total score variable 

as continuous rather than discretizing it with arbitrary cut-points also avoids loss of statistical 

power and possibility of spurious effects (West, Aiken, & Krull, 1996), which may be of concern 

when the ANOVA method is used.  

Although the Johnson-Neyman procedure is not a new development, its complexity and 

lack of availability in statistical analysis programs has impeded its implementation. Today, 

however, add-ons like PROCESS Macro (Hayes, 2013) enable researchers to conduct the 

Johnson-Neyman analysis with ease using mainstream statistical packages (e.g., SPSS and SAS). 

 

An Illustrative Example Using Conscientiousness  

An illustration of the Johnson-Neyman procedure is presented here using a dataset that 

was collected from a university student sample in Norway. 230 students (120 females and 110 

males) responded to a brief conscientiousness measure (8 items; Saucier, 1994) using a 7-point 

Likert-type scale (1 = strongly disagree to 7 = strongly agree) as part of a battery of survey 

questions. Our objective in this example is to examine item bias across gender groups. The scale 

had satisfactory alpha levels (αtotal = .84, αmale = .83, αfemale = .83). Because the purpose here is to 

illustrate the procedure, advanced unidimensionality tests were not conducted and the scale was 

assumed to be unidimensional. Researchers are recommended to ensure their instruments’ 

unidimensionality prior to conducting item bias analysis. 
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The results of an independent samples t-test analysis showed significant differences for 

various individual item scores and total scale mean score, such that females scored higher on trait 

conscientiousness than males did (see table 26.1). An examination of effect sizes (Cohen’s d) in 

table 26.1 shows that the magnitude of gender differences across items vary from small to 

medium (Cohen, 1992). It is important to take note of this variation in the effect sizes, as it may 

signal presence of item bias in the scale (Smith, 2002). 

 

<TABLE 26.1 HERE> 

 

To conduct the main item-bias analysis, first the total score variable (i.e., total) was 

created. Recall that this variable is the sum of all item scores for each respondent. Hayes’s 

PROCESS Macro for SPSS (Hayes, 2013) was used for data analysis (information regarding the 

installation of the macro is available online at http://www.processmacro.org). Separate analyses 

were conducted for each of the eight items in the scale. In the main PROCESS Macro dialogue 

box, first the scale item of interest (e.g., careless) was entered into the outcome variable (Y) box. 

Next, the dummy coded group variable (i.e., gender) was entered into the independent variable 

(X) box. Finally, the total score variable (i.e., total) was entered into the moderator variables (M) 

box. Model number 1 (the moderated regression model) was also selected in the main screen 

menu. In the “options” menu, “mean center for products” option was selected. This option mean 

centers the independent variables (X and M; gender and total) prior to computation of the 

interaction variable (X x M; gender x total). Mean centering renders the regression coefficients 

of the independent variables more meaningful (Hayes, 2013); given that our main interest lies in 

interpreting the main effect of the group variable (in our case gender), mean centering must be 
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employed. Graphical representations of the results are useful in item bias analysis; hence, the 

“generate data for plotting” option in the “options” menu was also selected. The final step was to 

select the “Johnson-Neyman” option from the menu titled “conditioning”. Pressing the “OK” 

button in the main dialogue box ran the regression model and generated the output. 

The results of the item bias analyses are presented in table 26.2 and an example of 

PROCESS Macro output is presented in table 26.3. Similar to the ANOVA procedure, we are 

interested in the main effect of the group (gender) and the interaction effect (gender x total) to 

examine uniform and non-uniform bias, respectively. The “model summary” section of the 

output (see table 26.3) displays these effects. For the item “careless”, for example, we observe a 

significant main effect of gender group (B = 0.43, t (226) = 3.47, p < .001) and a non-significant 

interaction effect (B = -0.03, t (226) = -1.48, p = .141). These results indicate the presence of 

uniform bias for the item “careless”. 

 

<TABLE 26.2 AND 26.3 HERE> 

 

In the Johnson-Neyman procedure, conclusions regarding biased items do not have to be 

based solely on the statistical significance levels. As discussed previously, an advantage of the 

Johnson-Neyman procedure is that it provides a “region of significance”, which informs us about 

the amount of sample within the region where the conditional effect of group on item is 

significant. The “Johnson-Neyman Technique” section of the output in table 26.3 provides us the 

Johnson-Neyman point for the moderator (i.e., 5.42). An examination of the regression results in 

this section reveals that gender group had a significant effect on item score for all cases with a 

mean centered total score below 5.42. Of particular importance here is not only the Johnson-
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Neyman point, but also the amount of sample present within the region of significance. For 

example, if there are hardly any respondents who have scores below the Johnson-Neyman point, 

we should be cautious in making item bias claims. The PROCESS Macro output provides this 

necessary information. As seen on the “Johnson-Neyman Technique” section of the output in 

table 26.3, about 76.5% of the cases in the data set had values below the Johnson-Neyman point 

when the item “careless” was analyzed. On the other hand, when the item “disorganized” was 

taken into consideration, there was again a significant effect of gender group, indicating presence 

of uniform bias, but only 27% of the cases were within the significance region (see table 26.2). 

Researchers should be cautious in making conclusions about item bias in such cases where there 

are insufficient amount of cases within the region of significance. Although there are no rules of 

thumb, it is reasonable to expect more than half of the sample to be within the region of 

significance to have substantial evidence of item bias. 

The Johnson-Neyman region of significance can also be plotted graphically for visual 

inspection of the results. The last section of the output in table 26.3 provides the syntax codes to 

produce plots in SPSS. These codes can be executed using the SPSS syntax window. Examples 

of plots for an unbiased item (practical) and an item with uniform bias (careless) are presented 

in figure 26.2. Note that the regression lines for groups have a substantial overlap when the item 

is unbiased (left), but there is a large gap between the regression lines when uniform bias is 

present (right).  

<FIGURE 26.2 HERE> 

 

To test whether the results were stable in a smaller sample, item bias analyses were 

repeated in a random subsample from the dataset (N = 100, 43 Females, 57 Males). The results 
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were nearly identical (see table 26.4): The significant effect of gender group was again evident 

for items “systematic” and “careless”. The only difference was that the significant gender group 

x total score interaction effect on item “systematic” did not emerge in the subsample analysis. 

This finding was anticipated, given that detecting interactions in multiple regression analysis 

generally require larger sample sizes (McClelland & Judd, 1993). Therefore, the Johnson-

Neyman procedure may not be reliable to detect non-uniform bias when the sample size is small. 

Small sample sizes (e.g., N = 100) are nevertheless not ideal for item-bias analysis in general.  

 

<TABLE 26.4 HERE> 

 

Concluding Remarks 

Methods are indispensable to theory development (Greenwald, 2012). Advancing item 

bias methods and making them available to a wider audience will not only yield more valid 

group comparisons and better refined measurement instruments, but also enhance theory 

development through understanding of why specific items are biased across groups. Therefore, 

as suggested by Zumbo (2007), new generation item bias methods should be made accessible to 

researchers who are not measurement specialists. The current chapter is an attempt in this 

direction.  

The present research has introduced the Johnson-Neyman procedure as an item bias 

analysis tool. Future research can advance the ideas presented here through simulation studies 

where the ANOVA and the Johnson-Neyman procedures are compared with respect to their 

sensitivity to detect biased items across different sample sizes. This will be a welcome 

contribution to the literature on item bias analysis.  
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Descriptive Statistics and Independent Samples T-Test Results for the Conscientiousness Scale 

 Gender    

 
Females  

(N = 120) 

Males 

(N = 110) 
t p Cohen’s d 

Organized 5.23 (1.28) 4.55 (1.41) 3.83 <.001 0.51 
Efficient 5.05 (0.96) 4.86 (1.26) 1.26 .206 0.17 
Systematic 5.29 (1.16) 4.51 (1.39) 4.65 <.001 0.62 
Practical 5.02 (1.14) 4.79 (1.26) 1.42 .157 0.19 
Disorganized (R) 5.59 (1.14) 4.90 (1.38) 4.14 <.001 0.55 
Sloppy (R) 5.55 (1.08) 5.31 (1.10) 1.68 .094 0.22 
Inefficient (R) 5.62 (1.22) 5.31 (1.19) 1.93 .055 0.26 
Careless (R) 5.51 (1.28) 5.54 (1.23) -0.17 .866 0.02 
Conscientiousness (Scale) 5.36 (0.78) 4.97 (0.87) 3.54 <.001 0.47 
Alpha Coefficient α = .83 α = .83    

Note. (R) denotes reverse-coded item.  

Table 26.2 

Moderated Regression Analysis Results (N = 230)  

Items B SE B t p 
Sample within the Johnson-Neyman 

significance region (%) 
Organized 
Gender -0.20 0.12 -1.67 .096 

– 
Gender x Total Score 0.01 0.02 0.80 .422 

Efficient 
Gender 0.12 0.12 0.93 .351 

– 
Gender x Total Score 0.01 0.02 0.34 .736 

Systematic 
Gender -0.31 0.11 -2.85 .005 

64.3% 
Gender x Total Score 0.03 0.01 2.18 .030 

Practical 
Gender 0.03 0.15 0.19 .851 

– 
Gender x Total Score -0.01 0.02 -0.27 .789 

Disorganized (R) 
Gender -0.27 0.13 -2.09 .038 

27% 
Gender x Total Score 0.01 0.02 0.74 .462 

Sloppy (R) 
Gender 0.12 0.11 1.09 .278 

– 
Gender x Total Score 0.01 0.02 0.14 .891 

Inefficient (R) 
Gender 0.09 0.12 0.71 .478 

– 
Gender x Total Score -0.03 0.02 -1.81 .071 

Careless (R) 
Gender 0.43 0.12 3.47 .001 

76.5% 
Gender x Total Score -0.03 0.02 -1.48 .141 

Note. (R) denotes reverse-coded item.  

Table 26.3 

Example PROCESS Macro Output for the Johnson-Neyman Analysis of the Item “Careless”  
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Table 26.4 

Moderated Regression Analysis Results from a Subsample (N = 100) 

Items B SE B t p 
Sample within the Johnson-Neyman 

significance region (%) 
Organized 
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Gender -0.17 0.17 -1.03 .308 
– 

Gender x Total Score 0.03 0.03 1.05 .296 

Efficient 
Gender 0.29 0.19 1.57 .119 

– 
Gender x Total Score 0.01 0.03 0.14 .889 

Systematic 
Gender -0.43 0.16 -2.67 .009 

69% 
Gender x Total Score 0.02 0.02 1.03 .304 

Practical 
Gender -0.18 0.20 -0.88 .382 

– 
Gender x Total Score -0.01 0.03 -0.55 .580 

Disorganized (R) 
Gender -0.21 0.19 -1.11 .271 

– 
Gender x Total Score 0.01 0.02 0.47 .641 

Sloppy (R) 
Gender 0.16 0.17 0.92 .360 

– 
Gender x Total Score -0.01 0.02 -0.11 .910 

Inefficient (R) 
Gender 0.02 0.18 0.11 .909 

– 
Gender x Total Score -0.02 0.02 -0.89 .382 

Careless (R) 
Gender 0.52 0.18 2.86 .005 

68% 
Gender x Total Score -0.03 0.03 -1.01 .312 

Note. (R) denotes reverse-coded item.  

 

 
 

Figure 26.1. Hypothetical examples of an item with (a) uniform bias, (b) non-uniform bias, and 

(c) no bias (adapted from van Vijver & Leung, 2011). 
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Figure 26.2. Example graphical displays of the Johnson-Neyman analysis results (unbiased item 

to the left and biased item to the right). The Johnson-Neyman region of significance is shaded in 

gray. (R) denotes reverse-coded item. Source: Author. 


