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SPARSE MULTI-PITCH AND PANNING ESTIMATION OF STEREOPHONIC SIGNALS
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∗Dept. of Mathematical Statistics, Lund University, Sweden
†Audio Analysis Lab, AD:MT, Aalborg University, Denmark

ABSTRACT
In this paper, we propose a novel multi-pitch estimator for
stereophonic mixtures, allowing for pitch estimation on multi-
channel audio even if the amplitude and delay panning param-
eters are unknown. The presented method does not require
prior knowledge of the number of sources present in the mix-
ture, nor on the number of harmonics in each source. The
estimator is formulated using a sparse signal framework, and
an efficient implementation using the ADMM is introduced.
Numerical simulations indicate the preferable performance of
the proposed method as compared to several commonly used
multi-channel single pitch estimators, and a commonly used
multi-pitch estimator.

Index Terms— Sparse modeling, multi-pitch estimation,
stereophonic signals, amplitude and delay panning, ADMM

1. INTRODUCTION

The problem of pitch (or fundamental frequency) estimation
is important in a wide variety of applications, such as sepa-
ration, enhancement, transcription, classification, and source
localization (see, e.g., [1–4]). Given the importance of the
field, the area has attracted notable attention, and a range of
estimators have been developed (see, e.g., [5]). These esti-
mators may be grouped in two categories, namely paramet-
ric and non-parametric methods. Examples of non-parametric
methods are those based on autocorrelation [6,7], the average
magnitude difference function (AMDF) [8], and the harmonic
product spectrum [9]. A common drawback of these meth-
ods is that they cannot distinguish between the fundamental
pitch period and multiples of it, and they exhibit poor perfor-
mance under noisy conditions. An example of a parametric
method is the maximum likelihood (ML) pitch estimator [9]
(see also [5] for further examples). It should be noted that
a lot of recorded material is available in stereo, thereby al-
lowing pitch estimation algorithms to exploit both channels.
Several methods have been developed for this case, includ-
ing the work presented in [10], which is based on a multi-
microphone periodicity function (MPF), [11], presenting the
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multi-microphone maximum a posteriori (MAP) approach,
and [12], wherein a multi-channel maximum likelihood (MC
ML) pitch estimator is presented. It may also be noted that
the idea of separating sources from a multi-channel mixture
is used within the source separation [13] and array process-
ing [14] research communities. Neither of these works explic-
itly make use of the stereophonic mixture created in recording
studios when mixing several stereophonic signals. In such a
case, each of the signals might have different mixing param-
eters, such as panning and equalization. The panning can be
well described as consisting of amplitude and delay panning,
wherein the former details the different gains that are applied
to the channels to alter the perception of direction [15]. Delay
panning will further alter the perception of direction, where
a delay of more than 1 ms places the source mostly in the
channel where the signal arrives first [16]. According to [17],
delays in the 12-40 ms range, added to one of the channels of
a signal, can enhance the spatial quality of the signal and add
depth; the so-called Haas effect [18]. Recently, it has been
investigated how knowing the amplitude and delay pan pa-
rameters influence the pitch estimation of stereophonic mix-
tures [19]. This study was limited to mixtures of single-pitch
signals, and assumed perfect knowledge about the mixing pa-
rameters. In this paper, we propose an extension of this work,
combining it with the ideas presented in [20]. The resulting
estimator estimates the pitches in each of the stereo channels,
as well as any inter-channel structure, which, in this work, we
restrict to the amplitude and delay pannings, while allowing
for an unknown number of sources, with an unknown num-
ber of harmonics. This is done by forming a two-step ap-
proach, first estimating the fundamental frequencies present
in the multi-channel recording using a multi-pitch estimator
based on the block sparse estimation framework, without tak-
ing the pan parameters into account. Then, in a second step,
we propose to use the multi-pitch estimates to estimate am-
plitude and delay panning parameters for each signal in the
mixture by solving a non-linear least squares (NLS) problem.
The performance of the proposed method is verified against
a number of multi-channel single pitch estimators, as well as
a publicly available multi-pitch estimator, for both synthetic
and real audio signals.



Algorithm 1 The proposed PEBS-Pan algorithm
1: initialize k := 0, u(0) = u0, z(0) = z0, and d(0) = d0

2: repeat {Multi-pitch estimation via ADMM}
3: z(k) =

(
µI + VHV

)−1 (
µ(u(k)− d(k)) + VHy

)
4: u(k + 1) = T (T (z(k)− d(k), λ2/µ) , λ3/µ)
5: d(k + 1) = d(k)− (z(k + 1)− u(k + 1))
6: k ← k + 1
7: until convergence
8: for p ∈ I do
9: Estimate Ψp using (15)

10: end for

2. SIGNAL MODEL

Consider a measuredM -channel snapshot of an audio sig-
nal, y(t), formed as

y(t) =
[
y1(t) . . . yM (t)

]T
(1)

for t = t1, . . . , tN , where (·)T denotes the transpose. In order
to detail the proposed estimator, we begin by separating the
signal into its voiced and its unvoiced parts, respectively, i.e.,

y(t) = x(t) + e(t) (2)

where x(t) denotes the voiced or tonal M -channel part of the
audio, and e(t) denotes the unvoiced part, which includes,
e.g., broadband noise and transients. The voiced part of the
audio signal is assumed to be well described by a sum of K
harmonically related complex-valued1 signals, such that [5]

x(t) =

K∑
k=1

∑
Lk

bk,`e
i2πfk`t (3)

where fk is the fundamental frequency of the k:th pitch, and
` is a frequency component in the integer set Lk of harmonics
present in the k:th pitch, respectively. Furthermore, bk,` ∈
CM×1 denotes the unconstrained set of complex amplitudes
representing the magnitude and phase of each frequency com-
ponent, in each channel. The amplitudes bk,` will contain in-
formation about the spatial connection of the channels, such
as the location of the source and the M microphones. As
shown in [4, 20], such structure may be exploited in forming
joint estimators of the pitches and the source locations. In
cases where instead the sources have been spatially enhanced
virtually, by manually adding amplitude and delay panning
for each source in the mixing process, the amplitudes may be
expressed as [19]

bk,` = ak,`hk,` (4)

hk,` =
[
hk,`,1 . . . hk,`,M

]T
(5)

hk,`,m = ak,` gk,me
−i2πfk`τk,1 (6)

1For notational and computational convenience, we use the analytic rep-
resentation of the audio.

where ak,` denotes the complex amplitude of harmonic ` in
pitch k, for the m:th channel, gk,m ∈ R the amplitude pan-
ning, and τk,m ∈ R the delay panning, respectively. For the
stereophonic case, the amplitude panning gk,m may be well
modeled as [21]

gk,m =

{
cos θk, for m = 1
sin θk, for m = 2

(7)

for some angle θk ∈ [0, 90]
◦.

3. SPARSE PITCH AND PANNING ESTIMATION

To allow for an unknown number of sources,K, as well as for
the integer sets for each source, Lk, ∀k, to be unknown, we
build on the sparse frequency estimation framework presented
in [22], and the subsequent extensions to group sparsity pre-
sented [20, 23, 24]. In order to allow for reliable pitch esti-
mates without using any explicit knowledge about the model
orders or the panning parameters, we approximate the sig-
nal model in (3) using an extended dictionary over P can-
didate sources, with P � K, with each containing up to
Lmax > maxk Lk harmonics, i.e.,

x(t) ≈
P∑
p=1

Lmax∑
`=1

bp,`e
i2πfp`t (8)

Here, it is assumed that P has been selected so large that
the resulting grid of candidate pitches is so finely spaced that
some of the candidate pitches may be assumed to be close
with the actual pitch frequencies. Thus, one may assume that
only K of the candidate amplitudes, bk,`, will be non-zero,
representing the true amplitudes, whereas all the P − K re-
maining amplitudes are zero. Denote the set of candidate am-
plitudes as

Φ = {Φp}p=1...P , Φp = {bp,`}`=1...Lmax
(9)

As a result, we strive to estimate the linear amplitudes in Φ
such that the sum of squared residuals is minimized, i.e.,

minimize
Φ

tN∑
t=t1

∥∥∥y(t)− xΦ(t)
∥∥∥2
2

(10)

where ‖·‖2 denotes the Euclidean norm and with xΦ(t) as in
(8). Clearly, as stated, (10) will not yield the desired solution.
By instead introducing appropriate penalties, one may form a
minimization that induce a suitably sparse solution. Here, we
propose that (10) is reformulated as the (convex) minimiza-
tion

minimize
Φ

tN∑
t=t1

∥∥∥y(t)− xΦ(t)
∥∥∥2
2
+Nλ2

P∑
p=1

Lmax∑
`=1

∥∥∥bp,`∥∥∥
2

+Nλ3

P∑
p=1

√√√√Lmax∑
`=1

‖bp,`‖22 (11)
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Fig. 1. Average fundamental frequency estimates for syn-
thetic data containing two single-pitch sources, where am-
plitude and delay panning have been applied to each pitch
individually.

where the first penalty has been included to reduce the over-
fitting of the number of sinusoidal components present in
each active pitch. Similarly, the second penalty will pro-
mote solutions with few pitches, by adding a block sparse
constraint to the entire set of harmonics in a pitch candidate.
These user-specified penalties implicitly set the model orders
by imposing a lower limit on the norm of the amplitudes,
bp,`. These parameters may, for instance, be chosen using
cross-validation or via some simple heuristics from the peri-
odogram. For instance, one may calculate the periodogram
for each of the channels, and then calculate the normalized
Euclidean norm across all channels at each frequency grid
point. As a result, if setting λ2 to 0.1, the amplitude for all
frequencies having a block magnitude less than 0.1 will be
set to zero. A similar analysis may then be done for λ3. The
user parameters thus correspond to a minimum power con-
straint, which implicitly sets the model orders in the signal.
We proceed to examine how the estimated Φ may be used to
estimate the amplitude and delay panning parameters. To that
end, consider the integer set of non-zero amplitude blocks

I =

{
p :

Lmax∑
`=1

∥∥∥b̂p,`∥∥∥2
2
> 0

}
(12)

and ΦI as the set of pitches present in the signal, where b̂p,`
denotes the resulting estimates of bp,`. Let

ΨI = {Ψp}p∈I , Ψp = {θp, τp} (13)

denote the corresponding sought sets of amplitude and delay
panning parameters (for a stereophonic signal, i.e., for M =
2). As it is assumed that there is only one panning and delay
parameter per pitch, these may be estimated as the solution to
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Fig. 2. Average fundamental frequency estimates for syn-
thetic data containing one single-pitch source and one multi-
pitch source with two pitches. Amplitude and delay panning
have been applied to each source separately.

an NLS problem based on (4), i.e,

minimize
Ψp

Lmax∑
`=1

∥∥∥b̂p,` − ap,`hp,`∥∥∥2
2

(14)

for each p ∈ I, and where hp,` is a function of Ψp. Minimiz-
ing (14) over ap,` yields âp,` = hp,`

† b̂p,`, where (·)† denotes
the Moore-Penrose pseudo inverse. Inserted into (14), we ob-
tain the NLS optimization problem

maximize
Ψp

Lmax∑
`=1

∥∥∥(hp,`hp,`
†
)

b̂k,`

∥∥∥2
2

(15)

which solved ∀p ∈ I yields an estimate of ΨI . Although
not required to form the pitch estimates2, this estimate allows
for a reduced computational complexity for long segments of
audio where the same panning is used, with Ψ instead being
used to initialize a computationally cheaper algorithm, such
as the one proposed in [19].

4. FAST IMPLEMENTATION USING ADMM

By collecting the snapshots over a frame of N samples, the
measurement matrix Y ∈ CN×M may be formed as

Y =
[

y(t0) . . . y(tN−1)
]T

(16)

such that (11) may be reformulated as

minimize
B

‖Y −WB‖22 +Nλ2

P∑
p=1

Lmax∑
`=1

‖bk,l‖2

+Nλ3

P∑
p=1

‖Bp‖2F (17)

2For this reason, due to space limitations, we do not show the resulting
performance of these estimate, but note only that they are accurate.



Frames
0 20 40 60 80 100 120 140 160 180

F
re

q
u

e
n

c
y
 (

H
z
)

300

350

400

450

500

550

600

ANLS PEBS-Pan MC ML pan ESACF

Fig. 3. Pitch tracks for a mixture of three trumpets, each play-
ing a single pitch, where amplitude and delay panning have
been individually applied.

where

W =
[

W1 . . . WP

]
(18)

Wp =
[

z1 . . . zLmax
]

(19)

zp =
[
ei2πfpt1 . . . ei2πfptN

]T
(20)

B =
[

BT
1 . . . BT

P

]T
(21)

Bp =
[

bp,1 . . . bp,Lmax

]T
(22)

As the user parameters are non-negative and the functions
are convex, (17) is a convex optimization problem, allowing
the solution to be found using standard convex minimization
technique, such as, CVX [25], SeDuMi [26], or [27]. How-
ever, such estimators often scale poorly with increasing data
lengths and/or larger P and Lmax, resulting in an unneces-
sary high computational complexity. To alleviate this, we
here introduce an alternating direction method of multipli-
ers (ADMM) version of (17). Instead of optimizing over
the entire problem, the ADMM splits (17) into two signifi-
cantly simpler subproblems, which may be iteratively solved.
Due to lack of space, we omit the derivations of the ADMM,
which may be found in, e.g., [28], and instead just outline
the implementation of our method, termed Pitch Estimation
using Block Sparsity for Panned signals (PEBS-Pan) in Algo-
rithm 1. Here, we have set

y = vec Y, z = vec B, V = I ⊗W (23)

where I denotes the identity matrix of appropriate size and
⊗ denotes the Kronecker product, respectively, and where
T (·) and T (·) denote shrinkage operators similar to the ones
used in [20]. An estimate of the present pitches may then be
obtained by locating fundamental frequencies of the largest
‖Bp‖F , p ∈ I.
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Fig. 4. Pitch tracks for three trumpets grouped as one single-
pitch source and one multi-pitch source with two pitches.

5. NUMERICAL RESULTS

We proceed to examine the performance of the proposed
method for both synthetic and recorded audio, in comparison
with MC ML pan [19], YIN [7], and ESACF [29]. For the
simulated data, we consider a stereophonic mixture, with
N = 200 samples, in Gaussian noise with SNR = 20 dB. We
first consider a signal containing K = 2 sources, each with
unit amplitude and Lk = 8 harmonics, with pitches given as
the notes A4 (f1 = 440 Hz) and B4 (f2 = 493.883 Hz), when
the A440 pitch standard is used. These pitches are individu-
ally panned and delayed. Figure 1 illustrates the average pitch
estimates for 50 Monte-Carlo simulations versus difference
in amplitude panning. Clearly, all the estimators resolves the
two pitches for higher separation angles, although YIN and
MC ML yields poor estimates for low separation angles. In
the second simulation, the signal contains K = 3 pitches,
each with unit amplitude and Lk = 8 harmonics, with the
abobe pitches and that of C]5 (f3 = 554.365 Hz). Here,
f2 and f3 are given the same amplitude and delay panning.
Figure 2 illustrates the average pitch estimates, where both
the YIN and MC ML pan estimators fail to resolve the three
pitches. Examining real audio signals, we consider a record-
ing of three trumpets playing the above notes, each one with
different levels of amplitude and delay panning. Figure 3
illustrates the pitch tracks found by the estimators, together
with the ANLS estimate, obtained for each channel sepa-
rately. Here, the MC ML Pan and PEBS-Pan estimators are
all able to yield reasonable estimates. In Figure 4, the higher
notes have instead been grouped together as a multi-pitch
source. In this case, the MC ML pan method fails to distin-
guish between the pitches, whereas PEBS-Pan yields accurate
estimates. In this case, the ESACF method can still resolve
the three pitches, albeit yielding poorer estimates. All signals
have been sampled at 8 kHz. For PEBS-Pan, λ2 = 10−2

and λ3 = 10−2Lmax for the synthetic data; λ2 = 10−1 and
λ3 = 5 ∗ 10−1Lmax for the noisier real data.
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