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1
Introduction

Credit-supply disruptions, within-syndicate conflicts and credit ra-
tioning have been the focus of considerable research. Disruptions
to the supply of credit can emanate from a financial crisis (Mishkin,
1992, 1999), which dries up liquidity in themarket for loanable funds
(Brunnermeier, 2009), makingfinancial intermediaries unable to raise
and provide liquidity to firms. Conflicts within lending syndicates
can stem from information asymmetries between lead arrangers and
participants, which may impede fund pooling across lenders within
a syndicate group (Sufi, 2007). The rationing of credit to borrowers
can originate from information asymmetries between lenders and
borrowers (Stiglitz and Weiss, 1981), which may prevent the debt
market from functioning according to the competitive principle. Al-
though we have learned a great deal from the existing research, we
still have much to learn about many issues related to these topics;
this dissertation addresses three issues.

The first issue is associatedwith the relationship between refinanc-
ing risk—the risk of being unable to refinance maturing debt at rea-
sonable interest rates—and firms’ debt maturity choices. Spurred
by the financial crisis of 2007–2009, the issue of refinancing has at-
tracted a good deal of scholarly attention in recent years. The crisis
has shown that shortening maturity can expose firms to refinancing
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risk (Brunnermeier, 2009) and a recent stream of theoretical work is
exploring the extent of that exposure (He and Xiong, 012a,b; Mor-
ris and Shin, 2016; Seta et al., 2016); the research also investigates
the important role of refinancing-risk considerations in the choice
of shorter versus longer maturities (Segura and Suarez, 2011; Cheng
and Milbradt, 2012; Szkup, 2013; He and Milbradt, 2016). In fact,
the notion that refinancing risk is an important factor to consider in
debt-maturity decisions is not a new idea; the theoretical work has
long recognized the significance of refinancing-risk considerations
in debt-maturity choices (Diamond, 1991a).
Recent theoretical work incorporating refinancing risk into debt-

maturity-choice models advances perspectives underpinning the ar-
gument that longer maturities may reduce firms’ exposure to future
refinancing risk. For example, Cheng and Milbradt (2012) and He
and Xiong (012b) argue that longermaturities allow firms to disperse
debt expiration dates. Laterwork byHe andMilbradt (2016) suggests
that the issuance of new debt with longer maturities enable firms to
lengthen the maturity structure of their overall debt. Along these
same lines, exposure to refinancing risk increases exponentially with
shortermaturities (Jun and Jen, 2003, p. 11). Despite these theoretical
efforts and episodes of severe disruption in credit supply (Ivashina
and Scharfstein, 2010), heightened risk of fire sales (Brunnermeier
and Yogo, 2009; Shleifer and Vishny, 2011) and missed profitable in-
vestments (Duchin et al., 2010; Almeida et al., 2012), we know little
about how firms choose debt maturity in the presence of refinancing
risk. Although the financial crisis in recent years has reintroduced
the importance of refinancing risk for maturity choice, the empirical
research remains in its infancy. The current thesis addresses this gap
in the empirical literature by investigating whether refinancing-risk
considerations positively affect debt maturity.
The second issue pertains to the effect of lending relationships on

loan syndication structures. Syndicated lending—an arrangement
whereby a consortium of lenders advances funds jointly to a sin-
gle firm—has attracted increasing attention in the banking literature.
One reason for this interest has to do with the fact that such a multi-
lender financing arrangement has become themost important source
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of firms’ external financing (Dennis andMullineaux, 2000; Chui et al.,
2010). A prominent feature of this financing arrangement is that one
or more of the lenders function as lead arranger and the others are
participants. Lead arrangers oftentimes maintain lending relation-
ships with the borrowing firms (Bharath et al., 2007), enabling them
to collect soft information and, consequently, hold some degree of in-
formationmonopoly about their borrowers. Because participants are
primarily involved in an arm’s-length, transaction-based lending, the
potential information asymmetry has raised a debate over whether
agency conflicts within lending syndicates hamper loan syndication
activities (Panyagometh and Roberts, 2010). Here the most impor-
tant question is whether such information asymmetry reduces par-
ticipants’ loan supply.

The literature offers conflicting perspectives regarding the impact
of lead arrangers’ lender–borrower relationships on their syndica-
tion activities. A large literature argues that learning through the
process of lending reduces costs of producing firm-specific informa-
tion (Haubrich, 1989; Boot, 2000). This suggests that lead arrangers
with prior relationships enjoy a monitoring cost advantage, encour-
aging participants to buy more of the loans. On the other hand,
the banking literature has often suggested that lenders do not share
proprietary information about their clients with competing lenders
(Sharpe, 1990; Rajan, 1992). In the context of syndicated lending,
this may suggest that participants may lack information that lead
arrangers have about the quality of the loan. To the extent that par-
ticipating lenders imperfectly observe the lead arranger’s screening
and monitoring activities, they require lead arrangers with relation-
ships (who presumably have superior information) to retain more
of the loan to protect themselves from information exploitation. Be-
cause relationships can potentially have opposite effects on retained
shares, this link will have to be established empirically, defining the
purpose of the second essay of this thesis.

The third issue is associated with the relationship between collat-
eral pledging and credit rationing in the markets for small business
loans. The concept of credit rationing is the subject of an extensive
body of theoretical literature. Credit rationing’s important implica-
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tions for the supply of credit justify this considerable attention, both
from an earlier strand of literature explaining credit rationing by the
risk of default (Hodgman, 1960; Freimer and Gordon, 1965) and a
later strand of literature attributing credit rationing to information
asymmetries (Jaffee and Russell, 1976; Stiglitz and Weiss, 1981). The
rationing of credit is generally thought to be amajor concern for small
firms. The availability of credit may matter most to them for two rea-
sons: First, small firms are informationally opaque. Second, they de-
pend largely on banks for their external financing (Berger and Udell,
1995).

A common theme of the theoretical work on credit rationing is that
a mechanism that mitigates credit-market imperfections lowers the
hurdle of access to external financing; this has led to the development
of a set of collateral theories. One strand of the theoretical literature
motivates collateral as a screening device, reducing ex ante private
information that may lead to adverse selection (Bester, 1985; Chan
and Kanatas, 1985; Besanko and Thakor, 1987). Another strand mo-
tivates collateral as a commitment device, constraining firms’ inher-
ent predisposition toward risk shifting (Chan and Thakor, 1987; Boot
and Thakor, 1994), reduced effort (Watson, 1984; Innes, 1990) and
strategic default (Benjamin, 1978; Hess, 1985). Thus, there is much to
suggest a negative link between collateral use and credit rationing.
If collateral could be shown to reduce credit rationing, it would have
important implications for small firms’ access to credit. However,
while the theoretical study of collateral’s role in alleviating credit ra-
tioning has a long history, it is telling that the available evidence to
date is limited and predominantly indirect. Empirically establishing
the effect of collateral on credit rationing to provide direct evidence
on this issue essentially defines the goal of the third essay of this the-
sis.

1 what we know and do not know

Refinancing-risk exposure is widely expected to increase consider-
ably in times of financial crisis. A stream of early theoretical lit-
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erature provides models of a financial crisis precipitated by bank-
ing panics due to depositor runs. They motivate runs by relying
on depositors’ self-fulfilling beliefs about the actions of other de-
positors due to a coordination failure (Diamond and Dybvig, 1983;
Postlewaite and Vives, 1987) and depositors’ asymmetric informa-
tion about bank fundamentals (Chari and Jagannathan, 1988; Jacklin
and Bhattacharya, 1988). However, little evidence suggests a very
classic run was at work during the recent financial crisis (Shin, 2009).
Rather, recent studies document that a new-fashioned run was at
work: financial institutions’ runs on other financial intermediaries.
Such runs occurred in the interbank (repo)markets (Gorton andMet-
rick, 2012), in the asset-backed commercial-papermarket (Covitz et al.,
2013) and on money-market funds (Schmidt et al., 2016). The freezes
of trading in these markets dried up liquidity, triggering a sharp dis-
ruption in bank lending and generating refinancing risk for firms. It
is generally agreed that firms are exposed to refinancing risk through
their debt’s maturity structure. As such, distributing maturity dates
may be their major concern.

However, it is less clear whether firms respond to refinancing risk
by adjusting (i.e., lengthening) their maturity structures, mainly be-
cause maturity decisions normally involves trade-offs: Firms weigh
the concern for alleviating agency conflicts against that formitigating
refinancing risk. A fairly extensive and long-standing strand of the
debt-maturity-choice literature suggests that shorter maturity may
help lower debt’s agency costs by mitigating the problem of asset
substitution (Jensen and Meckling, 1976; Barnea et al., 1980) and un-
derinvestment (Myers, 1977; Stulz and Johnson, 1985), aligning share-
holder and manager interests (Grossman and Hart, 1982) and alle-
viating the misvaluation of debt (Flannery, 1986). This raises the
question of whether refinancing risk concern can dominate those of
agency conflicts (Mian and Santos, 2011; Xu, 2016). However, an im-
portant question remains: Do firms with refinancing risk display, as
theory suggests, maturity-lengthening behavior during crisis times?
It has already been shown that lenders tighten lending standards
in periods of crisis (Campello et al., 2011). Other studies have also
shown that bank-dependent firms are likely to suffermost from nega-
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tive shocks experienced by the banking sector (Chava and Purnanan-
dam, 2011). Yet, little is known about how debt-maturity response in
anticipation of refinancing risk may vary among firms classified on
the basis of their access to capital markets.
Early studies of syndicated lending advanced a variety of theoreti-

cal perspectives underpinning why lenders form a team with the in-
tent of jointly loaning to a firm. Perhaps themostwell known of these
theories is the risk-diversification theory (Wilson, 1968; Amershi and
Stoeckenius, 1983). This theory emphasizes that syndication allows
risk sharing across a group of lenders reducing syndicate-lending
members’ individual exposure to the risks. Other theories offer al-
ternative rationales, such as emphasizing the role of syndication in
helping financial intermediaries comply with capital-adequacy re-
quirements and lending limits (for empirical evidence, see Simons,
1993; Lockett andWright, 2001; Brander et al., 2002; Jones et al., 2005).
The syndication process may, however, erode lead arrangers’ screen-
ing and monitoring incentives and, consequently, may generate in-
tersyndicate agency conflicts.
To align the potentially diverging interests between lead arrangers

and participating lenders, syndicates are generally structured to re-
quire the lead arrangers to have “skin in the game.” Such financial
stakes in the loans are widely shown to depend on the degree of the
informationalwedge between the lead arranger and the participating
lenders. For example, Jones et al. (2005) show that when the borrow-
ing firms are informationally transparent, lead arrangers sell more
of the loans. In contrast, Sufi (2007) shows that when borrowers are
informationally opaque, lead arrangers must hold more of the loans.
This research thus suggests that the fraction of loans retained by lead
arrangers typically reflects the incentive level required to induce dili-
gent screening and monitoring.
While numerous empirical studies examine the linkage between

a lending relationship and syndicated-contract terms, the practical
importance of relationships on retained shares is not well under-
stood. Lead arrangers’ desire to protect their reputations—in accor-
dance with the perspective advanced by Diamond (1989, 1991b) and
others—can noncontractually rein in lead arrangers’ agency prob-
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lems (Sufi, 2007; Ivashina, 2009; Ross, 2010). The implication is pretty
clear: Reputable lead arrangers do not need to hold large financial
stakes to bemotivated to undertake duly diligent screening andmon-
itoring. However, little is known, if any, about how the impact of
relationships varies with lead arrangers’ reputations. The literature
also maintains that syndicated loan contracts incorporate covenants
to helpmitigate lead arranger–participant conflicts (Dass et al., 2011),
as well as to help curb the very classic borrower–lender agency con-
flicts (Smith and Warner, 1979). This raises the important question
of whether the effect of relationships on the retained share varies be-
tween covenanted and uncovenanted loans.

Theoretical models of credit rationing have introduced at least two
principal concepts with important implications for how credit ra-
tioning is measured empirically. The type of credit rationing that
Jaffee and Russell (1976), Gale and Hellwig (1985), Schreft and Vil-
lamil (1992) and Kjenstad et al. (2015) consider is identified as loan-
size rationing and denotes an unsatisfied demand for credit at the pre-
vailing loan rate—i.e., the amount offered is smaller than the loan
size firmswould like to receive. The literature represented by Stiglitz
and Weiss (1981) and Williamson (1986) analyzes quantity rationing,
a phenomenon whereby some borrowers obtain loans while others
do not. For the most part, empirical studies have offered support
for the information-based rationale of credit rationing (Berger and
Udell, 1992), and a number of studies, particularly those that use
survey data, have paid considerable attention to quantity rationing
(Chakravarty andYilmazer, 2009;Drakos andGiannakopoulos, 2011).
It is important to note that in a situation where a loan application
is rejected (i.e., quantity rationing), collateral is unavailable for the
simple reason that no transaction ever take place. Though loan-size
rationing has received little attention in the empirical literature, it is
appealing because it defines which other contract terms (including
collateral) are observed.
Although collateral has traditionally been the center of attention

in the credit-rationing literature, much of the empirical work has fo-
cused on examining collateral-pledging motivations. Studies of the
relationship between information asymmetries and the incidence of
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collateral offer a good example. These papers examine the signal-
ing role of collateral, in that whether a reduction in ex ante infor-
mation asymmetries leads to a lower incidence of collateral. The
result of this sort is found in Berger et al. (2011). Other studies on
the relationship between incentive problems and collateral pledging
offer another example of the empirical approach usually employed.
This strand of literature examines whether collateral can have a dis-
ciplinary effect. Results of this sort are found in Machauer and We-
ber (1998) and Jiménez et al. (2006). Although the results of these
studies are consistent with the theoretical literature on the role of
collateral, they are only suggestive and do not necessarily provide
sufficient evidence of the negative link between collateral and credit
rationing. A few studies stand out because of their attempt to pro-
vide direct evidence on the impact of collateral (Ogawa and Suzuki,
2000; Carbo-Valverde et al., 2015; Cerqueiro et al., 2016). However,
these studies use land assets as a proxy for collateral, securitization
and legal changes to collateral, respectively, and do not employ the
pledged collateral at the time of loan origination, as the third essay of
this thesis does. Moreover, it is also unclearwhether collateral has an
important role to play in the presence of other mechanisms such as
relationships that help mitigate information asymmetries, and that
may provide a substitute (or complement) for collateral.

2 a review of contributions

This dissertation comprises three independent essays dealing with
issues in banking and corporate finance. The first essay, “Refinancing
risk and debt maturity choice during a financial crisis,” contributes
to the literature on debt-maturity choice by empirically identifying
whether refinancing-risk considerations are an important determi-
nant of debt-maturity decisions. To this end, the essay focuses specif-
ically on the relationship between firms’ exposure to refinancing risk
and thematurity of new loans they issue during the 2007–2009 finan-
cial crisis.
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The estimation is based on loans originated in the United States be-
tweenAugust 2007 and June 2009 according to data from theDealscan
database. The financial information of the borrowing firms is ex-
tracted from the Compustat dataset and is thenmatched andmerged
with the loan dataset. Using the firms’ precrisis information on the
maturity structure of long-term debt, this essay constructs a prede-
termined measure of refinancing risk. More specifically, it employs
thematuring portion of long-term debt outstanding in year 2003 and
2004 that comes due during the financial crisis. This has the advan-
tage of greatly reducing concerns about endogeneity of the outstand-
ing long-term debt’s maturity structure.
The result provides evidence that refinancing risk is positively and

significantly associated with the debt’s maturity. This shows that
firms with refinancing risk choose longer maturity during the crisis.
That is, firms with a higher portion of maturing long-term debt are
more likely to issue new loans of longer maturity. This positive rela-
tionship is consistent with the theoretical prediction that firms with
a higher potential for exposure to refinancing risk choose longer ma-
turity to mitigate their exposure to refinancing risk. The negative
relationship observed during the precrisis period—when refinanc-
ing risk is less substantial because of the availability of cheap credit
(Keys et al., 2010; Chava and Purnanandam, 2011)—rejects the alter-
native interpretation that the observed positive link reflects a routine
maturity-choice pattern in which firms replace maturing long-term
debt with new loans of longer maturity.
The essay offers several extensions to the baseline result. One shows

that the impact of refinancing risk on debt maturity is more pro-
nounced for speculative-grade firms. This finding can be understood
in light of the previous evidence that firms with limited access to
public debt markets are the most affected by the crisis and, as such,
display strong refinancing-risk concerns. Another extension shows
that the maturity effect of refinancing risk is stronger for firms with
low cash flows. The third extension appears to provide evidence that
relationship lenders help their borrowers with refinancing risk by
providing longer maturity loans during the crisis. To alleviate con-
cerns related to sample-selection bias, this essay employs matching-
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estimation methods; the results suggest that the baseline result is ro-
bust to this alternative estimation technique.
The second essay, “Syndicated lending: The role of relationships

for the retained share,” contributes to the syndicated-lending liter-
ature by analyzing how lead arranger–firm relationships affect the
shares retained by lead arrangers. The analysis uses syndicated loans
made to nonfinancial U.S. firms over the period from 1987 to 2013
based on information extracted from the Dealscan database. This
information is matched and merged with the borrowers’ financial
information extracted from the Compustat dataset. Relationship is
measured by tracking the History of lending interactions and iden-
tifying whether there exists (and the number of) interactions in the
preceding years.

The analysis provides evidence that relationships are significantly
negatively related to the share retained by lead arrangers. This result
suggests that building lending relationships with borrowers helps
lead arrangers retain a smaller share of the loans that they syndicate.
On the basis of this result, one can conclude that a lending relation-
ship’s agency-conflict-alleviating nature outweighs its information-
exploitation-facilitating feature in the syndicated-loan market. Con-
sequently, a syndicate’s participating lenders do not require relation-
ship lead arrangers to retain a higher portion of syndicated loans to
mitigate the dilution of screening and monitoring incentives arising
from syndication and delegation.
The analysis offers several extensions to the baseline results. First,

the analysis shows that the reduction in the retained share is more
pronounced in syndicate arrangements headedby less reputable lead
arrangers. This finding can be understood in light of the theory of
corporate reputation: Reputable lead arrangers are expected to fend
off the temptation to become lenient in their screening and monitor-
ing tasks, and such self-restricting behavior makes the importance
of relationships less relevant for them. Second, the analysis docu-
ments that the effect of lending relationship on the retained share is
more pronounced in loan contracts that include covenants, perhaps
because covenanted loans require closer monitoring and hence the
benefit of relationships. Finally, exploiting the distance between the

12



lead arranger’s and borrower’s headquarters—to address any poten-
tial heterogeneity concerns with relationship formation—the analy-
sis shows that the result remains robust to several alternative estima-
tion techniques.

The third essay, “Does collateral reduce loan-size credit rationing?
Survey evidence” coauthored with Jens Forssbæck, contributes to
the literature on credit rationing and collateral. The analysis focuses
on loan-size rationing, whereby the granted amount is less than the
amount requested. The estimation is based on survey data drawn
from the Survey of Small Business Finance (SSBF) conducted by the
Federal Reserve Board. This rich data set contains extensive informa-
tion about the loan application and approval processes and provides
a cleanmeasure of loan-size rationing. We pool across the 1993, 1998
and 2003 versions of the survey. This survey allows us to model the
entire loan application and approval process.

This essay uses a methodology different from that of prior empiri-
cal studies: Themodel is estimated in two parts. Our basic premise is
that credit demand, the firm’s decision about whether to apply, and
the lender’s decision regardingwhether to grant the loan are interde-
pendent. Therefore, the first part employs a trivariate probit model
to jointly estimate a three-step sequential-selection model: The first
equation predicts credit demand (firms decide whether they need
credit); the second equation predicts loan application (conditional
on credit demand, firms decide whether to request a loan); and the
third equation predicts loan approval (given a firm’s credit demand
and application decision, lenders decidewhether to approve the loan
application). Consistent with the assumption, the finding provides
evidence that these outcomes are a sequence of interconnected deci-
sions.

In the second part, the method of instrumental variables (IV) is
used to estimate the impact of collateral on credit rationing. This
method treats collateral and interest rates as endogenous in a simul-
taneous equation regression. In addition, the method explicitly ad-
dresses the bias due to selection effects in credit demand, loan ap-
plication and approval decisions estimated in the first part. When
we disregard selectivity problems and treat collateral and interest
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rates as exogenous, we find little evidence of the impact of collat-
eral. When we account for these potential biases, collateral is nega-
tively and significantly related to credit rationing. This suggests that
conclusions about the impact of collateral on credit rationing drawn
from a single-equation regression that ignores selectivity and joint
determination of loan terms are likely to be biased. The finding holds
whether collateral is measured by a dummy variable (identifying if
any type of collateral or guarantee was pledged to secure a loan) or
by a continuous variable (reflecting the number of different types of
collateral, including guarantees, posited to secure a loan). The result
is also robust to alternative estimation methods.
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Essay One





2
Refinancing Risk and Debt
Maturity Choice During a

Financial Crisis

1 introduction

The notion that refinancing risk is an important factor to consider
in the determination of debt maturity has received much attention
in recent years (see, e.g., Brunnermeier, 2009; González, 2015; Palig-
orova and Santos, 2016).1 According to this notion, when refinanc-
ing risk is present, firms choose longer maturities (Diamond, 1991).
The argument is that longer maturities enable firms to avoid con-
centrating maturity expiration dates (Cheng and Milbradt, 2012; He
and Xiong, 012a) and that they allow firms to lengthen their overall
debt-maturity structure (He and Milbradt, 2016). These aspects are
valued by firms because, in contrast to that of shorter maturities (see,
e.g., Jun and Jen, 2003), they lower the rate at which firms seek to refi-

1 Refinancing risk is the risk of being unable to roll maturing debt or that it will have
to be refinanced at significantly high interest rates (Froot et al., 1993; Hu, 2010; Valen-
zuela, 2015).
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nance their debt coming due. This aspect can helpmitigate exposure
to refinancing risk. While theoretical work relates refinancing risk to
debt-maturity choice and firms have expressed concerns about refi-
nancing risk during the recent financial crisis, much less is known
about the empirical link.
This study’s research objective is to empirically explore refinancing-

risk considerations as an important determinant of debt-maturity
choice by examining the relationship between firms’ potential for ex-
posure to refinancing risk and the maturity of new loans obtained
during the 2007–2009 financial crisis. Since this crisis resulted in a
secular decline in credit supply (see, e.g., Ivashina and Scharfstein,
2010), it provides a useful empirical laboratory for studying such re-
lationships. This study thus helps to understand how well the the-
ory squares with how firms have responded to the financial crisis—
do firmswith refinancing risk display debt-maturity choice behavior
consistent with the theoretical prediction? The answer is far from ob-
vious.

There is a compelling economic reason to expect firms for whom
refinancing risk is a real concern to actively engage in lengthening
their debt maturity to alleviate exposure to refinancing risk. These
firms would stand to absorb an economically significant cost if they
are unable to roll over their maturing debt. This includes an ineffi-
cient liquidation by creditors (Diamond, 1991; He and Xiong, 012a),
the sale of assets at fire-sale prices (Brunnermeier and Yogo, 2009;
Shleifer and Vishny, 2011; Choi et al., 2013) and missed profitable
investments (Duchin et al., 2010; Almeida et al., 2012). Considering
such significant costs, one would expect firms with refinancing risk
concerns to exhibitmaturity-choice behavior in linewith the theory’s
prediction.

On the other hand, while the theoretical basis for expecting a ma-
turity effect from refinancing-risk considerations is strong, it is less
clear if firms with refinancing risk are able to raise debt with longer
maturities in a tight credit market. Creditors may adopt more re-
strictive lending policies during these times. In fact, studies examin-
ing the effects of the recent financial crisis document several pieces
of evidence consistent with this argument. For example, Chui et al.
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(2010) and Ivashina and Scharfstein (2010) find that the financial cri-
sis led to a contraction in the supply of bank loans. Kwan (2010),
Campello et al. (2011) and Puri et al. (2011) note that financial in-
stitutions tightened their lending standards. González (2015) and
Paligorova and Santos (2016) document further evidence that credi-
tors shortened thematurity of loans to reduce thematuritymismatch
on their balance sheets—i.e., the mismatch between the maturity of
the loanable funds they raise and the loans they offer. Given these
manifestations of the financial crisis, some firms obviously find it dif-
ficult to raise funds. This makes the research question pursued in
this paper particularly interesting, precisely because theory suggests
a systematic pattern of maturity management behavior that reflects
the refinancing-risk concern to be displayed in those times when ob-
taining financing is challenging.

Establishing a causal relationship between firms’ potential for ex-
posure to refinancing risk and the maturity of new loans issued is,
however, challenging. A major challenge confronting the empirical
attempt relates to the applied measure of refinancing risk. While
the corporate finance literature widely blames excessive reliance on
shorter maturities for firms’ exposure to refinancing risk (see, e.g.,
Brunnermeier, 2009), empirical frameworks inwhich short-termdebt
on the balance sheets is used to measure a firm’s exposure to re-
financing risk suffer from endogeneity bias. That is, since matu-
rity choice is an endogenous decision, the preference for outstanding
short-term debt might also be influenced by the same factors that af-
fect the maturity of a newly issued debt. To overcome this problem,
the recently emerging literature on refinancing risk has used long-
term debt coming due in one year to identify the variation in firms’
exposure to refinancing risk (see, e.g., Hu, 2010; Almeida et al., 2012;
Harford et al., 2014; Gopalan et al., 2014). Yet, even using this mea-
sure as an identification tool in this article is likely to raise some con-
cerns.

One potential concern stems from classifying a wide spectrum of
financial obligations coming due in one or more years as long-term
debt. This classification indicates that it is not unlikely for long-term
debt maturing within a year to be partly explained by the firm’s cur-
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rent risk characteristics, suggesting that measures of this type are
endogenous. An issue of another concern is that, since the financial
crisis spans over the period 2007–2009, for instance, long-term debt
outstanding in 2007 and that comes due in 2008 is obviously affected
by the crisis. This long-term debt becomes endogenous with regard
to its impact on the maturity of new loans issued in 2008. Also, it is
not unlikely for firms to anticipate and prepare for the crisis by re-
financing a portion of long-term debt expected to come due during
the crisis. In fact, there is evidence supporting this argument (see,
e.g., Mian and Santos, 2011; Xu, 2016). These concerns suggest that
statistical tests are likely to be confounded; thus, it is difficult tomake
causal claims with empirical tests in which long-term debt maturing
in one year is used as an identification tool.
The current study addresses the above-mentioned concerns by pre-

determiningfirms’ exposure to refinancing risk during the 2007–2009
financial crisis. More precisely, the relationship between refinancing
risk and the maturity of new loans is tested by exploiting the matu-
rity profile of long-term debt many years back before the scheduled
due date during the financial crisis to identify the variation in firms’
potential for exposure to refinancing risk. Since this variable is un-
likely to be affected by the firm’s behavior during the crisis, it can
serve as an exogenous measure and help to isolate the causal effect
of refinancing risk on the maturity of loans issued during the crisis
period. The estimation is based on loan-level data for U.S. firms from
the DealScan database.
The analysis provides evidence that firms with refinancing risk

choose longer maturities during the financial crisis. The maturity
effect of refinancing risk is statistically significant and economically
nonnegligible. As the estimated coefficients suggest, a one-standard-
deviation increase in the maturing portion of outstanding long-term
debt out of total long-term debt measured at the end of year 2004
leads to about a 3.5% increase in the maturity of new loans relative
to the samplemean. This positive empirical relationship is consistent
with the theoretical prediction that firms with different exposures to
refinancing risk choose their maturities differently. In particular, this
relationship can be interpreted as firms choosing longer maturities
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to mitigate their exposure to refinancing risk. Such a relationship
is unlikely to be explained by the alternative interpretation that the
observed association is part of a general pattern whereby firms re-
place maturing long-term debt with new loans of longer maturity.
The estimated precrisis negative relationship does not support this
alternative hypothesis.

Building on this baseline result, this study next examines whether
thematurity effect of refinancing risk varies betweendifferent groups
of firms. If alleviating refinancing risk exposure is the force driving
the observed relationship, one would expect the effect to be stronger
for firms that are more concerned about refinancing risk. In line
with this expectation, the analysis provides evidence that the effect
is more pronounced for firms with speculative-grade ratings than
unrated and investment-grade firms. This result can be understood
in light of the evidence that firms with limited access to public debt
markets are the most affected by the recent crisis (see, e.g., Campello
et al., 2010). Hence, they are expected to display strong refinancing-
risk concerns. While both unrated and speculative-grade firms are
widely believed to have restricted access to public debt finance, a po-
tential explanation for the differential impact between them may be
that financial institutions restrict unrated firms from participating at
the very long end of the maturity spectrum.

The analysis provides further evidence that the effect also varies
between firms classified according to internally generated liquidity.
More precisely, the effect is stronger for firms with low cash flows.
Such differential impact can be understood in light of the theoretical
suggestion (see, e.g., Chen et al., 2012) and empirical evidence (see,
e.g., Choi et al., 2013) that firms with low cash flows favor longer
debt maturity because their debt is more risky, and they will face
greater refinancing risk. In keeping with the recent relationship liter-
ature’s argument that establishing lending relationships with cred-
itors is particularly valuable in times of crisis (see, e.g., Hainz and
Wiegand, 2013; Gobbi and Sette, 2014; Bolton et al., 2016), the anal-
ysis shows that firms with refinancing risk obtain longer maturities
from their established relationship lenders.
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The baseline result is strongly robust to alternative estimation tech-
niques andmodel specifications. For example, the matchingmethod
shows that, except for the maturing long-term debt, otherwise sim-
ilar firms that need to roll over a large amount of debt issue new
loans that are of longer maturity. This result can alleviate a potential
concern related to sample-selection bias that may arise from the pos-
sibility that firms obtaining credit during the financial crisis may be
a nonrandom sample. One might suspect that firms that normally
issue shorter maturities may be excluded from the loan market. If
so, such selection may put an upward pressure on the refinancing-
risk effect. The main result also remains statistically significant in
the alternative specifications that control for bank fixed effects and
clustering the standard errors at the bank level.
This study contributes to the empirical literature on determinants

of corporate debt maturity choice. Existing research has made signif-
icant progress in explaining the determinants of debt maturity. For
example, some studies (see, e.g., Barclay and Smith, 1995; Guedes
and Opler, 1996; Johnson, 2003; Billett et al., 2007) show that firms
who want to reduce agency costs of debt, such as asset substitution
and underinvestment, choose shorter maturities. Others (see, e.g.,
Mitchell, 1993; Barclay and Smith, 1995; Berger et al., 2005) show that
firms with a higher level of information asymmetry choose shorter
maturities. Others argue that firms time the credit markets to deter-
mine the maturity that reduces the financing costs (see, e.g., Butler
et al., 2006). The current article extends this line of research by iden-
tifying refinancing risk as an important factor influencing corporate
debt-maturity choices during uncertain funding conditions.
In providing a new perspective on the maturity effects of refinanc-

ing risk, this paper is closely related to the recent empirical studies by
Mian and Santos (2011) and Xu (2016). These studies focus on early
refinancing—i.e., refinancing before loans reach their maturity date.
The evidence they provide suggests that firms manage the maturity
of their debt by issuing longer maturities during good credit times
to minimize their exposure to liquidity risk during tight credit con-
ditions. The current article distinguishes itself from these studies in
two ways. First, this analysis focuses on refinancing risk associated
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with the roll over of maturing debt. Second, the analysis examines
maturity decisions during bad credit market conditions. In doing so,
this study adds to the above literature by showing that firms with
refinancing risk display maturity-lengthening behavior even during
crisis times.

The remaining sections of this article are structured as follows.
Section 2 briefly reviews the theoretical underpinnings behind the
refinancing risk in creditmarkets. Developing an empirically testable
refinancing-risk–maturity prediction is also the topic of this section.
Section 3 describes the data used for the analysis and constructs the
refinancing-risk measures. The empirical results demonstrating the
effects of refinancing risk on loan-maturity decisions are presented
in Section 4. While Sections 5 and 6 present the analysis that inves-
tigates whether the effect of refinancing risk varies across different
firms and loans, Section 7 undertakes additional robustness checks.
The article closes with a conclusion in Section 8.

2 theory and testable hypotheses

The idea that refinancing-risk considerations can influence corporate
debt-maturity choice was originally presented by Diamond (1991).
Yet, this topic has not until recently occupied a central position in the
corporate debt-maturity-choice literature. The increased attention
this notion has received in recent yearswas inspired by the 2007–2009
financial crisis. Following this crisis, a growing number of finance
studies have investigated not only the extent to which the choice of
shorter versus longer maturities can expose firms to refinancing risk
(see, e.g., Brunnermeier, 2009;He andXiong, 012a,b;Morris and Shin,
2016; Seta et al., 2016), but also to what extent firms choose shorter
versus longer maturities in anticipation of refinancing risk (see, e.g.,
Cheng andMilbradt, 2012; Szkup, 2013;He andMilbradt, 2016). They
argue that firms may be unable to roll over shorter-maturing debt
at times when refinancing coincides with tight credit-market condi-
tions or weaker firm fundamentals.
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A large body of recent literature provides themechanism that links
tight credit-market conditions and refinancing risk. For example,
studies by Brunnermeier (2009), Gorton (2009), Acharya et al. (2011),
Gorton and Metrick (2012), Covitz et al. (2013), Schroth et al. (2014)
and Schmidt et al. (2016) suggest that the 2007–2009 financial crisis
generated refinancing risk for firms through its impact on money
markets such as the commercial paper markets, overnight sale and
repurchase (repo) markets, and interbank lending markets. They
document different episodes that show the freeze in money mar-
kets, which led to thewholesale funding liquidity dry-up as investors
shied away to avoid losses. The liquidity dry-up in these funding
markets made it difficult for the financial institutions to raise loan-
able funds and, thereby, translated into considerable credit-supply
shrinkage (see, e.g., Ivashina and Scharfstein, 2010). The disruption
of the supply of credit generally led to an increase in firms’ refinanc-
ing risk.
Another theoretical literature offers a differentmechanism that con-

nects weaker firm fundamentals and refinancing risk. For example,
Cheng and Milbradt (2012), He and Xiong (012a,b), and Morris and
Shin (2016) note that deterioration in a firm’s future fundamentals
creates interdependence among the creditors of the firm in terms
of their willingness to refinance. Using debt-rollover models, they
show that the current creditors, who face uncertainty about future
creditors’ rollover decisions, refuse to roll over the currently matur-
ing debt to avoid absorbing costs in the event of liquidation by future
creditors. In the presence of the well-established coordination prob-
lems amongmultiple creditors, uncertainty about future valuation of
the underlying asset could undermine current creditors’ confidence.
Thus, they may not allow refinancing to take place.

Irrespective of the sources of refinancing risk discussed above, firms
are exposed to refinancing risk through the maturity structure of
their debt. The corporate finance literature has long recognized the
importance of adjusting debt’s maturity structure in the presence of
uncertain financing conditions. For example, Diamond (1991, p. 718)
vividly states that “if liquidity risk is absent, then short-term debt is
preferred. If liquidity risk is present, then long-term debt can be pre-
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ferred”.2 Longer maturities can help hedge against refinancing risk
mainly because they permit firms to spread out the expiration period
across an extended time (Cheng and Milbradt, 2012; He and Xiong,
012a). This means that, with longer maturities, refinancing needs in-
crease at a much slower rate, reducing the frequency with which the
firm needs to tap the credit markets.

One may argue that firms can still issue shorter maturities and
continually roll them over, as in the spirit of the model by Leland
(1998) and He and Xiong (012a). While such debt-maturity policies
could be adopted by some firms, those with refinancing risk may
not afford the strategy of repeatedly rolling overmaturing short-term
debt without exacerbating their refinancing risk. The reason is that
shorter maturities increase the speed at which firms need the next
refinance (Jun and Jen, 2003); that high rollover frequency ultimately
diminishes collateral value and debt capacity (Acharya et al., 2011).
Due to the feedback effect, adding additional shorter maturities ul-
timately exposes firms with refinancing risk to tight credit-market
conditions—i.e., unable to refinance or forced roll over debt at pro-
hibitively high interest rates.

While longer maturities can help to alleviate exposure to refinanc-
ing risk, it is important to note that they may also introduce agency
and incentive-related problems. A well-established literature argues
that shorter maturities can alleviate maturity-induced conflicts such
as asset substitution (Jensen and Meckling, 1976; Barnea et al., 1980)
and debt overhang (Myers, 1977), align shareholder–manager inter-
ests (Grossman andHart, 1982), reduce costs of capital (Taggart, 1977;
Jun and Jen, 2003), and decrease the misvaluation of debt due to in-
formation asymmetry (Flannery, 1986). This shows that, when deter-
mining debt’s maturity, firms generally face a trade-off between min-
imizing refinancing risk and maintaining low agency and incentive-
related friction. Hence, firms’ maturity choices depend on which
problem dominates. With drastic credit-supply shrinkage and in-
creased lending standards during the recent financial crisis, if re-
financing risk concerns outweigh those of agency-related frictions,

2 In the above-cited article, liquidity risk is defined similarly to refinancing risk.
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firms with refinancing risk are expected to choose longer maturities.
This empirical prediction is expressed in Hypothesis 1.

Hypothesis 1 (Refinancing-Risk–MaturityHypothesis): Firms with re-
financing risk choose longermaturing loans during the 2007–2009 financial
crisis.

Many extensions of the refinancing-risk–maturity prediction are
also examined. For example, whether refinancing risk’s maturity
effect varies between firms classified on the basis of their position
in accessing external debt financing. The extensive empirical liter-
ature assessing the effects of the 2007–2009 financial crisis has doc-
umented that firms with limited access to public debt markets are
most exposed to negative credit-supply shocks (see, e.g., Chava and
Purnanandam, 2011; Hale and Santos, 2013; Chiu et al., 2014). There
is also evidence that these firms experienced credit rationing in cap-
ital markets (see, e.g., Campello et al., 2010). Consequently, one may
expect firms’ maturity choices to respond differently to refinancing-
risk concerns depending on the their relative access to external debt
financing.
Another strand of recent literature emphasizes the importance of

internal financial constraints for firms’ exposure to refinancing risk.
For example, Chen et al. (2012) build a dynamic debt-maturity–choice
model in which firms generating low cash flows favor longer debt
maturities because they would otherwise incur higher rollover costs.
A theoretical perspective behind this argument is that low cash flows
(i.e., weaker firm fundamentals) tend to drive down themarket value
of debt, mainly because the debt becomes riskier. When this hap-
pens, as noted by Seta et al. (2016), firms incur refinancing losses
from issuing newdebt to replacematuring debt. He andXiong (012a)
demonstrate that an increase in rollover losses endogenously drives
up firm defaults. An increase in defaults, as He and Xiong (012b)
shows by deriving a rollover threshold equilibrium, exacerbates debt
runs. That is, it encourages creditors not to roll over their debt con-
tracts with the firm to avoid absorbing costs in the event of a liquida-
tion. One may, thus, expect refinancing-risk concerns to encourage
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firms with limited internally generated funds to lengthen their debt
maturity.

Several recent studies in the relationship literature show a connec-
tion between building lending relationships with creditors and be-
ing exposed to credit-supply disruptions. For example, the Bolton
et al. (2016) model predicts that firms that borrow from relationship-
based lending are better able to limit the impact of shocks during
crisis times. They find evidence that firms secure better continua-
tion financing from their relationship lenders. Gobbi and Sette (2014)
also offer evidence that firmswho concentrate borrowing from fewer
banksmanage to reduce a contraction in the availability of bank credit
while those borrowing from more banks suffer a larger contraction.
Further evidence is provided by Hainz and Wiegand (2013), who
show that relationship lending helps firms avoid a deterioration in
nonprice contract terms, such as collateral and maturity. According
to these studies, firms with refinancing risk can obtain longer matu-
rities from their relationship lenders.

3 the data set

3.1 Data Source and Sample Construction

To conduct empirical tests of Hypothesis 1, this paper uses data from
two sources. Loan-specific information is extracted from Thomson-
Reuters LPC’sDealScandatabase. This data source provides detailed
information on loan facilities made to U.S. firms by U.S. and foreign
financial intermediaries. Loan facilities reported by the DealScan
database are syndicated and unsyndicated loans. This article uses
both types to investigate how refinancing-risk considerationsmay in-
fluence maturity choices at the time of loan origination. To this end,
information on the maturity and amount of the loan, facility start
date and loan type and purpose is collected for all loan facilities.

Quarterly information from the firms’ balance sheet is extracted
from the Compustat database because DealScan does not provide
sufficient information on firm-specific characteristics, though it does
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report the firm’s identity. The twodata sources, however, do not have
a common identifying code between them. This study, thus, uses the
DealScan–Compustat link table constructed by Michael Roberts and
Wharton Research Data Services to merge the loan-facility informa-
tion to the borrowing firm’s financial information.3 This link table
combines the corresponding information in the two data sources on
the basis of the borrowing company name. Loan facilities that cannot
be merged to the corresponding firm’s financial information using
this link table are excluded from the analysis.
The analysis is based on the sample drawn from the DealScan–

Compustat merged database. The sample construction begins by fo-
cusing on U.S. firms as borrowers. In keeping with previous em-
pirical studies, the sample is restricted to nonfinancial borrowers by
excluding firms in the financial sectors (thosewith primary Standard
Industrial Classification (SIC) codes between 6000 and 6999). Firm–
year observations with negative values for total assets are also re-
moved from the sample.
This paper measures a firm’s potential for exposure to refinanc-

ing risk using the maturing portion of outstanding long-term debt,
discussed in detail in a subsequent subsection. It is therefore crucial
to clean inconsistencies in the long-term-debt entries. For this pur-
pose, the following filtering strategies are applied as in Hu (2010),
Almeida et al. (2012) and Li (2013). Firm–year observations with
negative values of long-term debt maturing in one, two, three, four
or five years are removed from the sample. Also, firm–year observa-
tions for which long-term debt maturing in one, two, three, four or
five year is greater than total long-term debt are dropped from the
sample.
The sample is further restricted to facilities originated betweenAu-

gust 2007 and June 2009 because the paper investigates the relation-
ship between refinancing risk and loan maturity during the recent fi-
nancial crisis. The origin of this crisis goes back to the collapse of the
U.S. subprime loan market during the summer of 2007. Accordingly,

3 For a detailed description of how the DealScan–Compustat link table was con-
structed, refer to Chava and Roberts (2008).
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studies widely attribute August 2007 as the beginning period of the
financial crisis (see, e.g., Duchin et al., 2010; Ivashina and Scharfstein,
2010). This study considers June 2009 as the end of the sample pe-
riod because the National Bureau of Economic Research notes that
the financial crisis ended at the end of the second quarter of 2009.

3.2 Measuring Dependent and Control Variables

Since the aim of this article is to examine how refinancing-risk con-
siderationsmay affect debt-maturity decisions, thematurity (Maturity)
of new loans obtained during the recent financial crisis is used as the
dependent variable. The maturity of incremental debt issues is more
relevant for the purpose of this study than the maturity of all finan-
cial obligations on the firm’s balance sheet. DealScan measures the
maturity of loans by the number of months from the loan start date
to the end date.
In keeping with the prediction of the broad categories of the the-

oretical literature and prior empirical studies of the debt-maturity
decision, a large number of loan-level and firm-specific characteris-
tics are used as control variables. Loan size (Loan Size) is measured
by the natural logarithm of loan facility amount in U.S. dollars. This
paper constructs four dummies to indicate whether the type of the
loan facility is a revolver (Revolver), term loan (Term Loan), 360-day fa-
cility (364-Day Facility) or another loan type (Other Type). Five indica-
tor variables are also constructed to identify whether the purpose of
the loan facility is for a corporate purpose (Corporate Purpose), work-
ing capital (Working Capital), debt repayment (Debt Repay), takeover
(Takeover) or another loan purpose (Other Purpose) .

Firm size (Firm Size) is measured by the natural logarithm of the
book value of total assets. Earnings before interest, taxes, deprecia-
tion and amortization scaled by total assets is used to measure firm
profitability (Profitability). Market-to-Book (Market-to-Book) is mea-
sured as the ratio of the book value of total assets minus the book
value of equity plus the market value of equity to total assets. Firm
leverage (Leverage) is measured by the ratio of total debt (i.e., the sum
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of debt in current liability and long-term debt) to total assets. The
firm’s tax payment (Taxes) is measured by the ratio of total tax pay-
ment scaled by total assets. Cash flow (Cash Flow) is measured by op-
erating income before depreciation (Compustat item OIBDPQ) over
total assets.
Following Gopalan et al. (2014), an ordinal credit rating variable

(Rating) is constructed based on a firm’s Standard & Poor’s (S&P)
long-termdomestic-issuer credit rating as ameasure of its credit qual-
ity. Following Benmelech et al. (2015), asset maturity (Asset Maturity)
is measured by net property, plant, and equipment divided by depre-
ciation expenses. Following Bharath et al. (2007, 2011), relationship
lending (Relationship) is measured by the ratio of the number of pre-
vious interactions between the firm and the lender of a loan in the
last five years, scaled by the total number of loans the firm has bor-
rowed over the same time period. All variables used in this study are
formally defined in the appendix.

3.3 Measuring Refinancing Risk Exposure

To construct a measure of a firm’s exposure to refinancing risk, this
study uses information on long-term debt payable in the first (Com-
pustat item dd1), second (Compustat item dd2), third (Compustat
item dd3), fourth (Compustat item dd4) and fifth (Compustat item
dd5) year, as provided by the Compustat database. Accordingly, the
refinancing risk exposure ratio is computed as

Maturing/LT f ,t =
dd2004, f ,t

(dd1 + dltt)2004, f
, (1)

where Maturing/LT f ,t is defined as the proportion of the amount of
firm f ’s long-term debt outstanding at year-end 2004 with the re-
payment due date in year t (dd2004, f ,t) out of the firm’s total long-
term debt outstanding at year-end 2004 ((dd1 + dltt)2004, f ). As an
alternative measure, the proportion of long-term debt outstanding
at the end of year 2004 and that comes due in year t scaled by to-
tal assets at the end of year 2004 (Maturing/AT f ,t) is also constructed.
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A higher value of Maturing/LT f ,t and Maturing/AT f ,t means that a
large amount of long-term debt is coming due in year t. Evidently,
a higher level of maturing debt increases firms’ refinancing risk, be-
cause firms with a higher volumes of debt maturing soon are more
likely to repeatedly tap credit markets. Hence, these variables can
serve as a proxy measure of firms’ potential for exposure to refinanc-
ing risk. Since they are constructed in such a way that they prede-
termine firms’ exposure to refinancing risk, these measures alleviate
concerns associated with the use of short-term debt and long-term
debt maturing in one year discussed in the introduction.

3.4 Descriptive Statistics

The summary statistics of theDealScan–Compustat dataset onwhich
the debt-maturity effect of refinancing risk are analyzed is presented
in Table 1. Panel A of this table reports summary statistics of the
maturing portion of outstanding long-term debt constructed based
on the data in year 2004. These summary statistics are calculated at
the firm–year level, as some borrowers appear in the sample more
than once. Panel B displays the descriptive statistics of new loans,
which are calculated at a loan-facility level. Summary statistics of
the borrowing firms’ financial information, which are calculated at
the firm–quarter level, are presented in Panel C.

With regard to the maturing portion of long-term debt outstand-
ing, the results depicted in PanelA showconsiderable variation among
firms. For instance, the values that the variable Maturing/LT takes
vary between 0.00 and 1.00, with the mean of 0.11. The distribution
of this variable indicates that, on average, 11% of long-term debt out-
standing as of the year-end 2004 matures during the financial crisis.
The maximum value of this variable indicates that some firms have
100% of their outstanding long-term debt coming due at some point
during the recent financial crisis. On the other hand, the minimum
value indicates that some firms have none of their long-term debt
coming due during the crisis. Given this wide cross-firm variation in
the amount of long-term debt scheduled to mature during the recent
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Table 1. Summary Statistics

This table presents summary statistics of the data. Panel A reports summary statistics of the
maturing portion of outstanding long-term debt constructed based year-2004 data. These
summary statistics are calculated at the firm–year level. Panel B presents summary statis-
tics of new loans, which are calculated at a loan-facility level. Panel C displays statistics on the
borrowing firms’ financial information, which are calculated at the firm–quarter level. Sum-
mary statistics of cash flows scaled by total assets measured in 2006 (average of quarter 1 to
quarter 4) are calculated firm level. Summary statistics of S&P credit ratings measured, as of
the end of June 30, 2007, are also calculated at the firm level. All variables are defined in the
appendix.

Distribution

N Mean SD Min 25th 50th 75th Max
Panel A: Maturing Long-Term Debt
Maturing/LT 1,068 0.11 0.19 0.00 0.00 0.04 0.14 1.00
Maturing/AT 1,068 0.04 0.08 0.00 0.00 0.01 0.03 0.76

Panel B: Loan Characteristics
Maturity 1,629 45.21 26.26 1.00 24.00 48.00 60.00 300.00
Amount (million) 1,687 590.82 1,476.00 0.00 60.30 200.00 500.00 22,500.00

Term Loan 1,687 0.29 0.45 0.00 0.00 0.00 1.00 1.00
Revolver 1,687 0.53 0.50 0.00 0.00 1.00 1.00 1.00
364-Day Facility 1,687 0.07 0.26 0.00 0.00 0.00 0.00 1.00

Corporate Purpose 1,687 0.40 0.49 0.00 0.00 0.00 1.00 1.00
Working Capital 1,687 0.20 0.40 0.00 0.00 0.00 0.00 1.00
Takeover 1,687 0.12 0.32 0.00 0.00 0.00 0.00 1.00
Debt Repay 1,687 0.03 0.17 0.00 0.00 0.00 0.00 1.00

Relationship 1,549 0.63 0.48 0.00 0.00 1.00 1.00 1.00

Panel C: Borrower Characteristics
Total AssetB 1,070 10.75 41.70 0.01 0.56 1.88 6.43 797.77
Market-to-Book 975 1.52 0.79 0.31 1.00 1.31 1.76 4.70
Profitability 1,044 0.03 0.03 −0.21 0.02 0.03 0.05 0.16
Leverage 1,048 0.30 0.21 0.00 0.15 0.28 0.40 1.03
Taxes 1,068 0.00 0.01 −0.11 0.00 0.00 0.01 0.14
Utility Industry 1,143 0.15 0.36 0.00 0.00 0.00 0.00 1.00
Asset Maturity 1,038 34.40 27.32 0.42 15.01 25.11 44.42 128.13
Cash Flow 798 0.03 0.03 −0.22 0.02 0.03 0.05 0.17

No Rating 887 0.46 0.50 0.00 0.00 0.00 1.00 1.00
SG Rating 887 0.27 0.44 0.00 0.00 0.00 1.00 1.00
IG Rating 887 0.27 0.44 0.00 0.00 0.00 1.00 1.00

financial crisis, it is not unreasonable to expect significant differences
in the firms’ exposure to refinancing risk. This difference would pro-
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vide a natural motivation to investigate whether these variations also
translate into a significant variation in loan-maturity choices.

In terms of loan characteristics, loan facilities have an average ma-
turity of 45 months and the median maturity of 48 months, with ma-
turity ranges from 1 to 300 months. The facility amount is US$ 590.8
million on average and varies between US$ 549,700 and US$ 22.5 bil-
lion. Most loan facilities (53% of the loans in the sample) are in the
form of a revolver. The next largest loan type is a term loan, which
accounts for 29% of the facilities in the sample. Firms issue a sig-
nificant fraction of loan facilities for corporate purposes, 40% of the
loans in the sample. The other main purposes for which firms issue
loan facilities are working capital (20%) and takeover (12%). Most
loan facilities (63%) are obtained from relationship lenders.

With respect to firm characteristics, a borrower has US$ 10.75 bil-
lion total assets on average each quarter, varying between US$ 12
million and US$ 797.77 billion. The average firm has 3% profitability
per quarter. Firm leverage and asset maturity are Winsorized at the
99th percentile to eliminate extreme outliers from influencing the re-
sults. After Winsorization, the average firm is leveraged at 30% each
quarter, and the average asset maturity is 34.4 months. The mean
cash-flow-to-asset ratio measured in year 2006 (average of quarter
1 to quarter 1) is 0.12. In terms of long-term issuers’ credit ratings
measured at the end of June 30, 2007, 46% of the firms in the sample
have no S&P credit ratingswhile 27% have a speculative-grade credit
rating.

4 refinancing risk and loan maturity: empirical evidence

4.1 Model Specification

To investigate the impact of refinancing risk on loan-maturity choice,
this article estimates a loan-maturity regression model of the form
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Maturityl, f ,t = α + βRefinancing Risk f ,t + γX f ,t−1

+ ηXl,t + FEindustry + FEtime + εl, f ,t, (2)

where Maturityl, f ,t denotes the term to maturity of loan facility l
obtained by firm f at time t. From the point of view of Hypothesis
1 developed in Section 2, the key independent variable of interest is
Refinancing Risk f ,t. The proportion of long-term debt that comes due
during the 2007–2009 financial crisis, measured based on data as of
the year-end 2004, is used to proxy for this variable. According to
the refinancing-risk–maturity prediction, firms with refinancing risk
should display a strong tendency to issue longer maturities. Thus,
themain coefficient of interest, β, should be positive. Thismodel also
controls for firm-specific (X f ,t−1) and loan-level (Xl,t) characteristics,
which are presented as firm and loan controls for clarity.

Firm Controls. Agency-based theories of debt-maturity choice ar-
gue that short-term debt alleviates the problems of underinvestment
(Myers, 1977) and asset-substitution (Barnea et al., 1980). Since small
firms are more likely to face greater agency problems (Smith and
Warner, 1979), they are expected to havemore short-term debt. Thus,
Firm Size is used as a control variable. Firms with growth opportu-
nities are also more likely to face greater agency conflicts between
shareholders and debt holders. For investment opportunities that
involve growth options, Myers (1977) argues that choosing debt that
matures before growth options are exercised mitigates underinvest-
ment problems. Since firms with higher market-to-book ratios are
expected to have greater growth options, they are expected to use
short-term debt. Hence, this paper controls for growth options us-
ing Market-to-Book.

Theoreticalwork byMorris (1992) andLeland andToft (1996) shows
that firms who choose greater leverage also prefer to choose longer
maturity. Since higher leverage involves greater bankruptcy risk, is-
suing long-term debt allows firms to minimize exposure to such risk.
According to these studies, there is a positive relationship between
leverage and debt maturity. However, Dennis et al. (2000) argue that
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higher leverage increases agency costs by encouraging managerial
opportunism. They argue that creditors use short-termdebt for firms
with higher leverage to discourage such opportunism, suggesting a
negative relationship. Accordingly, this paper controls for such pos-
sibilities using Leverage.

Brick and Ravid (1985) and Kane et al. (1985) develop theoretical
models of optimal debt-maturity structures that incorporate taxes.
They argue that managers can increase firm value by choosing long-
term debt when the tax advantage of debt decreases. Thus, this pa-
per controls for this possibility using Taxes. Flannery (1986) argues
that short-term debt allows firms suffering from informational prob-
lems to mitigate the mispricing of debt associated with information
asymmetries. Shorter maturities reduce the misvaluation of debt by
allowing costs of financing to depend on the arrival of favorable in-
formation. Diamond (1991) argues that low- and high-quality firms
issue short-term debt, while medium-quality firms use long-term
debt. This paper controls for information asymmetries and credit
qualities using Rating.

Barclay and Smith (1995) argue that utility industries suffer less
from agency-related problems because authorities regulate them. A
reduction in the agency problem may thus allow firms in the utility
industry to borrow longer-maturing debt. This paper thus controls
for regulated industries using the dummy variable Utility Industry.
Following Xu (2016), this paper also controls for firm profitability
(Profitability).

According to the matching principle, firms should match the ma-
turity of the debt they issue with the maturity of their assets. The
reason is that if debt matures before assets produce cash, firmsmany
not be able to honor their debt-repayment schedule. Further, Myers
(1977) argues thatmatching thematurity of debtwith thematurity of
assets mitigates agency conflicts. The matching principle thus sug-
gests that longer asset maturity supports long-term debt. This paper
controls for this notion usingAsset Maturity. Goswami (2000) argues
that information asymmetries regarding firms’ cash flowmay induce
a nonlinear relationship between the maturity of debt and asset ma-
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turity. This study controls for such a possibility using the square of
asset maturity (Asset Maturity2).
Loan Controls. The maturity model controls for loan amounts

using Loan Size. In all model specifications, Revolver, Term Loan and
364-Day Facility dummies are used to control for the loan type. Ad-
ditionally,Corporate Purpose,Working Capital,Debt Repay andTakeover
dummies are used to control for loan purpose.
Fixed-effect dummies and clustering. Since debt-maturity poli-

cies can differ between industries, the model controls for industry-
level fixed effects with industry dummies using a one-digit SIC code
(Industry Dummy). Further, debt-maturity choices can also vary with
time. The regression model accounts for this possibility by allowing
for year-specific effects with time dummies (Time Dummy). Because
there are few observations for each firm, this paper cannot include
firm-level fixed-effect dummies in the model. Standard errors are
clustered at a firm level and allowed to be heteroskedastically robust.

4.2 Loan Maturity Regression Analysis: Testing Hypothesis 1

If maturity lengthening can help firms reduce their exposure to refi-
nancing risk, onewould expect to observe firmswith refinancing risk
actively involved in lengthening their debt’smaturity structure. Such
maturity-management practices are expectedmore amongfirmswith
a large amount of debt coming due soon, because a large volume of
maturing debt would put firms at greater refinancing risk in times
of financial crisis. This positive relationship is the prediction of Hy-
pothesis 1 developed in Section 2, and is tested using the maturity
regression model given in Equation (2). Table 2 reports baseline re-
sults from the empirical analysis of how the maturing portion of out-
standing long-term debt is related to the maturity of loans obtained
during the 2007–2009 financing crisis.
The results show that firms with a large portion of their debt ma-

turing during the crisis experience an increase in the maturity of
newly issued loans. As can be seen from the results presented in Col-
umn (1), the regression coefficient for the relationship between the
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Table 2. Loan-Maturity Regression Analysis: Testing Hypothesis 1

This table presents coefficient estimates from regressions relating the maturing portion of out-
standing debt to the maturity of new loans obtained during the 2007–2009 financial crisis. The
dependent variable, Maturity, is the maturity of loans. Columns (1) and (2) report the esti-
mated coefficients for the sample period from August 2007 to June 2009. Columns (3) and (4)
display the coefficient estimates for the sample period from August 2007 to December 2008.
The independent variables of interest, Maturing/LT and Maturing/AT, are the proportion of
maturing outstanding long-term debt scaled by total long-term debt and total assets, respec-
tively. Definitions of the remaining variables are provided in the appendix. In all columns,
standard errors are clustered at the firm level and are heteroskedastically robust. The t-test of
significance is ∗∗∗ significant at the 1% level, ∗∗ significant at the 5% level and ∗ significant at
the 10% level.

Maturity

As of year-end 2004 As of year-end 2003
August 2007–June 2009 August 2007–December 2008

(1) (2) (3) (4)

Maturing/LT 8.339∗∗ 7.633∗

(3.28) (4.10)
Maturing/AT 36.077∗∗∗ 28.200∗∗

(11.33) (12.49)
Loan Size 2.771∗∗∗ 2.685∗∗∗ 2.818∗∗∗ 2.793∗∗∗

(0.73) (0.72) (0.91) (0.90)
Firm Size −1.792∗∗ −1.720∗ −1.632 −1.586

(0.88) (0.88) (1.02) (1.02)
Market-to-Book −1.699∗∗ −1.676∗∗ −1.433 −1.377

(0.85) (0.85) (1.02) (1.01)
Profitability 83.159∗∗∗ 79.881∗∗∗ 122.871∗∗∗ 118.941∗∗∗

(28.63) (28.50) (43.72) (43.72)
Leverage −1.628 −3.962 −3.005 −4.164

(5.20) (5.20) (5.12) (5.11)
Taxes −54.726 −53.695 −128.732∗ −125.354∗

(50.43) (49.34) (71.94) (70.84)
Rating 0.044 0.051 0.116 0.133

(0.18) (0.18) (0.21) (0.21)
Utility Industry −11.644 −11.942 −6.651 −6.317

(8.43) (8.41) (5.52) (5.55)
Asset Maturity 0.046 0.027 0.019 0.035

(0.12) (0.12) (0.13) (0.13)
[Asset Maturity]2 −0.001 −0.001 −0.001 −0.001

(0.00) (0.00) (0.00) (0.00)
Loan Type Dummy YES YES YES YES
Loan Purpose Dummy YES YES YES YES
Industry Dummy YES YES YES YES
Time Dummy YES YES YES YES
R2 0.332 0.336 0.314 0.316
N 1,272 1,272 954 954
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maturing portion of outstanding long-term debt and the maturity of
new loans is positive and significant at the 5% level. In addition to
being statistically distinct from zero, this baseline result is also eco-
nomically nonnegligible. The estimated coefficient on Maturing/LT
suggests that a one-standard-deviation increase in the maturing por-
tion of outstanding long-term debt is associated with an increase of
around two months in the maturity of newly obtained loans. Given
that the average loan maturity is 45.21 months, this increase corre-
sponds to about 3.5% relative to the sample mean. This baseline re-
sult is robust to a different measure of refinancing risk. As can be
noted from the coefficients reported in Column (2),Maturing/AT has
a positive and highly significantly (at the 1% level) estimated coeffi-
cient.
This baseline result can be viewed as providing empirical support

to the notion that refinancing-risk considerations matter for corpo-
rate debt-maturity choices in crisis times. As such, firms with re-
financing risk design a maturity-choice strategy by considering the
implication of the existingmaturity structure for their exposure to re-
financing risk. Firms whose maturing outstanding long-term debt is
large are expected to be more concerned about refinancing risk. For
these firms, issuing additional shortermaturities could cause a grow-
ing exposure to refinancing risk. Thus, the maturity-lengthening be-
havior displayed by these firms, despite the finding of previous stud-
ies (see, e.g., Hu, 2010; Gopalan et al., 2014) that they also experience
a higher credit spread, suggests that refinancing risks became a first-
order concern for them. In response, consistent with the theoretical
prediction, these firms roll over debt maturing soon into new loans
of longer maturities to minimize refinancing-risk exposure.
The identification strategy behind this baseline result relies on the

variation of the maturity structure of outstanding long-term debt
based on data as of year-end 2004. One might wonder, however,
whether this measure is sufficiently predetermined in the sense that
it is unlikely for firms to anticipate the financial crisis and restruc-
ture their outstanding long-term-debt maturity profile. If firms did
that, the observed relationship would be heavily influenced by an
unobserved expectation confounder: As such, the result would not
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entirely reflect the impact of refinancing risk. To address this con-
cern, the same analysis is repeated using a maturity profile mea-
sured at the end of 2003, the farthest one can go backwith Compustat
information about the maturity structure of long-term debt. Using
this alternative measure, the refinancing-risk–maturity relationship
is reestimated for the sample period between August 2007 and year-
end 2008.

The estimation produces results comparable with those of the first
two columns. For example, the estimated coefficient reported in Col-
umn (3) shows a positive and statistically significant (at the 10% level)
relationship between Maturing/LT and the maturity of the newly is-
sued loans. Column (4) repeats the same analysis using the alter-
native measure, Maturing/AT, and reports that the relationship con-
tinues to be positive and significant at the 5% level. These results
do not suggest that the refinancing-risk measure constructed based
on 2004 data suffers from the problems mentioned above. The slight
reduction in the size and statistical significance of the estimated coef-
ficients on the refinancing-risk proxy measures computed based on
the year 2003 information is not unexpected. As one goes further
back in time, the association between these variables would become
weaker, because some debt may retire before the scheduled due date.

Regarding firm and loan characteristics, the results reported in Ta-
ble 2 show that most of the control variables assume the expected
sign. Loan size is positive and statistically significantly associated
with loan maturity, which is consistent with agency considerations.
Among firm-level factors, maturity significantly decreases with firm
size. Firms’ growth options are negatively associated with maturity,
which supports the agency-conflict argument. Firm profitability is
positively related to loan maturity. There is some evidence that the
relationship between taxes and loan maturity is negative, which is
counterintuitive. As expected, asset maturity has a nonmonotonic
relationship, though it is statistically insignificant.
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4.3 Multinomial Logistic Regression Analysis

The previous regression provides evidence consistent with the view
that firms with refinancing risk lengthen the maturity of their loans.
There is more to be learned by investigating whether the maturities
that these firms choose are in a particular maturity class along the
loan maturity spectrum. For example, do they prefer one specific
maturity bucket toward the long end? Or are firms, once they get
maturity extension for the duration of the financial crisis, indifferent
between different maturity classes. These issues are investigated us-
ing a multinomial logistic regression analysis. To this end, the loan
maturities in the sample are categorized into different maturity buck-
ets: 0–12 months, 13–36 months, 37–60 months, and more than 60
months. The multinomial-logistic-regression approach assigns one
of these dependent-variable classes to be the baseline against which
all other maturity classes are compared. More formally, the esti-
mated model takes the form

ln (Pr(Maturity = k)/Pr(Maturity = kB)) = α+ βRefinancing Risk f ,t

+ γX f ,t−1 + ηXl,t + FEindustry + FEtime + εl, f ,t. (3)

In this regression model, maturity class kB serves as the baseline
group against which maturity class k is compared. The maturity
categories that the dependent variable takes are k = 0–12 months,
13–36 months, 37–60 months, or more than 60 months. The multi-
nomial logistic regression given in Equation (3) therefore estimates
the natural log of the odds of choosing a certain maturity class k
(Pr(Maturity = k)) relative to the odds of choosing the reference ma-
turity class kB (Pr(Maturity = kB)). Table 3 reports the estimated co-
efficients andmarginal effects of choosing a particular maturity class
relative to the baseline group (i.e., a maturity class of 0–12 months).
The reported results suggest that a greater maturing portion of

outstanding long-termdebt engenders greater odds of the firmchoos-
ing longer maturities than the baseline group. For example, Column
(2) shows that the relative probability of choosing a maturity class of
13–36 months instead of choosing a maturity class of 0–12 months
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Table 3. Multinomial Logistic Regression Analysis

This table reports results from multinomial logistic regression with the dependent variable
Maturity taking a maturity class: 0–12 months, 13–36 months, 37–60 months, and more than
60 months. ln(P13–36/P0–12) is the natural log of the odds of choosing a maturity class of 13–36
months relative to the odds of choosing a maturity class of 0–12 months; ln(P37–60/P0–12) is
the natural log of the odds of choosing a maturity class of 37–60 months relative to the odds
of choosing a maturity class of 0–12 months; ln(P>60/P0–12) is the natural log of the odds of
choosing a maturity class more than 60 months relative to the odds of choosing a maturity
class of 0–12 months. Coeff. stands for coefficient while Margin. stands for marginal effect.
Themain independent variable isMaturing/LT, denoting the proportion ofmaturing outstand-
ing long-term debt scaled by total long-term debt measured based on 2004 data. Definitions
of the remaining variables are provided in the appendix. In all columns, standard errors are
clustered at the firm level and heteroskedastically robust. The t-test of significance is ∗∗∗ sig-
nificant at the 1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

ln(P13–36/P0–12) ln(P37–60/P0–12) ln(P>60/P0–12)

Coeff. Margin. Coeff. Margin. Coeff. Margin.
[1] [2] [3] [4] [5] [6]

Maturing/LT 1.485∗ .007 1.678∗∗ .028 2.736∗∗∗ .107∗∗∗

(0.82) (0.80) (0.89)
Loan Size 0.001 −.026∗∗∗ 0.243∗∗∗ .023∗∗ 0.388∗∗∗ .018∗∗

(0.09) (0.09) (0.11)
Firm Size −0.275∗∗ .003 −0.383∗∗∗ −.026∗∗ −0.345∗∗∗ −.004

(0.11) (0.10) (0.13)
Market-to-Book −0.513∗∗∗ −.029∗ −0.348∗∗ .008 −0.486∗∗ −.013

(0.17) (0.16) (0.22)
Profitability 14.128∗∗∗ −.224 20.277∗∗∗ 1.305∗∗ 20.050∗∗∗ .348

(4.19) (4.33) (6.18)
Leverage −0.545 −.059 −0.382 −.094 1.544∗∗ .144∗∗∗

(0.64) (0.61) (0.72)
Taxes −5.663 .163 −7.238 .155 −18.826 −1.006

(9.06) (8.88) (12.27)
Rating 0.008 .001 −0.003 −.002 0.009 .001

(0.03) (0.02) (0.03)
Utility Industry 0.722∗ .126 −0.271 −.076 −0.687 −.049

(0.76) (0.65) (0.68)
Asset Maturity −0.010 −.002 0.008 .002 −0.010 −.001

(0.02) (0.02) (0.02)
[Asset Maturity]2 0.000 .000 −0.000 −.000 −0.000 .000

(0.00) (0.00) (0.00)
Loan Type Dummy YES YES YES YES YES YES
Loan Purpose Dummy YES YES YES YES YES YES
Industry Dummy YES YES YES YES YES YES
Time Dummy YES YES YES YES YES YES
N 1, 272
LR χ2(99) 1,176.45
Pseudo R2 0.36
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increases by 0.7% for a percentage-point increase in maturing out-
standing long-term debt. Column (4) shows that a percentage-point
increase in maturing outstanding long-term debt increases the prob-
ability of choosing a maturity class of 37–60 months relative to a ma-
turity class of 0–12 months by 2.8%. However, the maturing portion
of long-term debt (Maturing/LT) is statistically insignificant in de-
termining the relative probabilities presented in the first and fourth
columns. In contrast, Column (6) shows that firms with refinanc-
ing risk are 10.6% more likely to choose a maturity class of more
than 60 months relative to a maturity class of 0–12 months for every
percentage-point increase in maturing outstanding long-term debt.
The highly significant marginal effects along the maturity spectrum
suggest that firms with refinancing risk are more likely to choose the
longest possible maturity, as exposure to refinancing risk decreases
along the loan-maturity spectrum.

4.4 Alternative Explanation: Evidence from Precrisis Periods

One concern with the observed positive relationship may be that
such pattern might not be specific to the impact of refinancing risk;
butmight also result from a routinematurity-choice pattern inwhich
firms replace maturing long-term debt with new loans of longer ma-
turity. If this alternative hypothesis is correct, then one should ob-
serve a positive relationship between the two variables irrespective
of the sample periods used for the analysis—i.e., such association
should be a key attribute of the data. Extending the analysis to pre-
crisis periods could therefore be useful to better understand the pri-
mary mechanism driving the relationship. A finding of a negative
relationship during a precrisis period would not support the alter-
native explanation. Table 4 reports the regression results from the
analysis aimed at checking the validity of this alternative hypothesis
using the precrisis periods 2005—July 31, 2007.
The results suggest that firms whose outstanding long-term debt

maturing soon seek new loans of shorter maturities. As can be seen
from the results presented in Column (1), the regression coefficient
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Table 4. Alternative Explanation: Evidence from Precrisis Periods

This table reports coefficient estimates from regressions relating the maturing portion of out-
standing debt to the maturity of new loans obtained during the precrisis periods. The de-
pendent variable, Maturity, is the maturity of loans. Columns (1) and (2) present coefficient
estimates for the sample period from 2005 to July 2007. Columns (3) and (4) report the esti-
mated coefficients for the sample period from 2004 to July 2007. The independent variables of
interest,Maturing/LT andMaturing/AT, are the proportion of maturing outstanding long-term
debt scaled by total long-term debt and total assets, respectively. Definitions of the remain-
ing variables are provided in the appendix. In all columns, standard errors (in parentheses)
are clustered at the firm level and heteroskedastically robust. The t-test of significance is ∗∗∗
significant at the 1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

As of year-end 2004 As of year-end 2003
January 2005 — July 2007 January 2004 — July 2007

[1] [2] [3] [4]

Maturing/LT −6.671∗∗∗ −4.518∗∗∗

(1.96) (1.48)
Maturing/AT −11.248∗ −11.431∗∗

(6.41) (5.27)
Loan Size 2.417∗∗∗ 2.458∗∗∗ 2.986∗∗∗ 2.999∗∗∗

(0.45) (0.45) (0.38) (0.38)
Firm Size −0.908 −0.910 −1.169∗∗∗ −1.160∗∗

(0.56) (0.56) (0.45) (0.45)
Market-to-Book −0.705 −0.686 −1.032∗ −1.051∗

(0.67) (0.68) (0.56) (0.56)
Profitability 48.899∗∗∗ 42.685∗∗ 73.091∗∗∗ 73.105∗∗∗

(14.69) (16.94) (14.46) (14.41)
Leverage 3.357∗ 4.902∗∗ 2.244 3.287∗

(1.90) (1.93) (1.82) (1.85)
Taxes −17.267 −12.209 −53.539∗∗∗ −53.991∗∗∗

(25.78) (25.79) (17.82) (17.76)
Rating −0.096 −0.112 −0.174∗∗ −0.178∗∗

(0.11) (0.11) (0.09) (0.09)
Utility Industry −4.605 −4.732 −1.116 −1.314

(3.58) (3.59) (2.94) (2.94)
Asset Maturity 0.075 0.084 0.001 0.007

(0.06) (0.06) (0.05) (0.05)
[Asset Maturity]2 −0.001 −0.001 −0.000 −0.000

(0.00) (0.00) (0.00) (0.00)
Loan Type Dummy YES YES YES YES
Loan Purpose Dummy YES YES YES YES
Industry Dummy YES YES YES YES
Time Dummy YES YES YES YES
R2 0.272 0.270 0.319 0.319
N 3,607 3,607 4,923 4,923
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for the relationship between Maturing/LT and the maturity of new
loans is negative (β = −6.67, S.E. = 1.96) and statistically significant
at the 1% level. This negative relationship continues to hold, though
with marginal significance, when the maturing portion of long-term
debt is scaled by total assets (Maturing/AT), as shown in Column (2).
The last two columns of Table 3 repeat the above experiment using
the maturing long-term debt constructed based on 2003 data and the
sample period 2004—July 31, 2007. The reported results show that
thematuring portion of outstanding long-termdebt is negatively and
significantly associated with the maturity of new loans.
Such a negative association does not support the alternative ex-

planation. Rather, the negative relationship could potentially be ex-
plained by the fact that firms are generally less constrained in raising
external debt capital in noncrisis times. Indeed there is strong evi-
dence that supports this argument. For example, Keys et al. (2010),
Purnanandam (2011) and Bord and Santos (2012) note that the in-
creasing use of the originate and distribute model in which financial
institutions repackage and offload loans to investors with different
appetites for risk led to a considerable expansion of the supply of
cheap credit in the years leading to the 2007–2009 financial crisis.
This suggests that refinancing risk is less of a concern during this
time. One can thus argue that firms replace maturing debt with new
shorter maturities to secure rollover gains. In line with this argu-
ment, the Seta et al. (2016) model suggests that short-term financing
increases the proceeds from debt rollover in good credit-market con-
ditions.
In sum, the relationship’s switch to positive during the crisis pe-

riod likely reflects the change in credit-market conditions. The pre-
crisis and postcrisis periods capture two different aspects of credit-
market situations. As discussed in the introduction, the credit-market
disruption during the financial crisis markedly increased concerns
about the risk of limited refinancing, which undoubtedly encour-
aged firms to seek longer maturities.
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5 does firm type matter? cross-sectional analysis

The preceding section established a strong positive association be-
tween the maturing portion of outstanding long-term debt and the
maturity of new loans obtained during the recent financial crisis,
suggesting that refinancing-risk considerations are the key factor driv-
ing such associations. A natural assumption is that factors influenc-
ing the likelihood of being exposed to refinancing risk may also in-
fluence such relationships. As discussed in Section 2, firm attributes
such as access to public credit markets and the availability of inter-
nally generated liquidity would create different refinancing risk ef-
fects across firms. The purpose of this section is, therefore, to inves-
tigate whether the established baseline result varies between firms
classified into different groups according to these attributes. The re-
lationship between refinancing risk and loan maturity across groups
of firms is estimated using a model of the form

Maturityl, f ,t = α + βg

k

∑
g=1

(
Refinancing Risk f ,t ×Group(g)

)
+ γX f ,t−1 + ηXl,t + FEindustry + FEtime + εl, f ,t, (4)

where Group(g) is an indicator variable equal 1 if a firm belongs
to group g according to firm classifications based on the degree to
which they access public debt markets and the level of internally
generated funds. Maturityl, f ,t, Refinancing Risk f ,t, X f ,t−1 and Xl,t are
defined as for Equation (2). The regression includes an industry
dummy (based on one digit SIC code) and a time dummy to con-
trol for industry and year effects. Standard errors are clustered at the
firm level and heteroskedastically robust. The analysis are presented
in the following subsections.

5.1 Firm’s Access to Public Debt Financing

The extent to which a firm is exposed to refinancing risk may vary
inversely with the firm’s relative position in accessing public debt
markets. As has been observed during the recent financial crisis (see,
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e.g., Campello et al., 2010; Chava and Purnanandam, 2011; Hale and
Santos, 2013; Chiu et al., 2014), problems of refinancing risk appear
to be particularly severe for firms with limited access to public debt
financing. These firms may therefore be more concerned about re-
financing risk. Consequently, they are expected to exhibit strong
maturity-lengthening behavior to reduce their refinancing-risk ex-
posure. The aim of this section is, therefore, to examine the question
of whether refinancing-risk considerations have a differential impact
on loan maturity across firms classified on the basis of the degree to
which they access public debt markets.

To this end, the firms in the sample are classified on the basis of
their precrisis S&P credit ratings measured at the end of June 30,
2007. The credit rating is a common measure of firms’ public debt
market access (see, e.g., Gilchrista and Himmelberg, 1995; Almeida
et al., 2004; Sufi, 2009; Campello et al., 2010; Duchin et al., 2010; Sub-
rahmanyam et al., 2014). Following the standard practice, this study
splits firms into three groups: No Rating is equal to 1 if firm f has no
S&P credit rating; SG Rating is equal to 1 if firm f has an S&P rating of
BB+ or less; and IG Rating is equal to 1 if firm f has an S&P rating of
BBB− or more. These dummies are allowed to interact with the ma-
turing portion of outstanding long-term debt to construct three inter-
action terms: Maturing/LT×No Rating,Maturing/LT×SG Rating and
Maturing/LT× IG Rating. The estimation technique then involves run-
ning the maturity regression model given in Equation (4) by replac-
ingRefinancing Risk f t×Group(g)with the three interaction terms con-
structed above. Table 5 reports the coefficient estimates from this re-
gression.
The results show a notable difference between the three groups

with respect to the impact of refinancing risk on loan maturity. As
can be noted from the results reported in Column (1), the coefficient
on the interaction term Maturing/LT × No Rating is statistically in-
significant. This implies that an increase in the amount of outstand-
ing long-term debt coming due soon has no effect on the maturity of
new loans for firms without a credit rating. Given that refinancing-
risk concerns encourage firms without credit ratings to lengthen the
maturity of their loans, the finding of insignificant association may
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Table 5. Refinancing risk: Firm’s Access to Public Debt Finance

This table reports coefficient estimates from the regression relating the maturing portion of
outstanding long-term debt to the maturity of newly issued loans during the financial crisis
of 2007–2009. The dependent variable Maturity is the maturity of new loans in months. The
main independent variableMaturing/LT is the maturing outstanding long-term debt scaled by
total long-term debt constructed based on 2004 data. No Rating identifies firms without S&P
credit ratings. SG Rating identifies firms with speculative-grade credit ratings (i.e., S&P rating
BB+ or less). IG Rating identifies firms with investment-grade credit ratings (i.e., S&P rating
BBB− or more). For Columns (1) and (2), S&P ratings are measured at the end of June 30,
2007. For Columns (3) and (4), it is measured at the end of December 31, 2006. Definitions
of the remaining variables are provided in the appendix. In both columns, standard errors
are clustered at the firm level and heteroskedastically robust. The t-test of significance is ∗∗∗
significant at the 1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

S&P measured at the S&P measured at the
end of June 30, 2007 end of December 31, 2006

Coeff. S.E. Coeff. S.E.
[1] [2] [3] [4]

Maturing/LT×No Rating 2.852 (3.41) 3.418 (3.29)
Maturing/LT× SG Rating 23.608∗∗∗ (6.69) 21.343∗∗∗ (6.73)
Maturing/LT× IG Rating −1.645 (8.97) 5.717 (10.65)
Loan Size 2.604∗∗∗ (0.72) 2.655∗∗∗ (0.72)
Firm Size −1.662∗ (0.88) −1.706∗ (0.88)
Market-to-Book −1.587∗ (0.86) −1.622∗ (0.87)
Profitability 83.855∗∗∗ (28.80) 83.847∗∗∗ (28.74)
Leverage −3.360 (5.17) −3.047 (5.15)
Taxes −56.493 (50.54) −58.794 (50.50)
Rating 0.084 (0.20) 0.102 (0.20)
Utility Industry −12.224 (8.43) −11.854 (8.46)
Asset Maturity 0.030 (0.12) 0.035 (0.12)
[Asset Maturity]2 −0.001 (0.00) −0.001 (0.00)
Loan Type Dummy YES YES
Loan Purpose Dummy YES YES
Industry Dummy YES YES
Time Dummy YES YES
R2 0.338 0.336
N 1,272 1,272
H0: The impact of Maturing/LT 0.004 0.013
on Maturity is the same for
No Rating and SG Rating firms.
H0: The impact of Maturing/LT 0.636 0.836
on Maturity is the same for
No Rating and IG Rating firms.
H0: The impact of Maturing/LT 0.020 0.198
on Maturity is the same for
SG Rating and IG Rating firms.
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suggest that these firms are unable to do so. A plausible explanation
is that they are excluded from participating in the long-term credit
markets, as argued by Diamond (1991).
The estimated coefficient on Maturing/LT × SG Rating is positive

and significant at the 1% level. In keeping with the ex ante expecta-
tion that firms whose access to public debt markets is relatively re-
stricted face more refinancing risk, this result shows that speculative-
grade firms choose longer maturities. The negative but insignificant
coefficient of the interaction term Maturing/LT× IG Rating suggests
that refinancing risk has no effect on loan maturity for investment-
grade firms. This finding confirms the view that refinancing risk is
not a major problem for high-credit-quality firms, as they have al-
ternative financing sources available. Indeed, Cortina-Lorente et al.
(2016) provides results consistent with this argument that the debt
issuance of investment-grade firms shifted away from bank loans to-
ward public bonds during the recent financial crisis.

Todeterminewhether the refinancing-risk effects differ across these
groups, the equality of the coefficients on the interaction terms is
tested. The bottom of Table 5 reports p-values associated with the
chi-square (χ2) test statistic of the equality of the interaction coeffi-
cients. As can be noted from this result, the test rejects the null hy-
pothesis of the equality of the coefficient onMaturing/LT×No Rating
and Maturing/LT× SG Rating with a p-value of 0.004. The hypothe-
sis is also rejected when the coefficient on Maturing/LT× SG Rating
is compared with that of Maturing/LT× IG Rating with a p-value of
0.02. On the other hand, the test cannot reject the null hypothe-
sis of the equality of the coefficient on Maturing/LT×No Rating and
Maturing/LT× IG Ratingwith a p-value of 0.636. On the basis of these
tests, one can conclude that the effect of refinancing risk is more pro-
nounced for firms with speculative-grade credit ratings. The effect is
not significantly different between firms without credit ratings and
those with investment-grade credit ratings.
There might be some concern with using S&P credit ratings mea-

sured at the end of June 30, 2007, as an identification strategy. A
potential concern with such a proxymeasure may be that firms antic-
ipate the financial crisis and change their financing, investment and
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risk-management policies. For example, Bolton et al. (2013) develop a
theoretical model that predicts that firms that anticipate the threat of
a future financial crisis postpone investments and payout decisions.
Thus, one might argue that these policy adjustments may affect the
firms’ future maturity choices and their immediate credit ratings. If
that is the case, the estimated results could be biased because of con-
founding factors. In that case, one would expect to observe results
that are different from the results presented above when credit rat-
ings are measured earlier in time. To address this concern, and also
to gauge the performance of the S&Pmeasure based on June 30, 2007,
data as an identification tool, this study replicates the analysis in Col-
umn (1) using S&P credit ratings measured at the end of December
31, 2006.

The regression results reported in Column (3) of Table 5 some-
what reaffirm the significant difference in the maturity effect of refi-
nancing risk across rating groups observed in the preceding column.
For example, the coefficient of the interaction term Maturing/LT ×
SG Rating continues to be highly significant. On the other hand, the
coefficient on Maturing/LT × IG Rating is still statistically indistin-
guishable from zero, though it changes its sign to positive. The esti-
mated coefficient onMaturing/LT×No Rating is now marginally sig-
nificant. However, according to the comparability tests of the inter-
action coefficients reported at the bottom of Table 5, one can con-
tinue to reject the null hypothesis of the equality of the coefficients on
Maturing/LT×No Rating andMaturing/LT×SG Rating. Whereas one
now fails to reject the equality of the coefficients on Maturing/LT×
SG Rating and Maturing/LT× IG Rating.

5.2 Firm’s Internal Financial Constraints

Recently emerging literature strongly suggests that firms that face
higher internal financial constraints—i.e., limited level of internal
funds—are more likely to be exposed to refinancing risk. Given the
baseline result that firms with refinancing risk choose longer matu-
rities, one would expect such preference for longer maturities to oc-
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cur more among firms that face greater internal financial constraints.
Therefore, the empirical analysis in this section is aimed at investi-
gating how the maturity effect of refinancing risk varies across dif-
ferent groups of firms categorized according to the internal financial
constrains they face.
In line with the discussion in Section 2, and also as in Cleary et al.

(2007) and Guariglia (2008), this study uses cash flows as a mea-
sure of internal financial constrains. Accordingly, the firms in the
sample are sorted into three groups based on average quarterly cash
flows scaled by total assets measured in 2006 (Quarter 1 to Quarter
4). Three dummy variables are constructed: Low Cash Flow identifies
those firms whose cash flows fall in the lower tercile of the cash-flow
distribution of all firms. Medium Cash Flow identifies firms with cash
flows that fall in the middle tercile of the cash-flow distribution of
all firms. High Cash Flow identifies firms whose cash flows fall in the
upper tercile of the cash flow distribution. These dummy variables
interacted with the maturing portion of outstanding long-term debt
scaled by total long-term debt. The regression model given in Equa-
tion (4) is then estimated by replacing Refinancing Risk f ,t ×Group(g)
with the three interaction terms. Table 6 displays the results ob-
tained.
The result shows that the maturity effect of refinancing risk varies

in the cross-section of firms sorted on the basis of their cash flows. As
the results reported in Column (1) shows, the coefficient estimate on
the interaction termMaturing/LT× Low Cash Flow is positive and sta-
tistically significant at the 1% level. This suggests thatmaturing long-
term debt is associated with an increase in the maturity of newly is-
sued loans for firms with low cash flows. This result is consistent
with the finding of Choi et al. (2013) that low-cash-flow firms dis-
perse the maturity structure of their debt. A number of scenarios
could explain this result. One plausible explanation is that the neg-
ative or near-zero cash flows these firms maintain leaves them with
insufficient funds for debt service. In this situation, choosing shorter
maturities would mean, as debt retires at a higher frequency, magni-
fying the refinancing costs and risk that they already face. This can
explain why they choose longer maturities.
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Table 6. Refinancing Risk: Firm’s Internal Financial Constraints

This table reports results from models probing whether the effect of refinancing risk varies
across firms classified by the internal financial constraints they face. The dependent variable,
Maturity, is the maturity of new loans measured in months. The main independent variable
of interest, Maturing/LT, is the proportion of maturing outstanding long-term debt scaled by
total long-term debt computed based on 2004 data. Low Cash Flow identifies firms with cash
flows in the lower tercile of the cash-flow distribution of all firms. Medium Cash Flow identi-
fies firms whose cash flows fall in the middle tercile of the cash-flow distribution of all firms.
High Cash Flow identifies firms with cash flows in the upper tercile of the cash-flow distribu-
tion. Cash flows are average cash flows scaled by total assets. For Column (1), cash flows are
measured in 2006 (average of Quarter 1 toQuarter 4). For Column (3), cash flows aremeasured
in 2005 (average of Quarter 1 to Quarter 4). In both columns, standard errors are clustered at
the firm level and heteroskedastically robust. The t-test of significance is ∗∗∗ significant at the
1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

Cash flows measured in Cash flows measured in
2006 (average of Q1 to Q4) 2005 (average of Q1 to Q4)

Coeff. S.E. Coeff. S.E.
[1] [2] [3] [4]

Maturing/LT× Low Cash Flow 25.288∗∗∗ (9.176) 29.558∗∗∗ (10.131)
Maturing/LT×Medium Cash Flow 8.518∗ (4.647) 7.026 (5.340)
Maturing/LT×High Cash Flow 5.869 (3.992) 3.557 (3.912)
Loan Size 2.784∗∗∗ (0.757) 2.793∗∗∗ (0.788)
Firm Size −1.830∗ (0.934) −2.090∗∗ (0.983)
Market-to-Book −1.349 (0.864) −1.276 (0.887)
Profitability 72.734∗∗ (30.130) 101.123∗∗∗ (34.126)
Leverage −0.649 (5.367) −3.608 (5.338)
Taxes −47.093 (52.163) −117.231 (73.639)
Rating 0.047 (0.195) 0.015 (0.200)
Utility Industry −13.258 (8.434) −14.302∗ (8.627)
Asset Maturity 0.026 (0.120) 0.042 (0.126)
[Asset Maturity]2 −0.001 (0.001) −0.001 (0.001)
Loan Type Dummy YES YES
Loan Purpose Dummy YES YES
Industry Dummy YES YES
Time Dummy YES YES
R2 0.338 0.338
N 1,205 1,180
H0: The impact of Maturing/LT on 0.092 0.042
Maturity is the same for Low
and Medium Cash Flow firms.
H0: The impact of Maturing/LT on 0.043 0.014
Maturity is the same for Low
and High Cash Flow firms.
H0: The impact of Maturing/LT on 0.648 0.576
Maturity is the same for Medium
and High Cash Flow firms.
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Another possible explanation can be derived from the finding of
Cleary et al. (2007). These authors argue that firms with negative
cash flows need to raise large funds not only to close a financing
gap, but also tomake a large investment that generates sufficient cash
flows to cove debt service for the creditors to bewilling to offer funds
in the first place. Higher debt ratios lower the firms’ debt capacity,
which in turn, exacerbates their refinancing risk even further. The
finding of a positive association is therefore consistent with the ar-
gument forwarded by Sun (2014) that firms borrow with longer ma-
turities to preserve their debt capacity.
One may, however, appeal to the finding of previous studies that

low-cash-flowfirmsmaintain cash reserves as a liquidity buffer (Bates
et al., 1958), and that firms use cash holdings to absorb rollover losses
(Harford et al., 2014), and argue that firms with low cash flows can
still borrow at shorter maturities. While these firms might make
such maturity decisions, it is, however, important to note that they
cannot do so without ultimately exposing themselves to refinancing
risk. The main reason is that, in the presence of maturing outstand-
ing debt, additional shorter maturities will drain internal savings for
those firms with negative or close to zero cash flows.
Another result presented inColumn (1) is that, while the estimated

coefficient of the interaction term Maturing/LT×Medium Cash Flow
is marginally significant, the estimated coefficient of the interaction
termMaturing/LT×High Cash Flow is not statistically distinguishable
from zero. This result suggests that maturing outstanding long-term
debt has no effect on the maturity of new loans issued by firms with
high cash flows. This is perhaps because the high cash flows that
firms maintain allows them to absorb any rollover losses. Conse-
quently, they may not seek longer-maturity debt.

To investigate whether the refinancing-risk effects differ among
these firms, the analysis next compares the estimated coefficients of
the three interaction terms. The bottom of Table 6 reports p-values
associated with χ2 test statistic. As one can note from the reported
results, the test rejects the null hypothesis of the equality of the co-
efficients on the interaction terms Maturing/LT× Low Cash Flow and
Maturing/LT×Medium Cash Flowwith a p-value of 0.09. The null hy-
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pothesis of the equality of the coefficients on the interaction terms
Maturing/LT × Low Cash Flow and Maturing/LT × High Cash Flow is
also rejected with a p-value of 0.04. In contrast, the test cannot reject
the null hypothesis of the equality of the estimated coefficients on the
interaction termsMaturing/LT×Medium Cash Flow andMaturing/LT×
High Cash Flowwith a p-value of 0.65. On the basis of the comparabil-
ity tests of the interaction-term coefficients, one would conclude that
the effect is more pronounced for low-cash-flow firms while the ma-
turity effect of refinancing risk is very similar for firms with medium
and high cash flows.

To gauge the performance of the cash flows measured based on
2006 data as an identification tool, Column (3) repeats the analysis
by splitting the firms in the sample on the basis of their average quar-
terly cash flows scaled by total assets measured in 2005 (Quarter 1 to
Quarter 4). As can be seen from the reported results, the estimated
coefficient on Maturing/LT × Low Cash Flow continues to be highly
significant, whereas the coefficient onMaturing/LT×High Cash Flow
remains insignificant. The only change is that the interaction term
Maturing/LT×Medium Cash Flow has now a statistically insignificant
coefficient. The p-values associatedwith the test of the equality of the
coefficients reported at the bottom of Table 6 also show that the test
continues to reject the null hypothesis that the coefficient on the in-
teraction termMaturing/LT× Low Cash Flow is comparable with that
onMaturing/LT×Medium Cash Flow. Again, the test fails to reject the
null hypothesis of the equality of the coefficients on Maturing/LT×
Medium Cash Flow and Maturing/LT×High Cash Flow.

6 refinancing risk: lending relationship with creditors

An emerging body of literature on relationship lending emphasizes
the importance of bank–firm relationships as an important credit-
constraint alleviating factor, especially during crises. Therefore, this
section investigateswhether building lending relationshipswith cred-
itors benefits firms with refinancing risk by offering longer maturi-
ties during periods of financial crises. Such analysis requires dis-
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tinguishing among loan facilities based on the existence of a firm’s
lending relationship with creditors. In the literature on relationship
lending, firms’ repeated interactions with their previous lenders are
commonly used as a sorting device (see, e.g., Dahiya et al., 2003;
Bharath et al., 2007, 2011; Gopalan et al., 2011). Following this lit-
erature, the current analysis uses previous firm–lender interactions
to split the loan facilities in the sample into relationship and non-
relationship loans. The analysis is then performed by running split-
sample regression—i.e., regressing a loanmaturity equation for each
group separately. Table 7 reports the regression results.
From the results reported in Column (1), the regression coefficient

for the relationship between Maturing/LT and the maturity of new
loans is significant (at the 1% level) within the sample of relationship
loans. This significant relationship continues to hold when alterna-
tive measure Maturing/AT is used, as shown in Column (2). The last
two columns of Table 7 repeat the same exercise using the sample
of nonrelationship loan facilities. In contrast to the results reported
in the first three columns, Columns (4) and (5) show that the esti-
mated coefficients on Maturing/LT and Maturing/AT are not statisti-
cally distinct from zero. The result that an increase in refinancing risk
is associated with an increase in the maturity of the loans obtained
from relationship lenders is consistent with the view that relation-
ship lenders help their borrowers in crisis times.
To examine whether the effect is significantly greater in the sam-

ple of relationship loans, the analysis compares the estimated co-
efficients of Maturing/LT and Maturing/AT within relationship and
nonrelationship loans. The bottom of Table 7 reports p-values cor-
responding to the z test statistic for the difference between the two
regression coefficients. While refinancing risk has a significant ef-
fect on loan maturity within the sample of relationship loans, the
test however cannot reject the null hypothesis of the equality of the
coefficients on refinancing risk within the samples of relationship
and nonrelationship loans. Thus, one could not conclude that the
refinancing-risk effect is significant.
A standard result in the relationship-lending literature is that firms

who use one bank tend to have stronger relationships than do firms
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Table 7. Refinancing Risk: Lending Relationship with Creditors

Maturity is the dependent variable. The independent variables are Maturing/LT and
Maturing/AT. Weak Relation, Medium Relation and Strong Relationship identify facilities
obtained from lenders with whom the borrowers have lending relationships that fall in
the lower, middle and upper terciles of the distribution of lending interactions of all firms,
respectively. Columns (1)–(3) present results obtained from the sample of relationship loans.
Columns (4) and (5) report results from nonrelationship loans. In addition to the reported
variables, the regressions also control for taxes, rating, utility industry, asset maturity and
square of asset maturity. In all columns, standard errors (in parentheses) are clustered at the
firm level and are heteroskedastically robust. The t-test of significance is ∗∗∗ significant at the
1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

Relationship loan Nonrelationship loan

[1] [2] [3] [4] [5]

Maturing/LT 9.411∗∗∗ 5.492
(3.40) (6.23)

Maturing/AT 34.909∗∗∗ 36.396
(9.28) (27.02)

Maturing/LT×Weak Relation 16.354∗∗∗

(5.62)
Maturing/LT×Medium Relation 9.012

(5.91)
Maturing/LT× Strong Relationship 4.849

(4.66)
Loan Size 3.060∗∗∗ 2.898∗∗∗ 3.041∗∗∗ 1.946 1.901

(0.83) (0.82) (0.83) (1.26) (1.25)
Firm Size −2.083∗∗ −1.928∗∗ −2.091∗∗ −1.887 −1.841

(0.95) (0.93) (0.95) (1.80) (1.80)
Market-to-Book −2.907∗∗ −2.663∗∗ −2.830∗∗ −2.745 −2.755

(1.18) (1.16) (1.18) (2.23) (2.22)
Profitability 150.667∗∗∗ 140.576∗∗∗ 151.466∗∗∗ 88.595∗ 86.712

(51.24) (50.77) (51.48) (52.41) (52.69)
Leverage −0.768 −2.959 −1.390 −6.067 −8.576

(5.67) (5.57) (5.62) (9.33) (9.39)
Loan Type Dummy YES YES YES YES YES
Loan Purpose Dummy YES YES YES YES YES
Industry Dummy YES YES YES YES YES
Time Dummy YES YES YES YES YES
R2 0.485 0.490 0.486 0.279 0.282
N 656 656 656 432 432
H0: The impact of Maturing/LT on 0.547
Maturity is the same in Columns (1) and (4).
H0: The impact of Maturing/AT on Maturity 0.954
is the same in Columns (2) and (5).
H0: The impact of Maturing/LT on Maturity is 0.372
the same for Weak Relation andMedium Relation.
H0: The impact of Maturing/LT on Maturity is 0.101
the same for Weak and Strong Relationship.
H0: The impact ofMaturing/LT on Maturity is 0.542
the same for Medium and Strong Relationship.
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relying on multiple banks (see, e.g., Detragiache et al., 2000; Farinha
and Santos, 2002). Accordingly, a further analysis is performed to
investigate whether the maturity effect of refinancing risk varies be-
tweenfirmswith different degrees of lending relationshipswith cred-
itors. To this end, three dummy variables are constructed based on
the number of repeated firm–lender interactions: Weak Relation iden-
tifies loan facilities for which the borrowers’ lending relationships
with creditors fall in the lower tercile of the distribution of all firm’s
lending interactions. Medium Relation identifies facilities obtained
from lenders with whom the borrowers have lending relationships
that fall in the middle tercile. Strong Relationship identifies loan fa-
cilities that firms have received from lenders with whom they have
lending relationships that fall in the upper tercile of the distribu-
tion of lending interactions for all firms. These dummy variables are
allowed to interact with the maturing portion of outstanding long-
term debt to create three interaction terms, which are used to replace
Refinancing Risk f ,t ×Group(g) in Equation (4).

The results from running such a regressionmodel are displayed in
Column (3) of Table 7. As can be seen from the reported results, while
the estimated coefficients on Maturing/LT×Weak Relation is statisti-
cally significant, the interaction termMaturing/LT×Medium Relation
and Maturing/LT × Strong Relationship are insignificantly estimated.
This result is unexpected. The test reported at the bottom of Table
7 however cannot reject the null hypothesis of equal coefficients on
the three interaction terms. Thus, one cannot conclude that the effect
is significantly more pronounced in loan facilities in which the firms
have weak relationships with the creditors.

7 additional robustness check

So far, this analysis has conducted robustness checks of the baseline
results to an alternative measure of refinancing risk and an alterna-
tive interpretation. Nevertheless, there may still exist some potential
concerns related to sample selection and estimation specification. To
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address these concerns, this section reports two additional robust-
ness checks.

7.1 Sample-Selection Bias

One of the potential concerns with the analysis in this article is re-
lated to the problem of sample-selection bias. The problem is that
information on loan facilities is observed only for those firms that
obtain loans during the crisis; it is not observed for firms that ob-
tain loans during precrisis periods and not during the financial crisis.
Some firms that obtain loans during precrisis periods may be credit
rationed (even if they would like to borrow) and are excluded from
participating in the credit markets during the financial crisis. This
type of selection might bias the conclusion if those firms that would
normally take short-term loans—perhaps because they are informa-
tionally opaque and, hence, need to be closely monitored—are the
ones that are credit rationed. More precisely, such selection may put
an upward pressure on the effect of refinancing on the maturity of
loans.

To address this concern, this article follows Almeida et al. (2012)
and uses matching-estimation approaches developed in the litera-
ture to mitigate this type of selection bias due to observables. To
this end, firms’ potential for exposure to refinancing risk based on
the maturing portion of outstanding long-term debt is used to sort
firms into treated and untreated groups. Matching then involves iden-
tifying control firms (i.e., firms that do not have a large fraction of
maturing long-term debt and, hence, do not need to roll over ma-
turing debt) from the untreated groups that best match the treated
firm (i.e., firms that have a large fraction of maturing long-term debt
and, hence, have more potential for refinancing risk). This method
allows comparison of firms that are identical in all aspects except for
the portion of maturing outstanding long-term debt. Thus, any dif-
ference in the maturity of new loans between the two most-closely
matched groups can be attributed to the effect of refinancing risk.
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Table 8. Robustness Check of Sample-Selection Bias: Evidence
fromMahalanobis Matching

This table reports results from the Mahalanobis-matching technique. The dependent variable
is Maturity, measured in months. Panel A sorts firms into the treated group whose matur-
ing outstanding long-term debt out of total long-term debt, measured in 2004, is greater than
10%. In Panel B, the treated firms are defined as those for which the maturing portion of
outstanding long-term debt, measured in 2004, is greater than 20%. The nearest neighbor es-
timator calculates the difference in loan maturity between each treated loan and n untreated
loans that have the closest Mahalanobis distance. ATT denotes the average treatment on the
treated. The t-test of significance is ∗∗∗ significant at the 1% level, ∗∗ significant at the 5% level
and ∗ significant at the 10% level.

Treated obs. Untreated obs. ATT
Coeff. S.E.

[1] [2] [3]

Panel A: Treated ifMaturing/LT > 10%
One to one 425 847 6.33∗∗∗ (1.66)
Nearest neighbors (n = 10) 425 847 6.33∗∗∗ (1.66)
Nearest neighbors (n = 50) 425 847 6.33∗∗∗ (1.77)

Panel B: Treated ifMaturing/LT > 20%
One-to-one 206 1, 066 6.55∗∗∗ (1.89)
Nearest neighbors (n = 10) 206 1, 066 6.55∗∗∗ (2.32)
Nearest neighbors (n = 50) 206 1, 066 6.55∗∗∗ (2.43)

To identify control firms, this study employs theMahalanobismatch-
ing technique described by Cochran and Rubin (1973) and Rubin
(1980). In this covariate-based matching method, control firms are
selected on the basis of their Mahalanobis-distance metric from the
treated firms. A number of loan and firm characteristics are used to
match firms in the two groups. These include loan size, firm size,
profitability, market to book, leverage, credit rating, taxes and asset
maturity. The study uses the nearest neighbor matching estimator to
implement the matching techniques. This estimator calculates the
difference in the maturity of new loans between the two groups for
which the Mahalanobis-distance matrix is minimal. The matching
results are displayed in Table 8.
In Panel A, the treated firms are defined as those for which the

maturing portion of outstanding long-term debt is greater than 10%
while firms whose maturing long-term debt is less than 10% are con-
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sidered as untreated. As can be seen fromColumn (3), the one-to-one
estimator produces the average treatment effect on the treated (ATT)
of 6.3. Increasing the number of firms used as the control group (n)
does not affect the result. For example, for n = 10 and n = 50, the
nearest-neighbor estimator reports the ATT of 6.3. Panel B repeats
the same analysis by focusing on firms whose maturing outstanding
long-term debt out of total long-term debt is greater than 20%. As
can be seen from the table, the ATT for the one-to-one estimator is
6.6. For the nearest-neighbor estimator, the ATT is also 6.6 whether
n = 10 or n = 50. This matching analysis demonstrates that those
firms that have a large proportion ofmaturing long-termdebt during
the financial crisis obtain longer maturities than otherwise-similar
firms, except for the amount of long-term debt coming due. One
can thus conclude from this analysis that the baseline result survives
even after correcting for a sample-selection bias.

7.2 Bank Fixed Effect

Another potential concern is associated with the creditor-level het-
erogeneity in terms of the maturity of loans. Agency-based theo-
ries of corporate maturity choice suggest that creditors can use debt
maturity to control agency-related problems. The more the agency
conflicts between creditors and firms, the more creditors want to use
shorter maturities to control firms. Conversely, creditors having less
agency friction with firms may less urgently need shorter maturities
as a disciplining device. It is possible that such heterogeneity across
lenders may affect the maturity of the loans they offer. To check the
robustness of the baseline regression results to this variation, this
section reestimates the maturity regression model while controlling
for lender fixed effects through the use of lender dummies. Table 9
reports the results from this regression specification.

Inclusion of the lender-level fixed-effect dummydoes not affect the
estimated coefficients much when compared to the results reported
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in Table 2.4 As Column (1) displays, the estimated coefficient on
Maturing/LT is still statistically significant (at the 5% level). Column

4 Note that there are fewer observations in Table 9 than in Table 2 because of missing
information on the identity of some lenders. Hence, one cannot directly compare
the results reported in the two tables.

Table 9. Robustness Check: Bank Fixed Effect

This table presents coefficient estimates from regressions relating the maturing portion of out-
standing debt and the maturity of new loans obtained during the 2007–2009 financial crisis.
The dependent variable, Maturity, is the maturity of loans in months. The independent vari-
able of interest,Maturing/LT, is the proportion of maturing outstanding long-term debt scaled
by total long-term debt measured in year 2004. Column (1) reports the coefficient estimates
obtained from a regression that includes the lender-fixed-effect dummy and clusters the stan-
dard errors at the firm level. Column (2) presents results obtained from a regression that
clusters standard errors at the firm and lender level. Column (3) reports results obtained from
a regression that includes the lender-fixed-effect dummy and clusters the standard errors at
the firm and lender level. Definitions of the remaining variables are provided in the appendix.
In all columns, standard errors are heteroskedastically robust. The t-test of significance is ∗∗∗
significant at the 1% level, ∗∗ significant at the 5% level and ∗ significant at the 10% level.

Maturity

Lender FE
Clust. by lender

and firm
Lender FE, clust. by
firm and lender

Coeff. S.E. Coeff. S.E. Coeff. S.E.
[1] [2] [3]

Maturing/LT 8.623∗∗ (3.58) 8.324∗∗ (3.41) 8.623∗∗ (3.49)
Loan Size 3.324∗∗∗ (0.68) 2.769∗∗∗ (0.72) 3.324∗∗∗ (0.63)
Firm Size −2.194∗∗ (0.93) −1.775∗ (0.98) −2.194∗ (1.13)
Market-to-Book −1.265 (0.88) −1.684∗ (0.99) −1.265 (1.11)
Profitability 108.299∗∗∗ (33.39) 83.253∗∗∗ (28.00) 108.299∗∗∗ (28.16)
Leverage −3.347 (4.73) −1.706 (5.18) −3.347 (4.52)
Taxes −32.638 (70.45) −54.439 (48.24) −32.638 (62.48)
Rating 0.091 (0.18) 0.048 (0.18) 0.091 (0.15)
Utility Industry 0.942 (3.97) −11.550 (9.29) 0.942 (3.84)
Asset Maturity 0.023 (0.12) 0.039 (0.12) 0.023 (0.11)
[Asset Maturity]2 −0.001 (0.00) −0.001 (0.00) −0.001 (0.00)
Loan Type Dummy YES YES YES
Loan Purpose Dummy YES YES YES
Industry Dummy YES YES YES
Time Dummy YES YES YES
Lender Fixed Effect YES No YES
R2 0.604 0.331 0.604
N 1,269 1,269 1,269
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(2) presents results from a regression specification that clusters stan-
dard errors at the firm and lender levels. As the result shows, such
clustering does not make the coefficient estimate of Maturing/LT sta-
tistically less significant. Column (3) estimates a regression that in-
cludes the lender-level fixed-effect dummy and clusters the standard
errors by firm and lender, and obtains similar results. Evidently, the
baseline regression result is robust to this alternative specification.

8 concluding remarks

This study explores whether refinancing risk is an important deter-
minant of debt-maturity choice. To do so, the analysis in this paper
investigates how firms with a potential for exposure to refinancing
risk choose the maturity of new loans they obtain during the 2007–
2009 financial crisis. To address concerns related to endogeneity,
firms’ exposure to refinancing risk is predetermined using the ma-
turity profile of long-term debt outstanding in year 2004 and that
comes due during the financial crisis. The evidence shows that an
increase in the amount of maturing outstanding long-term debt is
associated with new loans of longer maturities. This result is con-
sistent with theories that promote the view that, in the presence of
refinancing risk, firms choose longer maturities because longer ma-
turities help to mitigate refinancing-risk exposure.

The maturity effect of refinancing risk is stronger for firms with
speculative-grade credit ratings. This result can be understood in
the context of recent evidence that firmswith limited access to public
debt markets are more exposed to negative credit-supply shocks. Ex-
pectedly, this encourages speculative-grade firms to extend the ma-
turity of their debt. Consistent with the view that firms with limited
internally generated funds are more likely to be exposed to more re-
financing losses because their debt is more risky, the effect is more
pronounced for firms that maintain low cash flows. Furthermore,
there is also evidence that firms with refinancing risk obtain longer
maturities from their relationship lenders.
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While the result is robust to an alternative measure of refinancing
risk, an estimation technique that accounts for sample-selection bias
and alternative specifications, one caveat of this study is that firms’
equity issues are omitted from the analysis. Thus, one direction of
future research is to investigate the sensitivity of the baseline result to
equity choices. Reestimating the analysis in this paper using public
debt, which has larger maturity than bank loans used in this study,
also appears promising.
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Appendix: Variable Definitions

Table 10. Variable Definitions
Variable Definition

Maturing/LT The ratio of long-term debt that becomes due in one, two, three, four and
five year scaled by total long-term debt based on data in 2003.

Maturing/AT The ratio of long-term debt that becomes due in one, two, three, four and
five year scaled by total assets based on data in 2003.

Maturity The number of months from facility start date to facility end date
Loan Size The natural logarithm of loan facility amount in million
Term Loan A dummy variable taking the value one if the loan type is term loan
Revolver A dummy variable taking the value one if the loan type is revolver
364-Day Facility A dummy variable taking the value one if the loan type is 364-day facility
Other Type A dummy variable taking the value one if the loan type is other
Corporate Purpose A dummy variable taking the value one if the loan purpose is corporate

purpose
Working Capital A dummy variable taking the value one if the loan purpose is working

capital
Takeover A dummy variable taking the value one if the if loan purpose is for

takeover
Debt Repay A dummy variable taking the value one if the loan purpose is for debt

repayment
Other Purpose A dummy variable taking the value one if the loan purpose is for others
Relationship A dummy taking the value one if the loan is issued by relationship lender
Weak Relation A dummy taking the value one facilities for which the borrowers lending

relationships with creditors fall in the lower tercile of the distribution of
all firm’s lending interactions

Medium Relation A dummy taking the value one facilities for which the borrowers lending
relationships with creditors fall in the middle tercile of the distribution of
all firm’s lending interactions

Strong Relationship A dummy taking the value one facilities for which the borrowers lending
relationships with creditors fall in the upper tercile of the distribution of
all firm’s lending interactions

Firm Size The natural logarithm of the book value of total assets
Profitability The ratio of earnings before interest, taxes, depreciation and amortization

to the book value of total assets
Leverage The ratio of total debt (which is the sum of debt in current liability and

long-term debt) to the book value of total assets
Market-to-Book The ratio of book value of total asset minus book value of equity plus

market value of equity to book value of total asset
Rating A dummy variable taking the value one if the firm has standard and

poor’s long-term issuer rating
(Continued on next page)
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Table 21. Variable Definitions (Continued)
Variable Definition

IG Rating A dummy variable taking the value one if the firm’s S&P credit rating is
"BBB-" or above

SG Rating A dummy variable taking the value one if the firm’s S&P credit rating is
"BB+" or below

Utility Industry Adummyvariable taking the value one if the firm is in the utility industry
Asset Maturity The ratio of net property, plant, and equipment to depreciation expenses
Cash Flow The ratio of quarterly cash flows to the book value of total assets
Low Cash Flow A dummy variable taking the value one for firms whose cash flows fall in

the lower tercile of the cash flow distribution of all firms
Medium Cash Flow A dummy variable taking the value one for firms whose cash flows fall in

the middle tercile of the cash flow distribution of all firms
High Cash Flow A dummy variable taking the value one for firms whose cash flows fall in

the upper tercile of the cash flow distribution
Taxes The ratio of total tax payment scaled by total assets
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Essay Two





3
Syndicated Lending: The

Role of Relationships for the
Retained Share

1 introduction

Syndicated lending arrangements have become a major source of ex-
ternal corporate finance (Dennis and Mullineaux, 2000; Chui et al.,
2010). An interesting element of such a multilender financing ar-
rangement is that it involves aspects of relationship lending. That
is, lead arrangers often have lending relationships with the firms
(Bharath et al., 2007; Gadanecza et al., 2012; Akiyoshi and Minami-
hashi, 2014), while syndicate participants essentially engage in an
arm’s-length transaction. Through this relationship, lead arrangers
can learn the firm’s inside information that may be unavailable to
the other lenders. However, such access to a firm’s soft informa-
tion has raised concerns about whether the information asymmetry
creates arranger–participant agency conflicts (Jones et al., 2005; Pa-
nyagometh and Roberts, 2010; Gadanecza et al., 2012). The literature
predicts that the role of relationships in fostering the lead arranger’s
particular behavior has consequences for the share it retains in the
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loan. The literature’s prediction on the impact of lending relation-
ships on the retained share is less clear.
The predictions are associatedwith the tasks of screening andmon-

itoring firms, which traditionally occupy a central position in the the-
ory of financial intermediation (see, e.g., Townsend, 1979; Campbell
and Kracaw, 1980; Diamond, 1984; Williamson, 1987). With regard
to this, syndicated lending may be viewed as a special contractual ar-
rangement mainly in the sense that these tasks are delegated to lead
arrangers instead of being executed by members of a syndicate as a
team. A very classic benefit of the delegation of such activities is that
of avoiding the duplication of costs and free-riding associated with
multiple creditors (Holmstrom, 1982; Diamond, 1984; Krasa and Vil-
lamil, 1992; Welch and Bris, 2005). Coupling syndication, in which
the lead arrangers retain less than 100% of the claim on the loan,
with delegation may, however, erode the lead arranger’s incentive to
efficiently perform the tasks in accordance with participants’ best in-
terests. To limit such a dilution of incentives—i.e., a potential drift to-
ward a diverging interest in pursuit of private benefits—participants
request the lead arranger to contribute a larger share than the lead
arranger would otherwise prefer to hold for optimal risk diversifica-
tion.
One prediction emphasizes the role of relationships as fostering

commitment to monitoring, which enables lead arrangers to hold a
smaller share. The argument here is that firms require some level of
monitoring for the information-compatibility constraints to be satis-
fied (Diamond, 1984;Dye, 1986;Demski and Sappington, 1987; Baliga,
1999). Monitoring borrowers, however, involves nonzero costs, sug-
gesting that the lead arrangers’ monitoring quality is a function of
costly investmentsmade inmonitoring. As a delegatedmonitor, lead
arrangers bear the entiremonitoring costs while only a fraction of the
monitoring benefits accrue to them. The reduction of the benefit is
not unproblematic andmay encourage shirking. Hence, for a lead ar-
ranger to choose an optimalmonitoring effort in away that is socially
beneficial to syndicate members, monitoring must be cheap. By low-
ering the costs of producingfirm-specific information (Haubrich, 1989;
Petersen, 1999; Boot, 2000), lending relationships enhance monitor-
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ing efforts. With increased monitoring activities and the accompa-
nying amelioration of agency conflicts, participants are encouraged
to buy more of the loan.

A competing prediction in the banking literature emphasizes the
perspective that relationships facilitate lead arrangers’ exploitation
of syndicate participants (e.g., Sharpe, 1990; Rajan, 1992; Schenone,
2010). In the context of syndicated lending, one could argue that lead
arrangers may pursue self-interest in their syndication activities, per-
haps because they have outstanding loans with the firm or they care
about long-term business relationships. As such, the risk of exploita-
tion becomes high in syndicate arrangements inwhich informational
discrepancies betweenmembers are greater. The dissemination of an
information memorandum—which contains details about the bor-
rower and the transaction—during the syndication processmay thus
be construed as the lead arranger’s attempt to remove the discrepan-
cies. However, one cannot expect lead arrangers to divulge the en-
tire soft information about their borrowers simply because it could
invite a profit-dissipating competition that affects their ability to cap-
ture firms in long-term relationships and extract the associated rela-
tionship rent (Von Thadden, 1995; Boot and Thakor, 2000; Schenone,
2010). With less information about the firm, participants are unwill-
ing to buy more of the loan, as they rationally anticipate that lead ar-
rangers may take advantage of their information superiority by syn-
dicating out low-quality loans.

This paper’s objective is to help resolve these conflicting hypothe-
ses by empirically examining the association between a lead arranger’s
relationship with a firm and its retained share in the loan to that
firm. These competing views, however, may not be mutually exclu-
sive, and the agency-conflict-reducing and information-exploitation-
facilitating features of a lending relationship could operate simulta-
neously. In this case, the result could be interpreted that one fea-
ture of a lending relationship is more important than the other. The
analysis is conducted using syndicated loans made to nonfinancial
U.S. firms. Following the argument maintained in the theoretical lit-
erature that relationships emanate from repeated interactions, the
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present studymeasures lending relationships by tracking the history
of lending interactions between lead arrangers and their borrowers.
The analysis shows that relationships are negatively and signifi-

cantly related to the share retained by lead arrangers. This negative
empirical association suggests that lead arrangers retain a smaller
share when syndicated loans are made to firms with whom they
have a prior relationship. Therefore, it can be argued that partic-
ipants believe the agency-problem-alleviating feature of a lending
relationship outweighs the information-exploitation-facilitating as-
pect. As such, they do not require relationship lead arrangers to hold
a substantial fraction of financial stakes to fend off the temptation to
become lenient in their screening and monitoring tasks. The reduc-
tion in the retained share is also economically nonnegligible. A prior
lending relationship reduces the retained share by 8.1%.
The analysis further provides new evidence that the reduction in

the retained share is more pronounced in syndicated arrangements
headed by lead arrangers whose reputation lies at the bottom of the
lead arrangers’ reputation spectrum. The variation of the impact of
lending relationships on the retained share with a lead arranger’s
reputation can be understood in light of the theory of corporate rep-
utation advanced by Diamond (1989, 1991), Schaffer (1989), Hirsh-
leifer and Thakor (1992) and Chemmanur and Fulghieri (1994). In
the context of syndicated lending, the implication of this literature
is that lead arrangers seeking to maintain their reputation restrain
themselves from skimping on screening and monitoring. Such self-
restraining behavior makes the importance of relationships less rel-
evant. This finding is reinforced by the fact that the reduction of the
retained share is stronger for small lead arrangers.
Further analysis shows that the effect of lending relationships on

the retained share is not limited to certain syndicated contract ar-
rangementswith a particular class of borrowers. That is, the negative
retained-share effect is at work irrespective of how borrowing firms
are grouped—i.e., whether they are sorted into opaque–transparent,
small–large, or speculative–nonspeculative groups. Of particular in-
terest is a reduction in the retained share in loans made to infor-
mationally opaque firms, small firms, and firms with low ratings.
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This is interesting simply because these are classes of firms for which
monitoring is expected to be intensive, and, hence, at greater risk for
agency problems. While the result does not provide evidence that
the effect is stronger in loans made to some class of borrowers than
the others, the analysis does, however, document that the effect of
lending relationships on the retained share is more pronounced in
loan contracts that include covenants than those that do not.

The results of this analysis are subjected to different robustness
checks to address some potential concerns. One concern is related to
endogeneity, which could stem from the possible nonrandommatch
between a lead arranger and a borrowing firm. Onemight argue that
the endogeneity problem confounds the effect of lending relation-
ships and results in erroneous conclusions. To check this estimation-
related concern, the present study employees two estimation meth-
ods. Using Mahalanobis and propensity-score matching methods
(Rubin, 1973, 1980; RosenbaumandRubin, 1983;Heckman et al., 1997,
1998), this paper presents results that are qualitatively comparable to
estimates from ordinary least squares (OLS) regressions. Addition-
ally, working with binary endogenous treatment models (Heckman,
1978; Maddala, 1983; Wooldridge, 2002), the result is also robust to
the control of unobservable (and observable) factors that could affect
lead-arranger–borrower relationship formation. With these robust-
ness results, the endogeneity problems appear less important.

However, other concernsmay still stem from the procedure adopted
to construct a relationship measure. One concern is related to the
presence ofmultiple lead arrangers in a syndicated loan, whichwould
increase the likelihood of the loan being organized by a relationship
lead arranger. By estimating the effect of lending relationships on
the retained share in a sample of facilities arranged by a single lead
arranger, this paper observes that the previous results continue to
hold.

With the above results, the present study contributes to a recently
growing literature that investigates the impact of lending relation-
ships in syndicated financing arrangements. Often the focus of these
empirical studies is to examine the impact of lending relationships
on syndicated contract terms. Some of this literature establishes a
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positive association between lending relationships and loan amount
(e.g., Bharath et al., 2011), suggesting that previously built lending re-
lationships enable firms to obtain a large loan amount. Other studies
establish a negative link between relationships and syndicated loan
pricing (e.g., Bharath et al., 2011; Alexandre et al., 2014), suggesting
that building relationships with lenders helps firms obtain less ex-
pensive loans. The present study departs from this literature by in-
vestigating how lending relationships affect the retained-share as-
pect of the syndicated loan structure. The analysis adds to the above
mentioned literature by showing that establishing relationshipswith
firms enable lead arrangers to retain a smaller share in loans to one
firm.

2 theoretical arguments and empirical predictions

2.1 Why Syndicate Loans?

The theoretical perspectives in the finance literature offer an array
of rationales for loan syndication. One popular rationale behind the
formation of an intercreditor lending alliance may be called the risk-
exposure-diversification rationale. This rationale emphasizes the risk-
sharingmotive as the explanation for lenders’ involvement in cooper-
ative teams (Wilson, 1968;Amershi and Stoeckenius, 1983; Chowdhry
and Nanda, 1983; Schure et al., 2005). This motive emerges when
a creditor’s internal prudential lending model restrains the lender’s
willingness to take up the entire amount of the loan. In such situa-
tions, syndication can endogenously arise as an intercreditors’ club
in which a loan is allotted among the syndicate members. By permit-
ting the division of risks associated with a loan, syndication enables
lenders that have inadequate risk tolerance to reduce their exposure
to the risks. Empirically, this risk-sharing-based argument appears
to explain the formation of a syndicate (see, e.g., Lockett andWright,
2001; Brander et al., 2002, in the context of venture capital).
Another rationale for lenders to come together may be called the

capital-adequacy-requirement rationale. This argument holds that a lender
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is unable to take up the entire amount of a particular loan. Con-
straints could arise when the size of a loan exceeds the amount a
single lender is able to provide (Nitani and Riding, 2013). Thus capi-
tal constraints can foster lenders’ interests in the establishment of an
intercreditor consortium through which they can raise the necessary
funds. Lenders could also be constrained by regulations that limit
the size of a loan a lender makes to a firm. In this situation, a syn-
dicate facilitates financing too large for a single lender. Empirically,
the capital-constraint-based perspective also appears to have wide
support (see, e.g., Simons, 1993; Jones et al., 2005).

The other rationale for the formation of a syndicated arrangement
may be called the specialization rationale. The literature argues that
lenders tend to specialize their activities based on the different func-
tions theyperform (Benston, 1994; Santos, 1998;Das andNanda, 1999).
Since large loans presumably involve the design of complex contrac-
tual terms, and perhaps also require joint monitoring of collateral
and covenants, syndication might thus be sought to bring together
lenders with the necessary expertise. Syndicate formation can thus
be attributed to the lead arranger’s desire to influence the mix of the
syndicate members’ skills and competencies. This can be justified
on efficiency grounds: The formation of a syndicate can offer an ar-
rangement in which lenders use their comparative advantages to en-
hance loan performance. Empirically, François and Missonier-Piera
(2007) provide evidence of how specialization affects the structure of
loan syndication by influencing coagent selection.

Expanding relationship networks can also provide another ratio-
nale for involvement in loan syndication. Involvement in syndicated
loans gives borrowing firms greater exposure to a large number of
lenders. One potential benefit from such exposure is that it enables
firms to establish multiple relationships that introduce competition
among lenders, thereby curbing rent extractions associated with a
single relationship lender (Von Thadden, 1995; Detragiache et al.,
2000; Gopalan et al., 2011b). From the standpoint of participating
lenders, studies show that young and inexperienced lenders partic-
ipate in syndicated loans to gain know-how transfer from experi-
enced lead arrangers (Tykvová, 2007). Involvement in syndicated
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lending would thus introduce these participants to new business ar-
eas and industrial sectors they may not otherwise enter due to a lack
of proper arranging know-how and expertise.

2.2 Syndication Process and Lead-Arranger Award Mechanisms

The process by which a borrower and a group of lenders enter into
a syndicated credit agreement is initiated in different ways (Allen,
1990; Esty, 2001). In most syndicated loan arrangements, the pro-
cess begins with the prospective borrowers, who use different mech-
anisms by which they award the leadership role. One such mecha-
nismmight be called competitive bidding—a process bywhich lenders
that possess the necessary execution competence in syndicated fi-
nance submit proposals. The borrower then awards the mandate of
organizing a syndicate to the lender (or lenders) with the most fa-
vorable terms. Another method of awarding the lead-arranger man-
date is negotiation, which is often used when the borrowers decide
to contact and appoint a particular lender or group of lenders. The
syndication process can also be initiated by the lead arrangers. In
either case, after receiving the mandate, the lead arranger will nego-
tiate with the borrower and enter into a preliminary agreement on
the contract terms.
The mandated lead arrangers can undertake the syndication ac-

tivities in different ways (Allen, 1990; Esty, 2001; Armstrong, 2003).
One way is to organize a syndicate on a fully underwritten basis. That
is, lead arrangers agree to provide the entire loan amount and sub-
sequently invite potential participating lenders to syndicate out the
loan. This form of syndication, however, involves a syndication risk
mainly in the sense that the lead arrangers will be compelled to keep
on their balance sheets the remaining loan amounts that are not fi-
nanced by the participants. Lead arrangers can also undertake the
syndication activity on a best-effort basis. That is, the lead arranger
agrees to finance a fraction of the loan and works to bring together
participants willing to fund the remainder of the loan.
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The composition of that group is influenced by the complexity in-
volved in the transaction and the underlying rationale for syndica-
tion. The available evidence shows that lead arrangers choose partic-
ipating lenders geographically close to the borrower when intensive
monitoring is required (Sufi, 2007). As the level of the required mon-
itoring becomes less intensive, lead arrangers increasingly include
foreign participants in the composition (Lim et al., 2014). Research
also shows that loan renegotiations and restructuring are common
features of private loan (e.g., bank loan) agreements (Roberts and
Sufi, 2009b), suggesting that this consideration may also influence
the number of participants. In this regard, one would expect lead ar-
rangers to choose a more dispersed syndicate (i.e., increase the num-
ber of participants) when they want to make renegotiation more dif-
ficult so as to reduce the borrower’s strategic default incentives (Gert-
ner and Scharfstein, 1991; Bolton and Scharfstein, 1996).

Aprior lending relationshipmay influence a borrowingfirm’s lead-
arranger choice. That is, a relationship may affect the lead-arranger
award mechanisms in that it may encourage (especially) troubled
borrowingfirms to appoint a lead arranger throughnegotiationswith
existing relational lenderswhomay share common interests with the
borrower and are likely to have strong incentives to shirk.1 This cre-
ates some concern for participants because, in a typical syndicated
loan arrangement, the lead arranger owes no fiduciary responsibili-
ties to the participants (Qu, 2000; Ryan, 2009).2 This concernmay also
be stoked further as participant lenders may not observe the lead ar-
ranger’s screening and monitoring activities, which is in line with

1 In fact, previous lending relationships can also confer competitive advantage on
relational lenders by enabling them to design specific transaction terms that are
appropriate for the firm and also acceptable to participants. In this way, previous
lending relationships can help win the lead-arranger mandate and the substantial
compensation fees for organizing a syndicated loan (Gadanecz, 2004; Berg et al.,
2016).

2 Lead arrangers normally assume the role of an agent after syndicating out a loan.
Therefore, it follows that the lead arranger should owe fiduciary obligations to the
participants. But in a syndicated arrangement, the lead arranger often includes cer-
tain clauses that preclude the lead arranger from acting as a fiduciary to the partic-
ipant lenders.
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the imperfect monitoring model mentioned by Holmstrom (1979).
Since monitoring the monitor (i.e., the lead arranger) cannot be done
at zero cost, no individual syndicate member would be prepared to
bear monitoring costs to conduct the monitoring. It is also hard to
expect the formation of an ad hoc committee to monitor the monitor
because of the well-established serious coordination and motivation
problems associated with team formation.

2.3 Lead Arrangers’ Retained Share

The syndication literature (see, e.g., Jones et al., 2005; Sufi, 2007; Pa-
nyagometh and Roberts, 2010) portrays a lead arranger’s shirking
behavior as stemming from insufficient internal motivating factors.
This literature thus maintains that a lead arranger’s retained share
serves as an incentive for contract compliance and suggests that syn-
dicates should be structured such that the lead arranger retains a
share in the loan. Such structure is expected to be dictated to a great
extent by the participants’ level of concern, which stems largely from
information asymmetries.
The above perspective is in the spirit of the informed–uninformed-

investor theory advanced by Leland and Pyle (1977). In the context
of syndicated lending, this literature implies that relatively informed
lead arrangers should retain a share in the loan to alleviate agency
concerns and thereby encourage participants to join the syndicate.
Retaining an especially large share can initiate a contractually in-
duced self-deterring incentive on the part of those lead arrangers
who might otherwise be predisposed to wrongdoing with respect
to screening and monitoring. This follows primarily because the in-
creased retained share also increases the cost of shirking borne by
the lead arranger. In essence, a retained share can serve as a lead ar-
ranger’s signaling instrument that the lead arranger’s incentives are
aligned with those of the participating lenders. A conclusion from
this discussion is that participants can use the share retained by lead
arranger to control the lead arranger’s shirking motives.
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One would expect that when the agency-conflict-moderating fea-
ture of a lending relationship predominates, syndicated arrangements
headed by lead arrangers who have lending relationships with the
firm should be more attractive to participants. Such an aspect of a
lending relationship dictates against requiring lead arrangers to hold
a large financial stake in the loan. Onewould thus expect to observe a
negative empirical link between the share retained by lead arrangers
and their lending relationship with the firm. In contrast, when the
information-exploitation-facilitating aspect of a lending relationship
outweighs other features, syndicated-loan arrangements whose lead
arrangers have lending relationships with the borrowers should be
less attractive to potential participants. With the increased wrong-
doing implied by this aspect of a lending relationship, participants
would respond by requiring the lead arranger to take on a larger frac-
tion of the loan. This suggests a positive empirical association be-
tween lending relationships and the retained share. In essence, the
impact of lending relationships on the retained share depends on the
relative feature balance of the lending relationship in the syndicated-
loan market.

2.4 Lead Arrangers’ Reputation

The syndication literature (see, e.g., Sufi, 2007; Ivashina, 2009; Cai,
2010) also argues that a lead arranger’s reputation serves as a non-
contractual device to deter lead arrangers’ opportunistic wrongdo-
ings. As such, a lead arranger’s reputation certifies to potential par-
ticipants that the lead arranger is credible in implementing mech-
anisms that attenuate conflicts of interest that may impact partici-
pants. This argument is consistent with the evidence that lead ar-
rangers’ reputation is significantly associatedwith improvedborrower
performance subsequent to loan syndication (Ross, 2010; Bushman
and Wittenberg-Moerman, 2012).

There are several good reasons why reputational concerns could
induce lead arrangers not to shirk. One explanation is related to
the fact that the syndicated-loan market involves considerable reci-
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procity (Cai, 2010). That is, it is highly probable for the lead arranger
of a current syndicated loan to be involved as a participant in future
syndicated loans arranged by its current participants. This reciprocal
arrangement could create a two-way disciplining process by which
participants can credibly threat to punish those lead arrangers with
bad reputations by not inviting them to loans they arrange. In antici-
pation of the loss of rents associatedwith participating in syndicated
loans, lead arrangers would refrain from taking actions that impair
their reputation.
The other explanation is likely associated with the very fact that

loan syndication is a team-lending activity: The success of a syn-
dicate is closely tied to the existence of stable interlender networks
(Champagne and Kryzanowski, 2007; Godlewski et al., 2012). The
literature contends that maintaining the stability of the intercreditor
network depends on lenders’ reputation in financial markets (Pich-
ler and Wilhelm, 2001). This suggests that events that damage a
lead arranger’s reputation—such as the borrowing firm declaring
bankruptcy (Gopalan et al., 2011a) and corporate fraud (Wang et al.,
2010)—introduce instability to the intercreditor network. The con-
sequence may be reputational problems for lead arrangers, and, as a
result, with a fractured lead–participant past alliancemay experience
difficulty in finding new lenders willing to participate in subsequent
syndicates organized by the same lead arranger. In essence, consid-
erations about preserving previous lead–participant alliances offer
lead arrangers self-disciplining incentives to keep their reputation
untarnished.
The literature, however, maintains that reputation has a thresh-

old mainly in the sense that reputational concerns have effects for
lenders with greater reputation (Chemmanur and Fulghieri, 1994;
Ordoñez, 2013; Chaudhry and Kleimeier, 2013). It therefore follows
that reputational concerns should present strongmotivational incen-
tives for lead arrangers who have reputation at the very top of the
lead arrangers’ reputational spectrum. Since more reputable lead ar-
rangers have a high reputational stake attached to the performance
of the syndicated loans, a loss of reputation has a substantial effect on
them. One would thus expect considerations of losing reputation to
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motivate reputable lead arrangers to commit to due diligent screen-
ing and more intensive monitoring. Such commitment to avoid le-
nient behavior, in turn, facilitates loan syndication activities, as sup-
ported by empirical studies that suggesting that reputable lead ar-
rangers sell off more of their loans (Dennis and Mullineaux, 2000;
Sufi, 2007; Demiroglu and James, 2010) at low interest rates (Ivashina,
2009; Ross, 2010). The present study thus expects the lead arranger’s
reputation to weaken the empirical association between lending re-
lationships and the retained share.

2.5 Informationally Opaque and Transparent Firms

The literature argues that a firm’s information environment affects
the degree to which syndicate participants face agency problems.
Thewidespread perspective in the corporate-governance literature is
that firms with publicly available information are more likely to be
subjected to the scrutiny of outside investors (Shleifer and Vishny,
1997). One would thus expect participants to be exposed to fewer
agency problems in a sample of syndicate arrangements with trans-
parent firms. In contrast, opaque firms have only limited exposure to
outsiders’ scrutiny that might discipline the management because,
for firms with limited publicly available information, high transac-
tion and information costs makes monitoring by outsiders more dif-
ficult (Demsetz and Lehn, 1985). This may suggest that participants
aremore likely to face the classic agencyproblems identified by Jensen
and Meckling (1976) in a sample of syndicated arrangements with
opaque firms. Participants should therefore benefit more from lead
arrangers’ monitoring, which means that a firm’s information envi-
ronment influences the need to provide lead arrangers with moni-
toring incentives through the retained share.

Several previous studies have examined the degree to which the
availability of information (or lack thereof) about the borrower is an
important determinant of the retained-share aspect of the syndicated-
loan structure. The available evidence is broadly consistent with the
above theoretical predictions in that it documents a sharp difference
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between the retained share in a loan to opaque and transparent firms.
Some have found that the probability of syndicating a loan increases
as the borrower becomes informationally more transparent (Dennis
and Mullineaux, 2000; Jones et al., 2005; Panyagometh and Roberts,
2010). Others have found that lead arrangers retain a larger share
and form a more concentrated syndicate when the borrower is in-
formationally opaque (Bosch and Steffen, 2007; Sufi, 2007; Chaudhry
and Kleimeier, 2013). A plausible explanation behind these empir-
ical regularities would be that opacity exacerbates the participants’
incentive conflicts, which exist on both side of the loan contract.
The above literature thus shows that participants are clearly more

concerned with loans to opaque than transparent firms. But one
would expect participants not to require relationship lead arrangers
to retain a larger share, simply because they have already acquired
knowledge of the borrower, which reduces the necessarymonitoring
costs and thereby mitigates the risks of shirking. The literature, how-
ever, is less clear about whether relationships have similar or differ-
ential effects on the retained share in loans to opaque and transparent
firms.

2.6 Covenanted Loans

A large body of the corporate-finance literature show that, in a man-
ner consistent with the prediction of the theory of incomplete finan-
cial contracting, lenders impose covenants in loan contracts. Covenants
are restrictions incorporated into contracts designed to curb the bor-
rowers’ incentives to expropriate wealth from lenders by prohibiting
them from taking actions that facilitate the transfer of the lenders’
wealth (Jensen andMeckling, 1976; Smith andWarner, 1979). Any vi-
olation of the loan covenantsmay therefore suggest that the borrower
is not complying with the imposed restriction. In fact, a covenant
breach is often considered a technical default (Beneish and Press,
1993, 1995). Since covenants normally allocate control rights between
lenders and borrowers on a state-contingent basis (Berlin andMester,
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1992; Gârleanu and Zwiebel, 2009), upon the violation of covenants
control rights shift to the lenders.

The shift of control rights justifies the lenders’ intervention in cor-
porate decisions when triggered by covenant violations. The avail-
able evidence shows that lenders often find it optimal to waive the
consequences of covenant violations or renegotiate the initial con-
tracts rather than enforce the covenants by terminating the loan agree-
ment (Chen and Wei, 1993; Denis and Wang, 2014). Nevertheless,
a growing number of studies show that such lenders’ intervention
has serious consequences for the firm’s financing (Roberts and Sufi,
2009a), investment (Chava and Roberts, 2008) and governance poli-
cies (Nini et al., 2012). Borrowers’ considerations when facing these
consequences expectedly induce them to develop self-disciplining
behavior, which mitigates one layer of agency problems in loan syn-
dication. One can thus argue that participants are exposed to fewer
agency problems in contractual arrangements that impose covenants.

However, since covenants are often based on noisy indicators of
the firm’s true financial health, studies suggest that more intensive
monitoring of the firm’s compliance with the imposed restrictions is
required to determine the real cause of the covenant violation (Berlin
and Loeys, 1988). As the empirical literature documents, covenants
are often set tightly in loan agreements, so near the violation thresh-
old that they are easily breached (Smith, 1993;DeFond and Jiambalvo,
1994; Chava and Roberts, 2008). It thus follows that a covenant vio-
lation may not necessarily indicate that the borrower is extracting
wealth from the lender. This suggests that contracts that impose
covenants require monitoring in the first place. Hence, in the context
of syndicated loans, agency conflicts might be even more acute in ar-
rangements in which contracts include covenants. Since relationship
lead arrangers have monitoring-cost advantages, participants may
not demand they take on a larger fraction of the loan.
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3 data, measurements and preliminary analysis

3.1 Sources and Sample Selection

This analysis is based on information gathered from various data
sources. The information on syndicated loans is extracted from the
DealScan database. This data file provides detailed information on
contract terms, such as the amount and maturity of the loan, the
type and purpose of the loan, the loan-facility origination date and
covenants. DealScan also provides information on the identity of the
lenders offering the financing and some information on the identity
of the borrowers, including the borrower’s name, geographic loca-
tion, parent and ultimate parent ID, standard industrial classification
(SIC), and sales at close. DealScan, however, has limited accounting
information. Thus, the borrower’s and lead arranger’s financial in-
formation is extracted from the Compustat database. To avoid the
loan arrangements affecting the accounting information, the Com-
pustat variables used correspond to the end of the year prior to the
loan-agreement date.
A problem with combining information from DealScan and Com-

pustat is the lack of a common identifying code between the two
datasets. The present study thus uses the DealScan–Compustat link
table constructed by Michael Roberts and Wharton Research Data
Services3 tomerge the information collected from the twodata sources.
This link table combines the two data files on the basis of the bor-
rowing firms’ names. Loans for which the corresponding financial
information of the firm is absent using this link are excluded from
the analysis.
The sample construction begins with all loan facilities in the com-

bined data file. Following previous empirical studies, loans made
to firms in the financial industry (i.e., firms with SIC code between
6000 and 6999) are excluded from the sample. Since the interest of
this analysis is syndicated loans, all loan facilities distributed by non-
syndication methods are removed from the sample. This paper also

3 See Chava and Roberts (2008) for details on the DealScan–Compustat link table.
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requires that the loan bemade to a U.S. firm and be initiated between
1987 and 2013. A further restriction is also imposed by removing
from the sample all facilities that do not include information on the
lead arranger. The few loan facilities for which the borrowing firms
report negative values for their sales at close are also excluded from
the sample. This process of cleaning the data yields a sample con-
taining 43,651 syndicated loan facilities.

3.2 Measuring Lead Arrangers’ Retained Share

The dependent variable of interest is the share retained by lead ar-
rangers, and the DealScan data provides information on the alloca-
tion made by some lenders. However, prior to using this variable, it
is important to determine whether the lender in a loan facility is the
lead arranger or a participating lender. DealScan contains a field that
describes the role of the lenders, LeadArranger Credit, that takes the
values Yes or No for each lender. This study uses this field to classify
lenders such that a lender is designated as a lead arranger if the Lead
Arranger Credit field takes the value Yes, and as a participant lender
if the field takes the value No. This method of sorting lenders into
lead and participant groups is consistent with the procedure used by
previous studies (see, e.g., Bharath et al., 2007, 2011). After lenders
are sorted, the allocations made by the lead arrangers are used as
the dependent variable. For syndicated loans headed by multiple
lead arrangers, the retained share at a facility level is calculated as
the average of the proportion held by each lead arranger.

3.3 Measuring Lending Relationships

Information onwhether the borrowers obtain loans from lenderswith
whom they have previous lending relationships is not available in the
DealScan database. The measure of a lending relationship therefore
needs to be constructed. The theoretical relationship literature (e.g.,
Haubrich, 1989; Petersen, 1999; Boot, 2000) appears to be instructive
in this regard. This literature argues that lending relationships are
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built over time through engagements involving repeated interactions
between a firm and a lender. This theoretical guidance is closely fol-
lowed in the present study to construct a lending-relationship mea-
sure. Indeed, the repeated interaction argument is central to what
now appears to be a standard methodology for measuring lending
relationships in the strand of research that combines the literature
on lending relationships and loan syndication (see, e.g., Dahiya et al.,
2003; Schenone, 2004; Bharath et al., 2007, 2011).
The procedure adopted in this study involves tracking the history

of previous interactions between the lead arranger and the borrower
of a loan to identifywhether they are involved in lending interactions
in the past. Since the sample in this study has a median loan matu-
rity of 57 months, the present study uses a five-year history window
to search for previous lending interactions. It is also important to
note that the sample is left-tail trimmed. That is, the first loan fa-
cility of any borrower has no prior loan experience. Thus, to avoid
erroneously sorting the first loan of all borrowers into a relationship
or nonrelationship group, this study excludes the first loan of each
borrower from the analysis. Following this procedure, three lending-
relationship measures are constructed for each loan facility.
Onemeasure of lending relationships is denoted byRelation Binary.

This dummy is constructed to identify whether a lending relation-
ship exists between the lead arranger of a current loan and the bor-
rowing firm in the last five years. Accordingly, the dummy variable
takes the value one if the lead arranger and the firm engaged in lend-
ing interactions in the past and zero otherwise. For syndicated loan
facilities involving more than one lead arranger, the indicator vari-
able takes the value one if at least one lead arranger interacted with
the borrower in the past.
The othermeasures are constructed to reflect the intensity of previ-

ous lending interactions. Relation Number is constructed by dividing
the number of loans that a lead arranger, i, has lent to a borrower, j,
in the last five years by the total number of loans that the borrower,
j, has taken over the same time period. To show how this number-
based measure is computed using the DealScan data, let (N)

i→j
t de-
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note the number of times lead arranger i has organized loans for
borrower j as of time t. Likewise, let (N)

all→j
t denote the number

of times that all lead arrangers have lent to borrower j as of time t.
Then, the number-based measure of lending relationships between
lead arranger i and borrower j as of loan facility l is given as

Relation Numberi,j,l =
t−5

∑
t−1

(N)
i→j
t

/ t−5

∑
t−1

(N)
all→j
t . (5)

The other measure, Relation Amount, is computed by dividing the
sum of the amounts of loans that lead arranger i has lent to borrower
j in the last five years by the total amount of loans that borrower j
has borrowed during the same period. To represent this idea in a
formula, let (A)

i→j
t denote the amount that lead arranger i has made

to borrower j as of time t. Again, let (A)
all→j
t denote the amount

borrower j has borrowed from all lenders in the same period. The
amount-based measure of prior lending relationships between lead
arranger i and borrower j at a time when they enter into a new agree-
ment for loan facility l is given by

Relation Amounti,j,l =
t−5

∑
t−1

(A)
i→j
t

/ t−5

∑
t−1

(A)
all→j
t (6)

The values thatRelation Number andRelation Amount take range from
zero to one. Zero indicates the absence of lending interactions prior
to the current loan. One corresponds to a situation where the bor-
rower engaged in lending interaction only with the lead arranger of
the current loan. Thus, larger values of the measures correspond
to more intensive involvement in lending relationships. For syndi-
cated loan facilities in which multiple lead arrangers are involved,
this study allows the measures to take the largest value, the value
corresponding to the lead arranger with whom the borrower is most
involved in lending relationships.
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3.4 Measuring Lead Arrangers’ Reputation

A commonly employed methodology in the empirical syndication
literature tomeasure a lead arranger’s reputation is to use the lead ar-
ranger’s previous market share in the loan-syndication market (see,
e.g., Bharath et al., 2007; Sufi, 2007). Computing a lead arranger’s
market share involves dividing the sum the amount of syndicated
loans arranged by the lead arranger at a given time by the total amount
of syndicated loans arranged by all lead arrangers in the same pe-
riod. Following these studies, the present paper also applies the
same methodology. For arrangements in which more than one lead
arranger organizes the syndicate, this paper shares the loan amount
equally among the lead arrangers and then calculate themarket share
for each. To compute the market share using the DealScan data, let
LAi

lt denote the amount of syndicated loan l arranged by lead ar-
ranger i at time t. The market share, Market Sharei,t for lead arranger
i at time t is then given as

Market Sharei,t =
L

∑
l
(LA)i

lt

/ I

∑
i

L

∑
l
(LA)i

lt (7)

For each time period, the market share given by the above equation
reflects the proportion of syndicated loans arranged by a particular
lead arranger. The numerator of the right-hand term aggregates the
dollar value of syndicated loans (where l = 1, . . . , L) that lead ar-
ranger i arranged at time t. The denominator aggregates the dol-
lar amount of all syndicated loans organized by all lead arrangers
(where i = 1, . . . , I) at time t.

After themarket share is computed, lead arrangers are then ranked
according to their market share. The ranking helps to identify top-
tier lead arrangers, those that dominate the syndicated-loan market.
It is becoming a tradition in the empirical literature to use a binary
measure to distinguish dominant lead arrangers from the others (see,
e.g., Ross, 2010; McCahery and Schwienbacher, 2010). The binary-
based classification of the differences between lead arrangers seems
consistent with the literature suggesting that reputation has a thresh-
old. Following that literature, this paper uses a dummy variable that
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identifies lead arrangers in the top 3 percentile (Top 3 Arranger) and
top 10 percentile (Top 10 Arranger) in terms of their market share.
When a facility is arranged by multiple lead arrangers, this paper
designate a loan as arranged by a dominant lead arranger if at least
one of its lead arrangers is in the top tier.

3.5 Measuring the Distance Between Lead Arrangers and Borrowers

To measure the physical distance between a loan’s lead arranger and
borrower, this paper hand collects information on their geographic
location. The DealScan data provide addresses of some of the bor-
rowers. For borrowers with missing addresses, information on cities
and states in which the firms are located is collected from the Secu-
rities and Exchange Commission (SEC) 10-k fillings and Bloomberg.
Tomanage the hand collection of the lead arrangers’ addresses, those
lead arrangers whose headquarters are located in the geographic re-
gions outside North America are excluded from the analysis.4 The
addresses of the remaining lead arrangers are collected from the Call
Reports and theNational Information Center (NIC) of the Federal Re-
serve System. After the cities and states in which the lead arrangers
and borrowers reside are collected, the next task was to manually
collect the latitude and longitude of each city. The spherical distance
in kilometers, which is denoted by Distancei,j, between lead arranger
i and borrower j is calculated using the formula provided by Dass
and Massa (2011):

Distancei,j = arccos(deg[latlon])× r, (8)

where

deglatlon = cos(lati)× cos(loni)× cos(latj)× cos(lonj)

+ cos(lati)× sin(loni)× cos(latj)× sin(lonj)

+ sin(lati)× sin(latj) (9)

4 Since the headquarters of most of the lead arrangers in the sample are located in the
North America geographic region, the exclusion does not influence the result.
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r is the Earth’s radius in kilometers; lat and lon denote the latitude
and longitude converted to radians from degrees by multiplying by
π/180. Whenmore than one lead arranger is involved in arranging a
loan, this study selects the closest geographic distance between a lead
arranger and the borrower. The distance used as an instrument is
measured by the natural logarithm of one plus the spherical distance.

3.6 Measuring Other Independent Variables

The analysis uses an array of other independent variables to isolate
the effects of factors that may influence the share retained by lead ar-
rangers. One set of such independent variables corresponds to lead-
arranger characteristics. The size of a lead arranger is measured by
the natural logarithm of the book value of total assets, and it is de-
noted by Arranger Size. When information on a lead arranger’s total
assets is not available in the Compustat database, this study uses the
information on the total assets of the lead arranger’s parent company.
Again, if there is no information on the total assets at the parent com-
pany level, the total assets of the ultimate parent company is used.
For loan facilities that have more than one lead arranger, the total
assets of the lead arranger retaining the largest share is used. When
more than one lead arranger retains the largest share, this paper uses
the average of their total assets.
Another set of independent variables corresponds to loan charac-

teristics. Loan size is measured by the natural logarithm of a loan
facility amount, and is denoted by ln(Loan Amount). Loan matu-
rity is measured by the natural logarithm of the number of months
from the facility start date to the facility end date and is denoted by
ln(Loan Maturity). The analysis uses a categorical indicator of loan
types to distinguish whether a loan facility is a revolver, a term loan,
a 364-day facility, or another loan type. Another categorical indicator
of loan purpose is used to identify whether a loan is used for corpo-
rate purposes, working capital, debt repayment, takeover, or another
purpose.
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The final set of independent variables corresponds to borrower
characteristics. The size of the firm is measured by the natural loga-
rithm of sales at close, and is denoted by Firm Size.5 Limited informa-
tion about a firm is measured by a dummy variable, Opacity, which
takes the value one for firms without S&P long-term issuer ratings.
Firm reputation is measured by the natural logarithm of the num-
ber of times the firm has previously borrowed in the syndicated-loan
market. Firm profitability is measured by EBITDA scaled by total as-
sets. Firm leverage is measured by the ratio of total debt, which is the
sum of debt in current liability and long-term debt, to total assets.
Tangibility is measured by the ratio of property, plant and equip-
ment to total assets. The possibility that a firm may go bankrupt is
measured by a dummy variable, Financial Distress, which takes the
value one for firms with an Altman (1968) Z-Score less than or equal
to 1.81. All variables used in this study are formally defined in the
Appendix.

3.7 Summary Statistics

Table 11 summarizes the sample’s descriptive statistics calculated us-
ing all observations. Since some firms appear more than once in the
sample, summary statistics of the borrowing firms are calculated at a
firm-year level. For the remaining variables, their summary statistics
are computed at a loan-facility level. Panel A summarizes descrip-
tive statistics of lending relationships. The data reported in this panel
show that relationship lenders often head syndicated loan arrange-
ments. As suggested by the mean of Relation Binary, 53% of syndi-
cated loans are organized by lead arrangers with whom the borrow-
ers have prior lending relationships.

The data further suggest that lead arrangers contribute a larger
share to a loan. As the structure of loan syndication summarized
in Panel B shows, the mean of Retained Share indicates that lead ar-

5 As one can note, the measure of size for the borrowers is different from that for lead
arrangers. To be consistent with other studies, the present study also uses sales at
close to measure the borrower’s size. The result is robust to using total assets
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Table 11. Summary Statistics of Syndicated Loan Facilities

This table presents summary statistics for the sample of syndicated loan facilities. The sample
has 43,651 syndicated loan facilities made to U.S. nonfinancial firms, spanning the time period
from 1987 through 2013. Summary statistics are calculated at a loan facility level except sum-
mary statistics of the borrowers, which are calculated at the firm-year level. All variables are
defined as in the Appendix.

Distribution

N Mean SD Min 25th 50th 75th Max
Panel A: Lending Relationships
Relation Binary 36,293 0.53 0.50 0.00 0.00 1.00 1.00 1.00
Relation Number 36,293 0.36 0.40 0.00 0.00 0.20 0.75 1.00
Relation Amount 36,293 0.32 0.38 0.00 0.00 0.12 0.59 1.00

Panel B: Syndicate Structure
Retained Share 13,443 30.01 24.04 0.00 11.67 22.00 42.86 100.00
No. of lead arrangers 43,651 1.37 0.83 1.00 1.00 1.00 2.00 21.00

Panel C: Lead arranger characteristics
Top 3 Arranger 43,594 0.34 0.47 0.00 0.00 0.00 1.00 1.00
Top 10 Arranger 43,594 0.55 0.50 0.00 0.00 1.00 1.00 1.00
Arranger Size, $B 17,973 818.80 737.65 0.01 222.03 621.76 1,291.80 3,771.20
Small Arranger 41,824 0.45 0.50 0.00 0.00 0.00 1.00 1.00

Panel D: Loan Characteristics
Loan Amount($M) 43,650 327.69 744.73 0.00 45.00 125.00 320.0030,000.00
Loan Maturity 40,675 48.55 24.99 0.00 33.00 57.00 60.00 396.00
Term Loan 43,651 0.27 0.44 0.00 0.00 0.00 1.00 1.00
Revolver 43,651 0.56 0.50 0.00 0.00 1.00 1.00 1.00
364-day facility 43,651 0.09 0.28 0.00 0.00 0.00 0.00 1.00
Corporate Purpose 43,651 0.34 0.47 0.00 0.00 0.00 1.00 1.00
Working Capital 43,651 0.15 0.36 0.00 0.00 0.00 0.00 1.00
Takeover 43,651 0.11 0.31 0.00 0.00 0.00 0.00 1.00
Debt Repayment 43,651 0.16 0.37 0.00 0.00 0.00 0.00 1.00
Covenant 43,651 0.50 0.50 0.00 0.00 1.00 1.00 1.00
P.Covenant 43,651 0.45 0.50 0.00 0.00 0.00 1.00 1.00

Panel E: Borrower Characteristics
Opacity 25,656 0.60 0.49 0.00 0.00 1.00 1.00 1.00
Firm Size, $B 22,068 6.83 49.69 0.00 0.35 1.11 3.86 1,843.64
Small Firm 22,068 0.50 0.50 0.00 0.00 0.00 1.00 1.00
Profitability 23,040 0.13 0.09 −0.21 0.09 0.12 0.17 0.42
Tangibility 23,095 0.35 0.25 0.00 0.15 0.30 0.54 1.00
Leverage 23,109 0.32 0.21 0.00 0.17 0.31 0.45 0.82
Financial Distress 21,306 0.34 0.47 0.00 0.00 0.00 1.00 1.00

rangers retain on average 30.01% of the loan. Inspection of the dis-
tribution of this variable also reveals that the retained share varies
widely, with the values raging from 0% to 100%. While the mini-
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mum of Retained Share suggests that some lead arrangers syndicate
out the entire loan they organize, the maximum of this variable in-
dicates that other lead arrangers retain the full amount. This panel
further demonstrates that the syndicated loan market is dominated
by facilities arranged by a single lead arranger, which account for
nearly 75% of the syndicated loans in the sample.

The data provide additional information that a small number of
lead arrangers control loan syndication activities. As reported in
Panel C, which summarizes the lead arrangers’ characteristics, the
mean of Top 3 Arranger indicates that 34% of syndicated loans are ar-
ranged by lead arrangers whose syndicated market share lies in the
top 3 percentile. This finding is consistent with the result of previous
studies that less than a dozen lead arrangers are responsible formore
than half of loan syndication (Sufi, 2007; Do and Vu, 2010; McCahery
and Schwienbacher, 2010). One plausible explanation for the greater
involvement of a handful of arrangers in loan syndication activities
would be that top arrangers have a well-established and extensive
networks of lenders (Godlewski et al., 2012; Cai et al., 2014). This ob-
viously enables them to easily syndicate out the loans they originate.

Syndicated loan facilities are characterized in Panel D. The average
facility amount is 327.69 million dollars with a standard deviation of
744.73 million dollars. Loan facilities have an average maturity of
48.55 months, and a median maturity of 57 months. In terms of loan
types, the line of credit (revolver) is the most common, accounting
for 56% of the facilities in the sample. The next largest loan type,
which accounts for nearly 27% of the syndicated facilities, is the term
loan. Finally, syndicated loans are typically used to fund corporate
purposes, which accounts for 34% of the loans in the sample. Other
major purposes for which syndicated facilities are used are to work-
ing capital (15%), debt repayment (16%) and takeover (11%).

Panel E reports annual financial summary statistics of the borrow-
ing firms. On average, borrowing firms have 6.83 billion dollars in
sales at close. In terms of long-term issuer credit ratings, 40%of firms
in the sample have S&P credit ratings, ofwhich 11%have speculative-
grade ratings. Firmprofitability (EBITDA/Total assets) isWinsorized
at the 1st and the 99th percentiles to eliminate the influence of ex-
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treme outliers. Firm leverage is Winsorized at the 95th percentile as
Winsorization at the 99th percentile does not remove the extreme val-
ues. After Winsorization, firms have an average profitability of 13%
and an average leverage is 38%. The average tangible-assets ratio is
35%. Nearly 34% of firms in the sample are financially distressed in
the sense that they have Altman (1968) Z-Score less than or equal to
1.81.

3.8 Preliminary Analysis

This section deals with the preliminary analysis of the empirical as-
sociation between the retained share and the lead arranger’s lending
relationships with the borrower. The preliminary analysis is con-
ducted by way of univariate tests of the differences in the share re-
tained by relationship and nonrelationship lead arrangers. To carry
out a univariate test, syndicated loan facilities are partitioned into
two groups on the basis of whether a facility is originated by a re-
lationship lead arranger. Accordingly, using a binary measure of a
lending relationship, a loan facility is designated as a relationship
loan when Relation Binary = 1, and as a nonrelationship loan facility
when Relation Binary = 0.

The univariate-based analysis of the means of syndicate structure,
lead arrangers, loan facilities, and borrower characteristics is reported
in Table 12. In the first column of this table, the means of the vari-
ables associatedwith loans syndicated by relationship lead arrangers
are presented. The second column reports the means of the vari-
ables corresponding to facilities syndicated by nonrelationship lend
arrangers. The differences of these means are displayed in the last
column. The t test of the statistical significance of the differences in
means is indicated by asterisk, where three asterisks indicates signif-
icant at the 1% level, two at the 5% level and one at the 10% level.
The univariate analysis suggests that the share retained by lead ar-

rangers with whom the borrowing firms have lending relationships
significantly differs from the share held by nonrelationship lead ar-
rangers. As the mean of Retained Share shows, relationship lead ar-
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Table 12. Univariate Analysis of Variables by the Existence of
Lending Relationships

This table presents a univariate analysis of the means of the variables used in this study.
Columns (1) and (2) present themeans and standard deviations (SD) of the variables for syndi-
cated loans arranged by relationship lead arrangers. Columns (3) and (4) report themeans and
standard deviations of the variables for loans syndicated by nonrelationship lead arrangers.
Column (5) displays the difference in means of the variables presented in Columns (1) and
(3). Column (6) presents the standard deviation of the difference in means. All variables are
defined as in the Appendix. The t test of the statistical significance of the differences in means
is indicated by asterisk, where ***, **, and * indicate significance at the 1% level, the 5% level
and the 10% level, respectively.

Relationship Loans Nonrelationship Loans Difference
[Mean] [SD] [Mean] [SD] [Mean] [SD]

(1) (2) (3) (4) (5 = 1− 3) (6)
Retained Share 25.201 (21.530) 32.517 (24.965) −7.316∗∗∗ (0.448)
Top 3 Arranger 0.445 (0.497) 0.268 (0.443) 0.177∗∗∗ (0.005)
Top 10 Arranger 0.659 (0.474) 0.458 (0.498) 0.202∗∗∗ (0.005)
Arranger total assets 939.134 (780.842) 758.003 (683.241) 181.131∗∗∗ (12.026)
Small Arranger 0.407 (0.491) 0.418 (0.493) −0.011∗ (0.005)
Opacity 0.488 (0.500) 0.607 (0.488) −0.119∗∗∗ (0.005)
Total no. prev. borrow 4.946 (3.610) 3.331 (3.027) 1.615∗∗∗ (0.035)
Sales at close 9.199 (57.157) 6.353 (60.865) 2.846∗∗∗ (0.663)
Small Firm 0.400 (0.490) 0.554 (0.497) −0.154∗∗∗ (0.006)
Profitability 0.132 (0.080) 0.128 (0.090) 0.003∗∗∗ (0.001)
Tangibility 0.365 (0.249) 0.344 (0.241) 0.021∗∗∗ (0.003)
Leverage 0.362 (0.210) 0.348 (0.228) 0.015∗∗∗ (0.002)
Financial Distress 0.382 (0.486) 0.362 (0.481) 0.020∗∗∗ (0.006)
Loan Amount($M) 425.957 (848.422) 268.202 (696.285) 157.756∗∗∗ (8.220)
Loan Maturity 47.488 (24.676) 49.049 (24.713) −1.562∗∗∗ (0.269)
Term Loan 0.260 (0.439) 0.283 (0.450) −0.023∗∗∗ (0.005)
Revolver 0.549 (0.498) 0.560 (0.496) −0.010 (0.005)
364-day facility 0.114 (0.318) 0.068 (0.251) 0.047∗∗∗ (0.003)
Corporate Purpose 0.372 (0.483) 0.319 (0.466) 0.052∗∗∗ (0.005)
Working Capital 0.140 (0.347) 0.157 (0.364) −0.017∗∗∗ (0.004)
Takeover 0.099 (0.298) 0.109 (0.312) −0.010∗∗ (0.003)
Debt Repayment 0.163 (0.369) 0.161 (0.367) 0.002 (0.004)
Covenant 0.504 (0.500) 0.536 (0.499) −0.032∗∗∗ (0.005)
P.Covenant 0.445 (0.497) 0.483 (0.500) −0.038∗∗∗ (0.005)

rangers hold on average 25.20% of the loan. For the nonrelationship
lead arrangers, the retained share is increased to 32.52%. The differ-
ence in the retained share is -7.32%, and is statistically significant at
the 1% level. This mean difference indicates that the retained share
is significantly smaller on a loan syndicated by lead arrangers that
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have lending relationships with the borrower vis-à-vis the retained
share in a loan syndicated by nonrelationship lead arrangers. The
apparently inverse empirical association between lending relation-
ships and the retained share may provide preliminary evidence that
establishing lending relationships with firms enables lead arrangers
to syndicate out more of the loans issued to the firms.
However, caution should be exercised at this stage with the above

conclusion drawn from the univariate test for the simple reason that
the mean comparison also shows a significant difference between re-
lationship and nonrelationship loans in many other respects. As can
be seen from the result reported in Table 12, potential explanatory
variables of the retained share differ considerably between syndi-
cates headed by relationship and nonrelationship lead arrangers. It
is thus plausible that the result from the unconditional mean com-
parison may reflect the effects of other determinants of the retained
share. As such, the observed reduction in the retained share may not
be entirely attributable to lending relationships. That is, significant
differences in important characteristics between syndicates headed
by relationship and nonrelationship lead arrangers are likely to in-
fluence the difference in the retained share.
One important difference is related to lead-arranger characteris-

tics. For example, the mean of Top 3 Arranger shows that 45% of rela-
tionship loans are arranged by lead arrangers whose reputation lies
in the top 3 percentile and only 27% for the nonrelationship loans.
The difference is statistically significant at the 1% level. Again, the
univariate test shows that relationship loans tend to be arranged by
large lead arrangers compared to nonrelationship loans. The prior
literature has established that lead arrangers’ reputation and size in-
fluence loan syndication activities. It therefore follows that both of
these patterns could influence the differences in the retained share
obtained from the unconditional mean analysis.
Another important difference is associated with borrower char-

acteristics. As the univariate analysis shows, firms obtaining loans
from relationship lead arrangers are not representative of firms get-
ting loans from nonrelationship lead arrangers. Table 12, for ex-
ample, shows that while 49% of relationship loans are borrowed by
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firms that do not have S&P credit ratings, the percentage is 61% for
the nonrelationship loans. Thedifference is statistically different from
zero at the 1% level. This appears to indicate that relationship lead
arrangers syndicate loans to relatively more transparent firms. Fur-
thermore, loans originated by relationship lead arrangers are made
to relatively larger borrowers compared to loans syndicated by non-
relationship lead arrangers. Firms borrowing from relationship lead
arrangers are more profitable than firms borrowing from nonrela-
tionship lead arrangers. Research has shown that borrowers’ infor-
mational opacity and size are important determinants of the retained
share. The omission of these variables plausibly affect the observed
difference in the retained share.

The other key difference is related to loan characteristics. One can
observe that the average amount of relationship loans is 425.96 mil-
lion dollars, which is almost twice the size of the average amount of
a nonrelationship loan, 268.2 million dollars. Apparently, loans syn-
dicated by relationship lead arrangers are considerably larger than
those arranged by nonrelationship lead arrangers. Failing to control
for such loan terms may also affect the differences in the retained
share. To adjust for the potential effects stemming from these fac-
tors, the next section controls for the above variables in the regression
analysis.

4 relationship lending and retained share: empirical re-
sults

4.1 Baseline Specification

This section lays the empirical groundwork for the regression anal-
ysis of the empirical association between lending relationships and
the share retained by lead arrangers in syndicated loans. The analy-
sis is conducted using a variant of a regression model that accounts
for factors that could influence the retained share. The baseline re-
gression model is specified as
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Retained Sharei,j,l = α + βRelationshipi,j,l + γXi,t−1

+ ηXj,t−1 + ψXl + µ + εi,j,l (10)

The dependent variable, Retained Sharei,j,l , is the percentage held
by a lead arranger i (the retained share) on a loan facility l made to
a borrower j. The key independent variable of interest, denoted by
Relationshipi,j,l , measures previous lending relationships between the
loan’s lead arranger and borrower. Given the two competing views
discussed in the paper, the coefficient of interest, β, measures the net
effect of relationships on the lead arranger’s retained share. A nega-
tive value suggests that the credible-commitment-to-monitoring view
of a lead arranger’s lending relationships with firms outweighs the
information-exploitation view. This regression model also includes
several other independent variables, which, for the sake of clarity,
are presented as lead-arranger, borrower and loan controls.
Lead-arranger Controls: The variable Xi,t−1 stands for lead-arranger

characteristics. It is argued in Section 2 that the lead arranger’s rep-
utation helps mitigate agency conflicts, and that this would promote
retaining a smaller fraction of syndicate loans. Also, large lead ar-
rangers are presumed to have the necessary skills and resources to
conduct adequate screening and monitoring, so this would allow
them to finance a smaller portion of the loan. This study controls
for such possibilities using Top 3 Arranger and Arranger Size.
Borrowing-firm Controls: The variable Xj,t−1 captures borrower char-

acteristics. As discussed in Section 2, a limited availability of the
borrower’s information exacerbates agency problems, considerably
increasing the fraction of the loan financed by the lead arranger. Fol-
lowing previous studies, the current study controls for this notion
with an indicator variableOpacity. The reputation and the size of the
borrowing firms have also been identifies as major factors that facili-
tate syndication activities (Sufi, 2007; Cai, 2010). This study thus con-
trols for these potential factors using Firm Reputation and Firm Size.
The remaining firm-specific controls include firm profitability, tan-
gibility, leverage, and financial distress.
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Syndicated-loan Controls: The variable Xl represents a vector of loan
characteristics. The regression equation includes loan-facility size,
denoted by ln(Loan Amount), and loan maturity, ln(Loan Maturity).
Additionally, this study uses an array of dummy variables to control
for the type and the purpose of the loan. The loan-type dummies
account for whether the syndicated loan is a revolver (lines of credit),
a term loan or a 364-Day facility. The loan-purpose dummies account
for whether the loan is for working capital, corporate purposes, debt
repayment or takeover.

Fixed-effect Controls: In the above regression specification, µ con-
trols for the borrower’s industry fixed effects (Industry dummy) us-
ing a one-digit Standard Industrial Classification (SIC). It also con-
trols for the loan-facility-start year fixed effects (Year dummy). There
might also exist persistent firm-specific attributes that introduce cor-
relations across observations within firms. A standard approach to
control for this possibility is to use a firm fixed-effects dummy or
clustering by firm. Petersen (2009) and Gow et al. (2010), however,
argue that the conventional fixed-effect dummy, which requires the
assumption of a constant effect, may not fully remove dependences
between observations. That is, when there exist time-varying firm-
specific effects, the fixed-effect approach continues to produce bi-
ased standard errors. They suggest clustering standard errors by
firms. Accordingly, this analysis accounts for any potential correla-
tions across observations by running a regression model clustering
standard errors at the firm level.

4.2 The Effect of Relationships and on the Retained Share

This paper has raised two competing views about the effect of rela-
tionships on the retained share. The empirical analysis in this section
indicates that the monitoring view outweighs the exploitation view
in the syndicated loan market, and this result is depicted in Table 13.
As can be seen from the result reported in Column (1), the binary
measure of a lending relationship (Relation Binary) is negatively and
significantly associated with the retained share. This result shows
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that lead arrangers who were previously involved in lending rela-
tionshipswith the borrower retain 2.43% less of the loan they arrange
for the borrower in the subsequent years. The reported reduction is
statistically significant at the 1% level. This result is in line with the
view that relationships facilitate information production, which en-
hances monitoring and mitigates the agency problems to which par-
ticipants are exposed. As a result, relationship lead arrangers are not
required to structure syndicates such that they retain a larger share.
Beyond the statistical significance, the reported reduction in the re-

tained share is also economically nonnegligible. To demonstrate this
assertion, consider lead arrangers holding the sample average share
of 30.01%. For these lead arrangers, the existence of previous lending
relationships will lead to an 8.1% reduction of the retained share (-
2.43/30.01 × 100). This means that, in terms of the retained amount,
lead arrangers organizing a syndicated loanwith the sample average
amount of 327.69million dollars for borrowerswithwhom they have
prior lending relationships will be able to contribute 7.97 million dol-
lars (327.69 × 30.01% × 8.1%) less than they would otherwise have
to contribute if they had not established a lending relationship with
the borrower.
The above analysis is repeated in column (2) by running amodel in

which the retained share is regressed on the proportion of the num-
ber of times that the lead arranger and the borrower previously in-
teracted. The result shows that the previously observed pattern con-
tinues to hold mainly in the sense that the continuous measure of
relationships (Relation Number) is negatively and statistically signifi-
cantly related to the retained share. It thus appears that the greater
the intensity of lending relationship involvements with borrowers,
the more likely that loans are syndicated out. One may explain this
result along the lines that repeated interactions over time (i.e., long-
lasting relationships) could encourage borrowers to divulge more
proprietary information. One could also envision the quality of in-
formation generated to be a function of repeated interactions, which
permits the accumulation and utilization of the proprietary informa-
tion. This signals the lead arranger’s monitoring-cost advantage to
participants.
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Table 13. The Effect of Relationships and on the Retained Share

This table presents coefficient estimates from regressing the percentage of a syndicated loan
retained by a lead arranger (Retained Share) on the measures of a lending relationship between
the lead arranger and the borrower. Relation Binary indicates whether a prior lending relation-
ship exists between the lead arranger and the borrower of a syndicated loan. Relation Number
captures the proportion of the previous lending relationships in terms of the number of inter-
actions. Relation Amount accounts for the proportion of the previous lending relationships in
terms of the amount of interactions. All other variables are defined as in the Appendix. Col-
umn (1) reports results when Relation Binary is used as the main variable of interest. Column
(2) runs the analysis using Relation Number as a measure for relationship lending. Column [3]
estimates the model in which relationship lending is measured by Relation Amount. Columns
(4)–(6) repeat the same exercise replacing Top 3 Arrangerwith Top 10 Arranger. Standard errors
are heteroskedasticity robust and clustered at the borrower level. The t-test of significance is
represented as: *** significant at the 1% level, ** significant at the 5% level and * significant at
the 10% level.

Retained Share
(1) (2) (3) (4) (5) (6)

Relation Binary −2.429∗∗∗ −2.141∗∗∗

(0.52) (0.52)
Relation Number −2.268∗∗∗ −1.919∗∗∗

(0.62) (0.61)
Relation Amount −2.009∗∗∗ −1.689∗∗∗

(0.65) (0.65)
Top 3 Arranger −3.626∗∗∗ −3.705∗∗∗ −3.742∗∗∗

(0.54) (0.54) (0.54)
Top 10 Arranger −5.471∗∗∗−5.556∗∗∗ −5.604∗∗∗

(0.65) (0.65) (0.65)
Arranger Size −1.254∗∗∗ −1.252∗∗∗ −1.249∗∗∗ −0.579 −0.567 −0.558

(0.39) (0.39) (0.39) (0.41) (0.41) (0.41)
Opacity 1.577∗ 1.594∗ 1.675∗∗ 1.460∗ 1.475∗ 1.542∗

(0.82) (0.82) (0.82) (0.82) (0.82) (0.82)
Firm Reputation −0.524 −0.917∗∗ −0.881∗∗ −0.573 −0.917∗∗ −0.886∗∗

(0.44) (0.44) (0.44) (0.44) (0.44) (0.44)
Firm Size −1.745∗∗∗ −1.771∗∗∗ −1.778∗∗∗ −1.714∗∗∗−1.737∗∗∗ −1.742∗∗∗

(0.27) (0.27) (0.27) (0.27) (0.26) (0.26)
Profitability −1.386 −1.005 −1.134 −0.941 −0.608 −0.713

(4.16) (4.16) (4.17) (4.10) (4.10) (4.10)
Tangibility −2.054 −2.167 −2.111 −2.169 −2.267 −2.221

(1.41) (1.41) (1.41) (1.41) (1.41) (1.41)
Leverage −4.928∗∗∗ −4.788∗∗ −4.846∗∗ −4.735∗∗ −4.609∗∗ −4.656∗∗

(1.89) (1.89) (1.89) (1.88) (1.87) (1.87)
Financial Distress 1.339 1.375 1.334 1.488∗ 1.520∗ 1.487∗

(0.86) (0.86) (0.86) (0.86) (0.86) (0.86)
ln(Loan Amount) −6.807∗∗∗ −6.811∗∗∗ −6.819∗∗∗ −6.658∗∗∗−6.662∗∗∗ −6.667∗∗∗

(0.35) (0.35) (0.35) (0.34) (0.34) (0.34)
ln(Loan Maturity) −5.034∗∗∗ −5.011∗∗∗ −5.007∗∗∗ −4.969∗∗∗−4.948∗∗∗ −4.944∗∗∗

(0.56) (0.57) (0.57) (0.56) (0.56) (0.56)
Loan-type dummies YES YES YES YES YES YES
Loan-purpose dummies YES YES YES YES YES YES
Industry dummies YES YES YES YES YES YES
Year dummies YES YES YES YES YES YES
R2 0.413 0.412 0.412 0.419 0.418 0.418
N 7,659 7,659 7,659 7,659 7,659 7,659
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It could also be argued that repeated interactions provide lead ar-
rangers with punishment mechanisms that instill an interest in firms
to develop self-disciplining behavior. The theoretical result in the
finance literature shows that credible penalties make defaults less
of a problem (see, e.g., Allen, 1981). The idea is that a borrower’s
current misbehavior has considerable consequences for its access to
credit in the future from the same lenders; bad behavior might not
go without being penalized. One form of penalty may be charging a
higher interest rate. That is, currently poorly performing borrowers
face higher interest rates in future loans they obtain from the same
lenders (Stiglitz and Weiss, 1983). The other form of penalty may
be a termination threat (Stiglitz and Weiss, 1983; Bolton and Scharf-
stein, 1990). Lenders may terminate a future loan contract to firms
that perform poorly during the current period. Thus, repeated in-
teractions make it possible for lead arrangers to impute premiums in
the form of punishments so that borrowers that value more future
relationships—i.e., firms that assess the benefit from a current cheat-
ing to be less than the cost of losing future relationships—would
self-restrain. Thus, these punishment mechanisms solve one layer of
agency conflicts in loan syndication, which facilitates lead arrangers’
syndication activities.
The additional analysis is continued in the third column by re-

gressing the retained share on the proportion of the amount of syndi-
cated loans that the lead arranger has organized for the firm. The re-
ported result shows thatRelation Amount is also negatively and statis-
tically significantly related to the percentage retained. This amount-
based measure also provides further evidence of how lending rela-
tionships influence syndication activities. Specifically, the inversely
estimated association between the amount-based measure of lend-
ing relationships and the retained share may suggest that lenders
arranging loans for firms for whom they have previously provided
large amounts of loans retain a smaller share in the current loan. This
result follows perhaps because borrowers tend to disclose more pro-
prietary information or place more value on their relationships with
lead arrangers on whom they heavily depend in terms of loan size.
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In the three remaining columns of Table 13, this paper reruns the
analysis in the first three columnswith a different measure of lead ar-
rangers’ reputation: substituting Top 3 Arrangerwith Top 10 Arranger.
As one would expect, all the coefficients of the measures of lending
relationships are negatively and statistically significantly estimated.
Thus, except for a small reduction in the estimated magnitudes, the
conclusion drawn above remains unchanged.

The control variables have the expected signs, and most of their
coefficients are also statistically significant. For example, more rep-
utable and larger lead arrangers retain smaller shares. Lead arrangers
organizing syndicated loans for informationally opaque firms retain
more of the loans. But when the borrowing firm is reputable, lead
arrangers retain less of the loan. In line with the argument based
on agency theory that lenders use loan terms—specifically, smaller
size and shorter maturities—to control firms that suffer from greater
agency problems, the lead arrangers’ retained share decreases with
loan size and maturity.

4.3 Endogeneity Problems

A potential concern with the result presented above is endogenous
relationship formation. It is plausible that the decision to borrow
from a previous relationship lead arranger or to lend to a previous re-
lationship borrower may not be made at random, but endogenously
chosen. If uncontrolled observable and unobservable characteris-
tics are associated with the lead arranger’s choice and also deter-
mine the share retained by the lead arranger, the OLS regressionmay
confound the effect of lending relationships with the effect of these
uncontrolled covariates. Thus, a robustness check needs to be per-
formed to determine whether the potential nonrandomness of the
lead arranger–firm matching drives the result and invalidates the
inference about the impact of lending relationships on the retained
share drawn from the OLS analysis. This is the objective of the next
sections.
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4.3.1 Mahalanobis and Propensity Score Matching

One alternative econometricmethodoften used in observational stud-
ies that can help this study analyze situations where financing de-
cisions are made endogenously is the matching method (Heckman
et al., 1997; Imbens and Wooldridge, 2009). The matching method
addresses the endogeneity concern by identifying a set of control
groups (i.e., loan facilities provided bynonrelationship lead arrangers
in this study) that best match the treated group (i.e., loan facilities
provided by relationship lead arrangers in this paper). After identi-
fying the closest comparison group, the matching method computes
the differences in the retained share (i.e., the outcome variable) be-
tween thematched relationship and nonrelationship loans. Since the
treated and control groups are similar, any difference in the retained
share is presumed to be the effect of the variable of interest, the lend-
ing relationship in this case.
The current study uses several different methods proposed by the

literature to identify a control group. One such method is covariate-
basedmatching. The basic idea of thismethod is to use all observable
covariates jointly to select a set of nonrelationship loans (the con-
trol group) whose covariate values are similar to those of the rela-
tionship loans (the treated group). However, comparison on multi-
ple dimensions (i.e., the use of several covariates) may lead to poor
distributional overlap and introduce bias. To avoid such potential
bias, the literature suggests using Mahalanobis matching (Cochran
and Rubin, 1973; Rubin, 1980). In this matching framework, control
groups are chosen on the basis of their Mahalanobis distance from
the treated group, given as

MDlr,i lnr,i = (Xlr,i − Xlnr,j)
′
∑−1

(Xlr,i − Xlnr,j) (11)

where MDlr,i lnr,i is the Mahalanobis distance between a relationship
loan lr,j and a nonrelationship loan lnr,j. Xlr,i and Xlnr,j are the vec-
tors of observed covariates corresponding to relationship and non-
relationship loans, respectively. ∑ is the sample variance–covariance
matrix. For each relationship loan, this study selects a control group
of nonrelationship loans that minimizes the Mahalanobis distance
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matrix. The literature, however, has shown that the Mahalanobis-
distance-based matching is susceptible to bias with a large number
of covariates (Gu and Rosenbaum, 1993).

To test the sensitivity of the results, this study uses an alternative
method to select a control group: propensity-score matching (PSM;
Rosenbaum and Rubin, 1983; Abadie and Imbens, 2006, 2008). This
approach mitigates the above bias problem by matching on a func-
tion of the covariates instead of on the covariates themselves. That
is, it solves the problem by reducing comparability to a single di-
mension (the propensity score). A unidimensional comparison (i.e.,
a scalar function of the covariates) offers attractive properties in that
the scalar facilitates matching and eliminates the potential curse of
the dimensionality problem associated with covariate-based match-
ing. PSM chooses a control group based on the probability of being
included in the treated group. In this study, this means that each
relationship loan is matched to a set of nonrelationship loans that
have similar propensity for being syndicated by relationship lead ar-
rangers. To apply the PSM, this study first runs a regression model:

Pr(Relation Binaryi,j,l = 1) = α0 + α1Xi,t−1 + α2Xj,t−1

+ ηα3Xl + µi, (12)

where Pr(·) denotes a probit model used to estimate the probabil-
ity that a facility is syndicated by a relationship lead arranger. The
central issue in the PSM is the choice of the covariates used to esti-
mate the propensity scores. Several studies suggest including vari-
ables that affect both the outcome and treatment variables in the es-
timation of the propensity scores (see, e.g., Rubin and Thomas, 1996;
Heckman et al., 1998; Marco and Kopeinig, 2008). Accordingly, the
above model uses lead arranger (Xi,t−1), borrower (Xj,t−1) and loan
(Xl) characteristics that are presumed to have potential to affect the
retained share and the probability of the loan being a relationship
loan. The model also controls for the purpose of the loan, the type of
the loan, the one-digit borrower industry and the year fixed effects.

There are several standard estimators for implementing thismatch-
ing technique. This study focuses on the two commonly used in em-

115



pirical studies. One widely used estimator is nearest neighbor match-
ing (Cochran and Rubin, 1973; Rubin, 1973). For each treated unit,
this estimator finds the nearest neighbor in the control group to gen-
erate a matched pair. In this study, this estimator calculates the dif-
ference in the retained share between a relationship loan and n non-
relationship loans for which the Mahalanobis distance matrix is at
its minimal, or that have the closest propensity score. To get correct
standard errors for the nearest-neighbor estimator, this study uses
the Abadie and Imbens (2006) variance estimator.
The other commonly used estimator is Kernelmatching (Heckman

et al., 1997, 1998). In this study, the kernel calculates the difference in
the retained share between a relationship loan and the weighted av-
erage of the retained share in nonrelationship loans. The weights are
assigned in that those nonrelationship loans with the closest propen-
sity scores to the given relationship loan receive a higherweight. The
Epanechnikov kernel uses only nonrelationship loans whose propen-
sity scores lie within a given bandwidth while the Gaussian kernel
uses all nonrelationship loans to calculate theweighted average. Cor-
rect standard errors for the kernel estimators are obtained by using
bootstrapping with 100 replications.6 Furthermore, for the Epanech-
nikov estimator, this study uses a propensity-score bandwidth of h =

0.01.
Thematching-analysis results show that relationship loans dohave

lower retained share than similar nonrelationship loans (Table 14).
The analysis first undertakes one-to-one matching based on the Ma-
halanobis distance metric. As can be noted from Column (3) (the dif-
ference in the retained share), the one-to-one estimator shows that
the average treatment effect on the treatment loans (ATT) is -1.176.
One can note from Table 14 that with increasing Mahalanobis dis-
tance (i.e., using more nonrelationship loans in the control group),
the retained share in relationship loans continued to be consistently
lower than the retained share in nonrelationship loans.

6 This study uses the STATA code PSMATCH2 (Leuven and Sianesi, 2003, version
4.0.11, 22 October 2014) to implement the PSM technique.
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Table 14. Mahalanobis and Propensity Score Matching

This table reports results from the Mahalanobis and PSM techniques. The nearest neigh-
bor estimator calculates the difference in the retained share between each relationship loan
and n nonrelationship loans that have the closest Mahalanobis distance or with the nearest
propensity scores. The Epanechnikov estimator uses nonrelationship loans with the propen-
sity scores within the bandwidth h = 0.01. The Gaussian estimator uses all nonrelationship
loans to calculate the difference in the retained share. ATT denotes the average treatment on
the treated loan. The t-test of significance is represented as: *** significant at the 1% level, **
significant at the 5% level and * significant at the 10% level.

Treated obs. Untreated obs. ATT
(1) (2) (3)

Panel A: Mahalanobis distance matching
One-to-one 4,521 3,139 −1.176∗∗∗

(.45)
Nearest neighbor 4,521 3,139 −1.812∗∗∗

(n = 10) (.40)
Nearest neighbor 4,521 3,139 −2.713∗∗∗

(n = 50) (.42)
Panel B: Propensity score matching
One-to-one 4,504 3,139 −1.784∗∗∗

(.67)
Nearest neighbor 4,504 3,139 −2.001∗∗∗

(n = 10) (.53)
Nearest neighbor 4,504 3,139 −2.075∗∗∗

(n = 50) (.51)
Epanechnikov 4,469 3,139 −2.059∗∗∗

(.52)
Gaussian 4,504 3,139 −2.096∗∗∗

(.51)

The retained-share difference is also supported when matching is
based on the propensity score. For example, the one-to-one estimator
shows that the ATT is -1.784. Relaxing the restriction on the number
of nonrelationship loans used as a control group does not affect the
result. For example, the nearest neighbor estimator reports the ATT
of -2.001 for n = 10 and -2.075 for n = 50. Using the Epanechnikov
kernel estimator—excluding nonrelationship loans for which the dif-
ference in propensity score between the matched pair exceeds the
given propensity score bandwidth—the matching analysis yields an
ATT of -2.059. Extending the facilities included in the control group
to all nonrelationship loans, the Gaussian kernel estimator generates
an ATT of -2.096. Thus, it appears from this analysis that after con-
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trolling for selection on observables, lending relationships continue
to have the retained-share-reducing effect.

4.3.2 Binary Endogenous Treatment Models

While the matching method employed in the previous section con-
trols for a bias stemming from selection on observable factors, the en-
dogeneity concern may still exist perhaps because the financing de-
cision may be based on unobservable factors. An alternative econo-
metric method that can help to control for bias stemming from selec-
tion on unobservable (and observable) factors is the binary treatment
model (Heckman, 1979;Maddala, 1983;Wooldridge, 2002). The basic
idea behind this method involves estimating a system of equations
in which the outcome variable equation (the retained-share equa-
tion) is augmentedwith an additional binary endogenous treatment-
variable equation (a lending-relationship-formation equation in the
current study). The specification of such an endogenous-regression
framework is given by the following system of equations.

Retained Sharei,j,l = β0 + β1Relation Binaryi,j,l + Z′1δ + εi (13a)

Relation Binary∗i,j,l = α0 + Z′γ + ui (13b)

The estimation technique employed with this system of equations
solves the endogeneity problemassociatedwith the arranger–borrower
relationship formation by allowing the residuals in the retained-share
equation (13a) and the lending-relationships equation (13b) to be
correlated. That is, cov(ε i,ui) = ρ 6= 0. The relationship equation
is implemented as a probit model, where the dependent variable
(Relation Binary∗i,j,l) is a dummy that identifies whether the loan is
syndicated by a relationship lead arranger. The vector Z = (Z1, Z2)

in equations (13a) and (13b) stands for observable factors that influ-
ence a lead arranger’s choice. This vector includes variables (Z1) that
may determine the lead arranger’s retained share and may also af-
fect lead-arranger–borrower matching. This vector also includes a
variable (Z2) that affects lending-relationship formation, but does not
affect the lead arrangers’ retained share. This variable serves as an
exclusion restriction for better identification purposes.
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This study uses the geographic distance measured in kilometers
between the lead arranger and the borrower of a loan (Section 3) as
the instrument (Z2). The choice of this variable is motivated by the
standard argument in the relationship literature that a relationship-
based lending technology requires the collection of a borrower’s pro-
prietary information. As noted by Petersen and Rajan (2002) and
Dass and Massa (2011), geographic proximity considerably reduces
the costs associated with the collection and processing of the bor-
rower’s soft information. One can thus expect geographic proximity
to increase the likelihood of forming a lending relationship—i.e., af-
fecting the lead-arranger–borrower matching. Geographic distance
is, however, unlikely to directly affect the share retained by lead ar-
rangers. This argument rationalizes the use of geographic distance as
a preferred instrumenting technique in the empirical literature (see,
e.g., Bharath et al., 2011; Aslan, 2015).
The binary measure, Relation Binaryi,j,l , in the retained share equa-

tion (13a) is modeled as an outcome of an unobserved latent variable,
Relation Binary∗i,j,l . Since whether a loan is syndicated by a relation-
ship or nonrelationship lead arranger is observable, the observed bi-
nary relationship outcome variable is modeled as

Relation Binaryi,j,l =

{
1, Relation Binary∗i,j,l > 0
0, otherwise.

The literature offers differentmethods bywhich the systemof equa-
tions given above is estimated. One such method is called Probit-
2SLS. This method requires applying a probit model to a relation-
ship formation and then calculating the predicted probability of a
lead arranger choice, which is later used as an instrument for a re-
lationship formation to get a new fitted value. Finally, this method
requires regressing the retained share on a new predicted probabil-
ity of relationship formation. The other method is called Probit-OLS,
where a probit model is applied to a relationship formation and then
the predicted probability is calculated. In the second stage, the pro-
cedure requires running an OLS regression of the retained share on
the predicted probability. The third method is called Heckit, a Heck-
man two-step selection model. All these models are estimated using
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a new STATA command for estimating binary endogenous treatment
models called ivtreatreg (Cerulli, 2014).
Table 15 presents the results from the estimation of the binary en-

dogenous treatment models. Estimates from the first stage, in which
a probit model of a lending-relationship formation is estimated, are
reported in Column (1). Interestingly, the estimated coefficient of the
geographic distance is negative and also statistically significant at the
1% level. This result conforms with the prediction from the theoret-
ical literature and the evidence presented in prior studies that firms
in closer proximity to lenders have a greater likelihood of forming
a lending relationship. The current result presents the flip side of
this argument: A greater the distance reduces the chances of forming
lending relationships. The analysis also shows that while reputable
lead arrangers are more likely to form lending relationships, larger
lead arrangers are less likely to engage in lending relationships. Ad-
ditionally, while firms that are larger and more reputable are more
likely to borrow from relationship lead arrangers, firms with greater
leverage are less likely to be involved in relationships.
The binary endogenous treatmentmodel estimated by Probit-2SLS

in Column (2) shows that the coefficient of lending relationship is -
12.93, and that it is distinct from zero at the 5% level. The third col-
umn presents the effect of lending relationship on the retained share
as estimated by Probit-OLS. The estimated coefficient is -14.74 and it
is significant at the 5% level. The fourth column provides a two-stage
Heckman estimate. The reported coefficient of lending relationship
is -14.35, which is significantly different from zero at the 5% level.
These results suggest that, even after controlling for endogeneity, es-
tablishing lending relationship is associated with a significant reduc-
tion in the retained share. However, the estimation of the binary en-
dogenous treatment models produces relationship coefficients with
larger magnitude in comparison to the OLS estimates. As can be
seen, these coefficients are approximately a factor of six larger.7 This
large increase might be due to the predicted relationship formation

7 Other studies have also found a larger increase in coefficient estimates. For example,
Bharath et al. (2011) estimate the impact of relationships on loan spreads using IV
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Table 15. Estimation of Binary Endogenous Treatment Models

This table presents the results of the effect of lending relationships on the retained share ob-
tained from binary endogenous treatment models. Column (1) reports results from the probit
first stage of relationship formation. Column (2) estimates the retained sharewith Probit-2SLS.
Column (3) runs the retained share using the Probit-OLS estimation, and column (4) reports
result from the second-stage Heckit. Distance is the spherical distance in kilometers between
the lead arranger’s and borrower’s headquarters. Relation Binary identifies whether a loan is
syndicated by a relationship lead arranger. All other variables are defined as in the Appendix.
Number of observations in parenthesis is for the first-stage Heckit model. Standard errors are
heteroskedasticity robust and clustered at the borrower level. The t-test of significance is: ***
significant at the 1% level, ** significant at the 5% level and * significant at the 10% level.

Relationship formation Retained Share
First stage Probit-2SLS Probit-OLS Heckit

(1) (2) (3) (4)
log(1 +Distance) −0.036∗∗∗

(0.01)
Relation Binary −12.934∗∗ −14.737∗∗ −14.348∗∗

(6.28) (6.83) (6.27)
Top 3 Arranger 0.351∗∗∗ −2.141∗∗ −1.914∗∗ −1.967∗∗

(0.04) (0.87) (0.92) (0.92)
Arranger Size −0.058∗∗∗ −1.612∗∗∗ −1.647∗∗∗ −1.646∗∗∗

(0.02) (0.35) (0.35) (0.31)
Opacity −0.053 1.160∗ 1.109∗ 1.131∗

(0.04) (0.65) (0.63) (0.63)
Firm Reputation 0.375∗∗∗ 1.007 1.245 1.196

(0.02) (0.87) (0.93) (0.90)
Firm Size 0.038∗∗∗ −1.479∗∗∗ −1.453∗∗∗ −1.462∗∗∗

(0.01) (0.22) (0.22) (0.21)
Profitability −0.182 −0.758 −0.782 −0.823

(0.22) (3.37) (3.31) (3.07)
Tangibility 0.122 −1.661 −1.612 −1.618

(0.08) (1.16) (1.13) (1.18)
Leverage −0.169∗ −5.575∗∗∗ −5.650∗∗∗ −5.662∗∗∗

(0.10) (1.59) (1.53) (1.44)
Financial Distress −0.012 1.576∗∗ 1.554∗∗ 1.575∗∗

(0.05) (0.69) (0.67) (0.67)
ln(Loan Amount) 0.023 −6.846∗∗∗ −6.838∗∗∗ −6.833∗∗∗

(0.02) (0.32) (0.31) (0.25)
ln(Loan Maturity) −0.023 −5.045∗∗∗ −5.047∗∗∗ −5.057∗∗∗

(0.03) (0.53) (0.52) (0.42)
Loan-type dummies YES YES YES YES
Loan-purpose dummies YES YES YES YES
Industry dummies YES YES YES YES
Year dummies YES YES YES YES
Lambda 7.312∗

(3.82)
McFadden’s pseudo R2 0.084
R2 0.760
N 6,982(6,983) 6,982 6,982 6,983
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not being a very good fit for Relation Binary, as is evident from low
McFadden’s pseudo R2.8 Since OLS yields conservative results, it is
used through the remaining sections of this paper.

4.4 Variation by Lead-Arranger Reputation and Size

The theoretical discussion presented in Section 2maintained that the
share retained by more reputable lead arrangers is less affected by
lending relationships than that retained by less reputable lead ar-
rangers. To investigate this theoretical speculation, the measures of
lending relationships are allowed to interact with the lead arrangers’
reputation in the baseline regression model. The results of the anal-
ysis of the variation of the effect of lending relationships on the re-
tained share by the lead arranger’s reputation reported in Table 16
support the above claim.
As the present finding shows, the reduction in the retained share is

largely confined to syndicated arrangementswith less reputable lead
arrangers. This finding is evident from the result (Column (1)) using
the interaction term between the binary measure of lending relation-
ships and the top-tier dummy,Relation Binary×Top 3 Arranger, as the
main variable of interest. As before, the coefficient on Relation Binary
remains negative and statistically significant, but the estimated in-
teraction term is positive and statistically significant. This result is in
conformitywith the reputation hypothesis. Further analyses are con-
ducted in Columns (2) and (3), which repeat the exercise in the first
column replacing the binary measure with measures that capture
the intensity of lending relationships. As depicted in these columns,
while Relation Number and Relation Amount have negative and statis-
tically significant coefficients, the terms for their interactions with
reputation, Relation Number× Top 3 Arranger and Relation Amount×
Top 3 Arranger, are positive and statistically significant. These regres-

regression. Instrumenting relationship with distance, they observe the coefficient
for relationships increases approximately 5.1 times compared to OLS estimates.

8 According to McFadden (1974, 1978), values for pseudo R2 ranging from 0.2 to 0.4
represent very good model fit.
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sion analyses suggest that a reduction in the retained share, caused
by a prior lending relationship, is concentrated in syndicates headed
by less reputable lead arrangers.

This result suggests that the effect of lending relationships on the
retained share depends on the degree of the lead arranger’s repu-
tation. That means, relationships have a varying effect in the sense
that there is a level of a lead arranger’s reputation beyond which re-
lationships have a smaller retained-share effect. The concentration
of the reduction of the retained share at the bottom of the lead ar-
rangers’ reputational spectrum suggests that reputation makes the
importance of establishing relationships less relevant. This finding
seems to support the idea that the impact of a relationship is more
important in contracts in which lead–participant agency conflicts are
high, and that as agency-problem-mitigation instruments, lead ar-
rangers’ reputation and relationships are not complementary.

The available evidence shows that the syndicated-loan market is
dominated by large banks (see, e.g., Ross, 2010). This evidence may
be construed as reflecting the concern on the part of syndicate par-
ticipants about the small lead arrangers’ screening and monitoring
ability. Small lead arrangers may not provide enough screening and
monitoring to convince participants to take part in the loans they ar-
range. Since relationships can facilitate screening and monitoring,
one may thus ask whether establishing a lending relationship en-
ables small lead arrangers to persuade participants that they can of-
fer the necessary screening and monitoring. This section is thus ex-
plores whether the effect of lending relationships varies enough that
the reduction in the retained share ismore pronounced for small lead
arrangers. To examine this idea, lending relationships are allowed to
interact with a dichotomized variable that captures lead arrangers’
size in the regression of the retained-share equation. The binary vari-
able Small Arranger takes the value one if a lead arranger has less than
the median total assets. In syndicated arrangements in which multi-
ple lead arrangers are involved, this paper adopts the size of the lead
arranger with the largest retained share.
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Consistent with a size-based interpretation, the analysis suggests
that the effect is stronger for small lead arrangers, as can be seen
from the results reported in the last three columns of Table 15. These
columns show that the estimated coefficients on themeasures of lend-
ing relationship continued to be significant and negative. Interest-
ingly, the estimated coefficients of the interaction termRelation Binary×
Small Arranger inColumn (4),Relation Number×Small Arranger inCol-
umn(5) and Relation Amount× Small Arranger in Column (6) are also
negative and significantly different fromzero. This result thus clearly
shows that lending relationships have more pronounced effects for
small lead arrangers. On the basis of this result, one can conclude
that small lead arrangers with relationships do not need to retain a
larger share of the loans to these firms to induce participants to join
in the loan.

4.5 Relationship Effects: Opaque versus Transparent Firm

The evidence to this point suggests that lead arrangers can build
lending relationships to reduce the share they must retain. The theo-
retical discussion in Section 2, however, holds the argument that par-
ticipants are potentially exposed to different degrees of agency con-
flicts based on the borrowing firm’s information environment. More
specifically, they may be subject to more severe agency conflicts in
a sample of contractual arrangements with informationally opaque
than transparent firms. This section thus tests whether the effect of
lending relationships on the retained share differs between loan con-
tracts with opaque and transparent firms. To this end, the syndicate
arrangements in the sample are split into two groups on the basis of
whether, or not, the firm has an S&P credit rating. Opacity identi-
fies loan contracts with firms that do not have S&P credit ratings and
is used to construct two interaction terms, Relation Binary×Opacity
and Relation Binary × (1 − Opacity). The applied estimation tech-
nique then involves running a regression model in which the two
interaction terms are added as additional regressors and then test-
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ing the equality of the interaction coefficients. Table 17 presents the
estimation results.

Table 17. Relationship Effects: Opaque versus
Transparent Firm

This table presents results from the estimation of whether the impact of lending re-
lationships on the retained share varies between syndicate arrangements with opaque
and transparent firms. Relation Binary measures whether a previous lending relation-
ship exists between the lead arranger and the borrower. Opacity identifies syndicate
arrangements made with firms that do not have S&P credit ratings. Small Firm iden-
tifies contracts made with firms that have below the sample median sales at close.
Speculative Grade identifies syndicated loans made to firms with S&P credit ratings be-
tween BB+ and C. The ∆ interaction coeff presents results of tests of the differences be-
tween the interaction terms. All other variables are defined as in the Appendix. In all
regressions, standard errors are heteroskedasticity robust and clustered at the firm level.
The t-test of significance is: *** significant at the 1% level, ** significant at the 5% level
and * significant at the 10% level.

Retained Share
(1) (2) (3)

Relation Binary×Opacity −2.578∗∗∗

(0.72)
Relation Binary× (1−Opacity) −2.231∗∗∗

(0.73)
Relation Binary× Small Firm −1.858∗∗

(0.80)
Relation Binary× (1− Small Firm) −2.898∗∗∗

(0.58)
Relation Binary× Speculative Grade −3.471∗∗∗

(1.09)
Relation Binary× (1− Speculative Grade) −2.233∗∗∗

(0.53)
Top 3 Arranger −3.637∗∗∗ −3.596∗∗∗ −3.618∗∗∗

(0.54) (0.54) (0.54)
Arranger Size −1.257∗∗∗ −1.245∗∗∗ −1.257∗∗∗

(0.39) (0.39) (0.39)
Opacity 1.771∗ 1.541∗ 1.231

(1.05) (0.82) (0.86)
Firm Reputation −0.528 −0.529 −0.498

(0.44) (0.44) (0.44)
Firm Size −1.745∗∗∗ −1.615∗∗∗ −1.774∗∗∗

(0.27) (0.29) (0.27)
Profitability −1.381 −1.509 −1.519

(4.16) (4.15) (4.16)
Tangibility −2.058 −2.048 −2.075

(1.41) (1.41) (1.41)
Leverage −4.921∗∗∗ −4.911∗∗∗ −4.703∗∗

(1.89) (1.89) (1.92)
Financial Distress 1.347 1.329 1.328

(0.86) (0.86) (0.86)
(Continued on next page)
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Table 17. Relationship Effects: Opaque versus
Transparent Firm (Continued)

Retained Share
(1) (2) (3)

ln(Loan Amount) −6.807∗∗∗ −6.802∗∗∗ −6.819∗∗∗

(0.35) (0.35) (0.35)
ln(Loan Maturity) −5.034∗∗∗ −5.030∗∗∗ −5.017∗∗∗

(0.56) (0.56) (0.56)
∆ interaction coeff −0.347 1.040 −1.238

(1.02) (0.92) (1.08)
Loan-type dummies YES YES YES
Loan-purpose dummies YES YES YES
Industry dummies YES YES YES
Year dummies YES YES YES
R2 0.413 0.413 0.413
N 7,659 7,659 7,659

The analysis suggests that lending relationships have the retained-
share-reducing effect whether contracts are made with information-
ally opaque or transparent firms. This result is presented in Col-
umn (1) where the estimated coefficients of the two interaction terms
are negative and statistically significant at the 1% level. Thus, the
analysis suggests that involvement in lending relationships is associ-
ated with a reduction in the share held by lead arrangers organizing
syndicated loans for both informationally opaque and transparent
firms. The test of the equality of the coefficients on the two inter-
action terms, ∆ interaction coeff, further shows that the two interac-
tion coefficients are not statistically significantly different from one
another. On the basis of this insignificant equality test of the inter-
action coefficients, one cannot reject the null hypothesis that a nega-
tive retained-share effect is equal in loan contracts with opaque and
transparent firms.
Additional evidence on the causal invariance (i.e., the impact of re-

lationships remains invariant between opaque and transparent firms)
is also found by examining whether the effect of lending relation-
ships on the retained share varies between syndicate arrangements
made with small and large firms. This analysis is conducted by split-
ting syndicated loans in the sample into two groups based on the bor-
rower’s sales at close and constructing a binary variable, Small Firm,
that identifies syndicate arrangements whose borrowers have below
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the sample median values of sales at close. The estimation technique
then involves running a retained share model by adding to a regres-
sion specification the interaction terms Relation Binary× Small Firm
andRelation Binary× (1−Small Firm) as additional independent vari-
ables. As shown in Column (2), both the interaction terms are signifi-
cant and negatively related to the retained share. This result suggests
that establishing lending relationships also lead to a smaller retained
share for lead arrangers organizing syndicated loans for both small
and large firms. Again, the test for interaction-coefficient equality, ∆
interaction coeff, shows that the coefficients on the two interaction
terms do not significantly differ from each other.

The analysis of whether the retained-share-reducing effect varies
between syndicated loans whose borrowers have speculative- and
nonspeculative-grade credit ratings provides additional evidence that
the impact of lending relationships is causally invariant. This analy-
sis is carried out by running a retained-sharemodel that includes the
interaction terms Relation Binary× Speculative and Relation Binary×
(1−Speculative) as additional explanatory variables. The binary vari-
able Speculative identifies contractual arrangements made with bor-
rowing firms that have speculative-grade ratings, S&P credit ratings
between BB+ and C. The reported result shows that both interaction
terms have negative and statistically significant coefficients. This re-
sult shows that a lead arranger’s lending relationship with a firm de-
creases the share it retains in a loan even when the loan is made to a
firmwith speculative-grade credit ratings. The interaction-coefficient
comparability test, ∆ interaction coeff, shows that the coefficients are
not statistically significantly different from one another.

4.6 Relationship Effects: Covenanted versus Uncovenanted Loans

Two competing predictions were also raised in the theoretical dis-
cussion presented in Section 2 about the effect of lending relation-
ships on the retained share in loan contracts that include covenants.
One prediction suggests that exposure to agency conflicts is less in
the sample of syndicated loan contracts that impose covenants. This
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prediction follows from the perspective that covenants limit borrow-
ers’ action sets, so participants should be exposed to less serious
agency conflicts. The other prediction posits that exposure to severe
agency problems are high in the sample of loan contracts that include
covenants. This is because in contracts that include covenants, the
borrower’s compliance with the imposed restrictions requires moni-
toring, and hence a high potential for shirking.
To test these competing predictions, this section examineswhether

the effect of lending relationships on the retained share varies be-
tween covenanted and uncovenanted loans. Towards this end, syndi-
cated loans in the sample are divided into two facility groups: those
facilities inwhich covenants are included and those facilities inwhich
covenants are not included. Using the dummy variable Covenant to
identify loan contracts that impose covenants, the study constructs
two interaction terms,Relation Binary×Covenant andRelation Binary×
(1 − Covenant). The adopted estimation method involves running
a retained-share model that includes the two interaction terms and
then testing the comparability of the interaction coefficients.9 Table
18 reports the estimation results.

The analysis indicates that relationships have stronger retained-
share reducing effects in loan contracts that include covenants. As
is evident from an inspection of the results reported in Column (1),
while the estimated coefficient of the interaction termRelation Binary×
Covenant is significantly negative, the estimated coefficient on the
interaction term Relation Binary × (1 − Covenant) is not statistically
significantly different from zero. This result suggests that lending
relationships serve as an important factor in terms of reducing the
retained share in loan contracts that include covenants. The test of
the comparison of the coefficients of the two interaction terms, ∆ in-
teraction coeff, rejects the null hypothesis of the equality of the co-
efficients. This test suggests that the retained-share-reducing effect

9 In unreported results, I split the sample into two on the basis of whether loan con-
tracts include covenants and ran two separate regressions using covenanted and
uncovenanted loans. The coefficients on Relation Binary in the two regression mod-
els were significantly different.
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of a lending relationship is substantially stronger in loan contracts
that include covenants. It thus appears that covenants that restrict
borrowers’ actions do not make the importance of relationships less
relevant.

The abovefinding also holdswhen examiningwhether the retained
share effect of relationships varies between loans that include per-
formance covenants and all other facilities. This analysis is moti-
vated by research suggesting that performance covenants are par-
ticularly included in loan contracts to increase the lender’s incentive
to monitor borrowers (Christensen and Nikolaev, 2012). To conduct
the analysis, the estimated model includes two interaction terms,
Relation Binary × P.Covenant and Relation Binary × (1 − P.Covenant).
The dummy variable P.Covenant identifies contracts that include per-
formance covenants. As the second column reports, the coefficient
on the interaction term Relation Binary× P.Covenant is negative and
statistically significant. In contrast, the estimated coefficient of the
interaction term Relation Binary× (1− P.Covenant) is not statistically
significant. ∆ interaction coeff also rejects the null hypothesis of the
equality of the coefficients. This finding suggests that the effect of
lending relationships is more pronounced in syndicated loan con-
tracts that impose performance covenants.

In Column (3), I repeat the regression analysis in the first column
for the sample of firms with investment-grade credit ratings, S&P
long-term issuer ratings BBB− or above. As can be observed from the
results reported in the third column, while the termRelation Binary×
Covenant is statistically significant, the estimates of the interaction
term Relation Binary× (1− Covenant) is not statistically significantly
different from zero. The test of the coefficient equality of the inter-
action terms, ∆ interaction coeff, rejects the null hypothesis that the
coefficients are not distinct from each other. This result indicates that
lending relationships are associated with a reduction in the retained
share for loan contracts that include covenants even when the bor-
rowers are high-quality firms.
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The last two columns repeat the previous exercises on the sample
of borrowers with speculative-grade credit ratings (i.e., S&P long-
term issuer ratings between BB+ and C). As reported in column (4),
the coefficient on Relation Binary×Covenant is significantly negative,
while the coefficient on Relation Binary × (1 − Covenant) is statisti-
cally insignificant. A test of the equality of the interaction coeffi-
cients, however, cannot reject the null hypothesis that the two in-
teraction terms are not significantly distinct from each other. The
result presented in Column (5) shows that while the coefficient on
Relation Binary×P.Covenant is negatively and significantly estimated,
the estimate of the coefficient on Relation Binary× (1−P.Covenant) is
not significantly different from zero. ∆ interaction coeff, shows that
the interaction terms are significantly different. Overall, this analy-
sis suggests that lending relationships are associated with a signifi-
cantly stronger reduction in the retained share among loan contracts
that include covenants.

5 additional robustness tests

For this analysis, I conducted robustness checks of the results to po-
tential endogeneity problems associated with lending-relationship
formation using alternative estimation techniques that correct for en-
dogeneity bias. However, some potential concerns related to other
factors may still remain. These additional concerns are more likely
related to the method applied in this paper to construct lending-
relationship measures. This section, thus, performs two additional
robustness tests to dissipate these additional potential concerns.

5.1 Multiple Lead Arrangers

One potential concern is that the reduction in the retained share may
be related to the number of lead arrangers in a loan facility. The argu-
ment here is that some syndicated lending arrangements are headed
by multiple lead arrangers. It is likely that multiple lead arrangers
increase the likelihood of a syndicated loan being arranged by a lead
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Table 19. The Effect of Relationships on the Retained Share:
Evidence from Facilities with A Single Lead Arranger

This table reports the regression results of the effects of lending relationships on the percent-
age of a syndicated loan retained by the lead arranger (Retained Share). The results reported in
Columns (1)–(3) are obtained from the sample of syndicated loans headed by a single lead ar-
ranger. Relation Binary indicateswhether lending relationships exist between the lead arranger
and the borrower of a loan. Relation Number accounts for the proportion of previous lending
relationships in terms of the number of interactions. Relation Amount capture the proportion
of previous lending relationships in terms of the amount of interactions. All other variables
are defined in the Appendix. In all regressions, standard errors are heteroskedasticity robust
and clustered at the firm level. The t-test of significance is: *** significant at the 1% level, **
significant at the 5% level and * significant at the 10% level.

Retained Share
(1) (2) (3)

Relation Binary −2.022∗∗∗

(0.62)
Relation Number −2.131∗∗∗

(0.75)
Relation Amount −2.253∗∗∗

(0.74)
Top 3 Arranger −4.179∗∗∗ −4.210∗∗∗ −4.179∗∗∗

(0.70) (0.70) (0.70)
Arranger Size −0.847∗ −0.852∗ −0.853∗

(0.44) (0.44) (0.44)
Opacity 0.093 0.118 0.176

(0.94) (0.94) (0.94)
Firm Reputation −0.711 −1.030∗∗ −0.995∗

(0.51) (0.51) (0.51)
Firm Size −1.853∗∗∗ −1.876∗∗∗ −1.877∗∗∗

(0.30) (0.30) (0.30)
Profitability −1.152 −0.874 −0.991

(4.80) (4.80) (4.80)
Tangibility −1.089 −1.125 −1.114

(1.67) (1.67) (1.67)
Leverage −6.786∗∗∗ −6.651∗∗∗ −6.735∗∗∗

(2.16) (2.15) (2.15)
Financial Distress 1.584 1.599 1.564

(1.07) (1.06) (1.07)
ln(Loan Amount) −7.942∗∗∗ −7.941∗∗∗ −7.930∗∗∗

(0.39) (0.39) (0.39)
ln(Loan Maturity) −4.722∗∗∗ −4.687∗∗∗ −4.684∗∗∗

(0.66) (0.66) (0.66)
Loan-type dummies YES YES YES
Loan-purpose dummies YES YES YES
Industry dummies YES YES YES
Year dummies YES YES YES
R2 0.412 0.411 0.412
N 5,583 5,583 5,583
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arranger with whom the borrower has lending relationships. This
follows simply because more than one lead arranger have a higher
likelihood than one lead arranger of having existing lending rela-
tionships with the firm. One may thus expect a positive correlation
between a measure of lending relationships (Relation Binary) and the
likelihood that a loan has more than one lead arranger. This, in turn,
means that the presence of multiple lead arrangers could ultimately
drive the association between Relation Binary and Retained Share. In
this situation, the observed reduction in the retained share may re-
flect the effect of the number of lead arrangers rather than the effect
of lending relationships, or both.
The analysis shows that excluding those facilities that are provided

by multiple lead arrangers from the sample does not seem to affect
the previously established results. As Table 19 depicts, the estimated
coefficients of lending-relationship measures are still negative and
significantly different from zero. Thus, even though it is plausible
that having multiple lead arrangers can affect the retained share, the
present finding clearly suggests an effect of lending relationships.
These negative coefficients suggest that even in loan facilities orga-
nized by a single lead arranger, building lending relationships with
firms enables lead arrangers to retain a smaller share.

5.2 Fixed Effects and Clustering

The analysis discussed so far runs regressions clustering by firms to
adjust standard errors for potential correlation between observations
of the same borrowing firm. An alternative approach that can also
handle the possibility of correlation among observations within firm
is firm fixed effects. Including firm fixed effects has also an addi-
tional benefit in that it controls for potential endogeneity stemming
from firm-level unobservables. To test the robustness of the baseline
regression results to this alternative specification, this section rees-
timates the retained-share regression model with a firm fixed-effect
dummy. Table 20 reports the results from the regression specification
featuring a firm-level fixed-effect dummy. As can be seen from Col-
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umn (1), the introduction of a firm-level fixed-effect dummy leads to
a small reduction in the coefficient of the Relation Binary in compari-
son to the OLS estimates reported in Table 13. Nevertheless, this re-
sult also shows that lending relationships have a significant negative
effect on the retained share. The analysis in Column (2) adds clus-
tering by firms in a regression that includes a firm-level fixed-effect
dummy. As one expects, clustering leaves the coefficient estimates
of Relation Binary unchanged. While the standard errors increased
to some extent with clustering by firms, the finding, however, shows
that clustering did not make lending relationships’ impact on the re-
tained share less statistically significant.

The robustness analysis reported above determines if controlling
for potential correlation across observations for a firm that arises
from firm-level persistent attributes changes the statistical signifi-
cance of lending relationships’ impact on the retained share. One
may also argue that a lead-arranger–level effect (i.e., persistent lead
arranger attributes) could also drive correlation across observations
between firms. To check the sensitivity of the statistical significance
of the results to this possibility, clustering by a lead arranger is added
to the retained-share regressionmodel that includes a firm-level fixed-
effect dummy. As can be noted from Column (3), clustering by lead
arrangers increases the standard errors. But lending relationship’s
impact is still significant at the 5% level. Moreover, introducing a
lead-arranger–level fixed-effect dummy enables one to effectively ad-
dress omitted-variable bias in addition to accounting for potential
correlation across observations. Thus, to further check the robust-
ness of a lending relationship estimate and its statistical significance,
the analysis in Column (4) involves estimating a regression model
that includes a lead-arranger fixed-effect dummy and clustering by
firms. As the reported result shows, this specification yields the es-
timate of lending relationships that is very similar to those reported
in the previous column.

The set of robustness results reported in Columns (2)–(4) of Table
20 is obtained from specifications that include clustering at either a
firm level or a lead-arranger level. However, it could also be the case
that theremay be correlation between observationswithin a firm and
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Table 20. The Effect of Relationships on the Retained Share: Fixed
Effects and Clustering

This table presents the regression results of the impact of relationships on the percentage
share of a syndicated loan retained by the lead arranger (Retained Share). While Columns
(1)–(3) report results obtained from regressions with a firm fixed-effect dummy, Column [4]
present results of a regression with a lead-arranger fixed-effect dummy. Relation Binary indi-
cates whether a prior lending relationship exists between the lead arranger and the borrower
of a loan. All other variables are defined in the Appendix. In Columns (2)–(4), standard errors
are clustered at either the firm or lead-arranger level, whereas in the last column the standard
errors are clustered at the firm and lead-arranger levels simultaneously. In all regressions,
standard errors are heteroskedasticity robust. The t-test of significance is: *** significant at the
1% level, ** significant at the 5% level and * significant at the 10% level.

Retained Share
Firm FE, Firm FE, Lead FE Clust. by firm

Firm FE, Clust. by firmClust. by leadClust. by firmClust. by lead
(1) (2) (3) (4) (5)

Relation Binary −1.933∗∗∗ −1.933∗∗∗ −1.933∗∗ −2.112∗∗∗ −2.429∗∗∗

(0.52) (0.66) (0.73) (0.50) (0.64)
Top 3 Arranger −3.108∗∗∗ −3.108∗∗∗ −3.108∗∗∗ −2.675∗∗∗ −3.626∗∗∗

(0.59) (0.85) (0.56) (0.56) (0.45)
Arranger Size −0.976∗ −0.976 −0.976 0.532 −1.254∗

(0.51) (0.69) (0.83) (0.57) (0.76)
Opacity −1.902 −1.902 −1.902∗∗ 1.154 1.577∗∗

(1.17) (1.72) (0.80) (0.79) (0.62)
Firm Reputation −0.050 −0.050 −0.050 −0.663 −0.524

(0.44) (0.60) (0.43) (0.42) (0.38)
Firm Size −1.447 −1.447 −1.447 −1.704∗∗∗ −1.745∗∗∗

(0.95) (1.39) (1.41) (0.26) (0.25)
Profitability −10.519∗∗ −10.519 −10.519∗∗∗ −1.720 −1.386

(5.15) (6.90) (3.88) (4.02) (5.03)
Tangibility 1.152 1.152 1.152 −1.201 −2.054

(3.80) (5.34) (5.25) (1.34) (1.52)
Leverage −3.386 −3.386 −3.386 −6.245∗∗∗ −4.928∗∗∗

(2.75) (3.73) (3.56) (1.75) (1.88)
Financial Distress 0.335 0.335 0.335 1.303 1.339

(0.90) (1.24) (0.62) (0.81) (1.23)
ln(Loan Amount) −4.639∗∗∗ −4.639∗∗∗ −4.639∗∗∗ −6.670∗∗∗ −6.807∗∗∗

(0.39) (0.51) (0.35) (0.34) (0.65)
ln(Loan Maturity) −3.869∗∗∗ −3.869∗∗∗ −3.869∗∗∗ −5.050∗∗∗ −5.034∗∗∗

(0.55) (0.71) (0.56) (0.55) (0.62)
Loan-type dummies YES YES YES Yes YES
Loan-purpose dummies YES YES YES YES YES
Industry dummies YES YES YES YES YES
Year dummies YES YES YES YES YES
Firm fixed effect YES YES YES NO NO
Lead fixed effect YES NO NO YES NO
R2 0.732 0.732 0.732 0.448 0.413
N 7,659 7,659 7,659 7,659 7,659
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within a lead arranger. In such situations, where there exists simulta-
neous correlations in two dimensions, Thompson (2011) shows that
the usual one-dimensional clustering technique does not correctly
adjust standard errors. As an additional robustness check to this
possibility, this section uses a two-dimensional clustering approach
that Thompson (2011) and Cameron et al. (2011) recently introduced
and reruns the regression clustering by firms and lead arrangers. As
shown in Column (5), this specification does not affect the statistical
significance of the result reported in Table 13.

6 conclusion

Syndicated lending has gained increasing popularity: A group of
lenders jointly provide large loans to a firm on the basis of a sin-
gle contract. Together with increasing popularity, however, has also
come concerns about whether the potential information asymmetry
stemming from the lead arrangers’ lending relationships with bor-
rowers introduces agency problems between a lead arranger and par-
ticipants. Although the literature argues that lending relationships
can influence the share retained by lead arrangers, which is used to
certify the quality of a loan, the literature offers conflicting predic-
tions. While a lending relationship can reduce the retained share by
facilitating monitoring, it can also facilitate the exploitation of par-
ticipants, thus increasing the lead arrangers’ retained share.

I empirically examine the association between lead arrangers’ lend-
ing relationships with firms and the share they retain in loans to
them. Using prior interactions to measure lending relationships, my
results strongly indicate that forging relationships decreases lead ar-
rangers’ retained share. Since lead arrangers claim less than entire
loan they originate, it is possible that they may endogenously de-
velopweak incentives for costly investments in choosing optimalmon-
itoring efforts. If, however, lending relationships reduces the costs of
monitoring, lead arrangers may still optimally invest in monitoring.
Consequently, as the results in this analysis suggests, participants do
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not seem to provide relationship lead arrangers with the necessary
monitoring incentives by way of insisting they retain a larger share.
The cross-sectional analysis presents results that further reduce

concerns that lending relationships may introduce agency conflicts.
The evidence shows that the negative effect of lending relationships
on the retained share is stronger in syndicate arrangements headed
by less reputable and small lead arrangers. Informationally opaque
and high-risk borrowers would provide an ideal opportunity for re-
lationship lead arrangers to exploit syndicate participants. The ob-
served reduction in the share retained by relationship lead arrangers
in contractual arrangements involving opaquefirms, small firms, and
firms with speculative-grade ratings suggests that postcontractual
conflicts are more important than precontractual conflicts in loan
syndication. As such, although loans to these firms require inten-
sive monitoring, relationship lead arrangers are not required to hold
a larger share; their monitoring-cost advantages seem to be sufficient.
In fact, the negative effect of lending relationships is concentrated in
loan contracts that include covenants—contracts that presumably re-
quire closer monitoring and, hence, the benefit of relationships.
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Appendix: Variable Definitions

Table 21. Variable Definitions
Variable Definition

Retained Share The percentage of a syndicated loan retained by the lead arranger
Relation Binary Adummy variable: one if the lead arranger and the borrower have a prior

lending interaction in the last five years
Relation Number The ratio of the number of times the lead arranger and the borrower have

interacted in the last five years to the total number of loans the borrower
has taken during the same period

Relation Amount The ratio of the total amount of loans the lead arranger has made to the
borrower in the last five years to the total amount of loans taken by the
firm during the same period

Top 3 Arranger A dummy variable: one if at least one of the lead arrangers of the syndi-
cated loan is among the top 3 percentile in terms of market share in the
syndicated-loan market

Top 10 Arranger A dummy variable: one if at least one of the lead arrangers of the syndi-
cated loan is among the top 10 percentile in terms of market share in the
syndicated-loan market

Arranger Size The natural logarithm of the lead arranger’s total assets
Small Arranger A dummy variable: one for lead arrangers with total assets below the

sample median
ln(Loan Amount) The natural logarithm of the loan facility amount in millions of dollars
ln(Loan Maturity) The natural logarithm of the number ofmonths from the facility start date

to the facility end date
Term Loan A dummy variable: one if the loan type is term loan
Revolver A dummy variable: one if the loan type is revolver
364-day facility A dummy variable: one if the loan type is 360-day facility
Corporate Purpose A dummy variable: one if the loan purpose is for corporate
Working Capital A dummy variable: one if the loan purpose is for working capital
Takeover A dummy variable: one if the loan purpose is for takeover
Debt Repayment A dummy variable: one if the loan purpose is for debt repayment
Covenant A dummy variable: one if there exists at least one covenant in the loan

contract
P.Covenant A dummy variable: one if there exists at least one performance covenant

in the loan contract
Opacity A dummy variable: one for firms without Standard and Poor’s long-term

issuer rating
Firm Reputation The natural logarithm of the number of times that the firm has borrowed

in the syndicated-loan market during the last five years
Firm Size The natural logarithm of the firm’s total sales at close
Small Firm A dummy variable: one for firms that have total sales below the sample

median at close
(Continued on next page)
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Table 21. Variable Definitions (Continued)
Variable Definition

Profitability The ratio of earnings before interest, taxes, depreciation and amortization
to the book value of total assets

Tangibility The ratio of plant, property and equipment to total assets
Leverage The ratio of total debt (i.e., the sum of debt in current liability and long-

term debt) to book value of total assets
Financial Distress A dummy variable: one for firms with Altman (1968) Z-Score below 1.81
Distance The spherical distance measured in kilometers between the borrowing

firm’s headquarters and the headquarters of the lead arranger of a syndi-
cated loan
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Essay Three





4
Does Collateral Reduce

Loan-Size Credit Rationing?
Survey Evidence

With Jens Forssbæck

1 introduction

Access to credit is a major concern, particularly for small firms. How
important is collateral for securing access to credit for small busi-
nesses? The predominant view in the financial intermediation lit-
erature is that (equilibrium) rationing in credit markets arises pri-
marily as a consequence of information asymmetries between lender
and borrower (Jaffee and Russell, 1976; Stiglitz andWeiss, 1981), and
that the provision of collateral by borrowers can work as a signal-
ing or commitment device that addresses the information problems
that are the source of credit rationing (Bester, 1985, 1987; Besanko
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and Thakor, 1987; Chan and Thakor, 1987).1 Consequently, collateral
should reduce credit rationing. Less clear, however, is whether col-
lateral plays an independent role in the presence of alternative mech-
anisms to overcome informational asymmetries that may substitute
for or complement collateral (such as lending relationships, screen-
ing/monitoring, or contractual devices other than collateral), and the
importance of this role. Despite the strongdependence of small firms
on bank credit (?Black and Strahan, 2002), their greater information
problems, and the wide use of collateral in small business lending
(Leeth and Scott, 1989; Cowling, 1999; Berger et al., 2011a), empirical
evidence on the link between collateral and rationing remains scarce
and essentially only indirect. The empirical literature is also mixed
on exactly why collateral is used and by which firms.2
The paucity of direct empirical evidence on the relationship be-

tween collateral and credit rationing may in large part be due to ob-
servability and estimation difficulties. First, the relationship between
collateral and credit rationing is virtually impossible to test mean-
ingfully for loan-level data (at least using single-equation specifica-
tions). In the case of full “quantity rationing”, where a loan appli-
cant is denied credit altogether (also known as borrower rationing),
collateral is unobservable simply because no loan transaction ever
takes place. In other words, collateral is only observed if there is
a loan, which by definition precludes quantity credit rationing. A
few recent empirical contributions (Becchetti et al., 2011; Kirschen-
mann, 2016) have addressed this issue by focusing on “loan size ra-
tioning” (Schreft and Villamil, 1992; Kjenstad et al., 2002), where the
loan amount granted is lower than the amount applied for (also re-
ferred to as loan amount rationing, and directly interpretable as ex-
cess demand at the individual borrower level). However, the rela-
tive amount granted is only observed if the loan application was not

1 For a review of theoretical contributions on collateral as a device to reduce informa-
tion asymmetries, see Coco (2000).

2 For a survey focusing on recent empirical evidence on the determinants of collateral
(with implications for credit rationing), see Steijvers and Voordeckers (2009). At a
general level, Haselman et al. (2010) find that discrete changes in collateral law are
more important than bankruptcy creditor rights for credit supply.
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turned down completely. It also requires that the prospective bor-
rower had a credit demand to begin with, and made an application.
All these prior outcomesmay be influenced by factors that also deter-
mine loan amount rationing, suggesting that estimation of this type
of rationing necessarily implies working with a non-random sample,
with selection bias as the likely consequence.

A second problem related to estimation is that even if one disre-
gards the process whereby a loan came to be approved, loan con-
tracting terms are simultaneously determined (Brick and Palia, 2007).
This co-determination may include, for instance, the relative loan
amount granted (rationing), the loan interest rate, as well as any col-
lateral requirements. Another way to frame this problem is to note
that under the maintained hypothesis that collateral addresses the
information problems that are at the root of credit rationing, the ex-
tent to which such problems are present jointly determines both col-
lateral use and rationing. The same argument may extend also to ob-
servable firm characteristics – whether they are proxies of informa-
tion availability (such as firm age, size, or the length or scope of the
lender-borrower relationship) or other characteristics, such as credit
risk, that are believed to influence both collateral and rationing. Thus,
even after accounting for non-random selection of the observed sam-
ple, endogeneity concerns remain.

The aim of this paper is to test the direct relationship between col-
lateral provision and credit rationing. We use survey data drawn
from the 1993, the 1998 and the 2003 versions of the Survey of Small
Business Finances (SSBF), conducted by the Federal Reserve Board,
which provides us with a total of 11,503 firm-level observations with
detailed responses regarding the respondent firms’ recent credit ap-
plication experiences.3 We focus on loan size rationing (whether the

3 Survey data has been rather extensively used in the literature, particularly in studies
focusing on the determinants of collateral (but also, to some extent, to study credit
constraints). To name a few, see, e.g., Chakraborty and Hu (2006); Brick and Palia
(2007); Chakravarty and Yilmazer (2009) for studies using the SSBF, and Harhoff
and Körting (1998); Lehmann and Neuberger (2001); Cenni et al. (2015) for studies
using non-U.S. surveys. A number of other studies use actual loan application data,
e.g., Jiménez et al. (2006); Puri et al. (2011); Jiménez et al. (2012).
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borrower was granted the full amount applied for) in the final loan
level estimations, so that there is variation in rationing for the ap-
proved loans for which we can observe collateral, but the data allow
us to model the entire loan application and approval process.
To address the above-mentioned selection and endogeneity issues,

our estimation is done in two parts. The first part is a three-step se-
quential selection process, where we use a trivariate probit model to
jointly estimate three conditional sequential equations: first, firms’
credit demand; second, firms’ propensity to apply for a loan (condi-
tional on credit demand); and third, the likelihood of loan approval
(given a firm’s credit demand and application decision). The second
part estimates the effect of collateral on loan size credit rationing,
allowing for endogenously determined collateral and loan interest
rates, and accounting for selection bias arising from the loan appli-
cation process estimated in the first part.
The trivariate probit selectionmodel shows that demand for credit,

the firm’s decision whether to apply for a loan, and the lender’s de-
cision whether to approve the application are a sequence of strongly
interrelated outcomes, suggesting that the estimate of the effect of
collateral on loan size rationing is likely to be biased if non-random
selection is left unaccounted for. In fact, when we ignore selectivity
issues and treat collateral and interest rates as exogenous in a set of
benchmark regressions, we find little evidence of an effect of collat-
eral on rationing. In contrast, when we control for these potential
biases, we find results that are robust both to different proxies of
collateral and to alternative estimation methods. The results show
that collateral not only reduces the likelihood of experiencing loan
size rationing, but also reduces the proportion of the loan amount
rationed.
The rest of the paper is structured as follows. The next section

gives a brief review of theoretical and empirical literature on credit
rationing and collateral, Section III describes the methodology and
estimation framework, and Section IV provides a detailed descrip-
tion of the data and variable definitions. We present our results in
Section V, and Section VI, finally, concludes.
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2 related literature

The theoretical literature provides several explanations for credit ra-
tioning and how collateral might mitigate it. Early theories rely on
exogenous restrictions on interest rates (either ad hoc assumptions of
price rigidity, or institutional constraints, such as usury laws) to ex-
plain the occurrence of quantity rationing in the credit market. The
implication is that for certain prospective borrowers, there may be
no interest rate that a lender is able or allowed to charge at which
its expected return is positive (Freimer and Gordon, 1965; Jaffee and
Modigliani, 1969).

The more contemporary view relies on lenders’ inability to per-
fectly observe borrowers’ repayment capability, which prevents them
from charging interest rates that are sufficiently differentiated to re-
flect borrower heterogeneity. In this setting, raising the loan rate ad-
versely affects lenders’ credit portfolios via sorting and incentive ef-
fects: first, average loan quality is reduced, because at a higher inter-
est rate, high-risk borrowers are more likely to self-select into the ap-
plicant pool; second, less profits accrue to the borrower, which may
induce lower effort levels and/or risk-shifting behavior (Stiglitz and
Weiss, 1981, 1987). Consequently, lenders’ expected return does not
rise monotonically in the interest rate charged due to adverse selec-
tion and moral hazard, which may result in a pooling equilibrium
loan rate below the market-clearing level that generates excess de-
mand for credit. Some prospective borrowers may then be rationed
despite being observationally indistinguishable from borrowers that
are approved for a loan, and despite being willing to pay a higher
interest rate.

A sizable theoretical literature suggests that collateral provision
may mitigate credit rationing by reducing the ex ante and/or ex post
effects of borrower-lender information asymmetries. Since the provi-
sion of collateral entails the risk of losing the pledged assets, borrow-
ers with a lower probability of ending up in default states are more
likely to pledge collateral, which suggests that low-risk borrowers
use collateral to signal repayment capability to the lender (Bester,
1985; Chan and Kanatas, 1985; Besanko and Thakor, 1987). Thus,
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collateral reduces adverse selection, and should ultimately mitigate
credit rationing. Collateral may also serve as an incentive device
to prevent moral hazard by discouraging borrowers from switching
to riskier investment projects (Bester, 1987; Chan and Thakor, 1987;
Boot et al., 1991), by encouraging borrowers to choose a high effort
level (Watson, 1984; Innes, 1990), and by deterring strategic default
by enforcing loan repayment (Benjamin, 1978; Hess, 1984; Beutler
and Grobéty, 2013). Alternative theories suggest collateral as a sub-
stitute (rather than a complement) to screening – the “lazy banks”
hypothesis (Manove et al., 2001) – or as an instrument to increase the
credit decision efficiency of small relationship lenders in the face of
competition from arms’ length lenders (Inderst and Müller, 2007).
The results of the empirical literature on credit rationing – partic-

ularly in terms of pinning down information asymmetries as a pri-
mary driver of rationing – are somewhat mixed. The early empirical
literature is limited by having to rely on indirect or inferential mea-
surement of rationing for observability reasons made clear above.
Specifically, the implication of credit rationing theory that loan rates
are rigid, or sticky with respect to base interest rates, has been used.
The testing approach of Berger and Udell (1992) focuses on infer-
ring rationing from rigidities in loan pricing (while recognizing that
sticky loan pricing is consistent with, but not sufficient evidence of,
rationing). They find that rates on loans issued under commitment
are essentially as sticky as those on non-commitment loans, which is
inconsistent with interpreting loan rate stickiness as a sign of credit
rationing (since commitment loans by definition cannot be rationed).
In addition, since commitment loans should be less subject to infor-
mation problems, loan rate stickiness appears largely unrelated to in-
formation asymmetries. The results of Berger and Udell (1992) have
later been shown to hold for UK data (Cowling, 2010).
Jappelli (1990) appears to have been the first to use survey data to

identify constrained ("rationed”) borrowers, but studies constrained
consumers. Levenson and Willard (2000) use survey data (SSBF) to
estimate the probability of loan denial (conditional on applying) for
firms. They find that rationed firms are more likely to be smaller
and younger, and owned by the original founder, but conclude ra-

160



tioning to be a minor phenomenon, as do Berger and Udell (1992).
Han et al. (2009) likewise use the SSBF to study “self-rationing” (the
probability of not applying for a loan for fear of rejection), and find
that riskier borrowers in more concentrated markets are more likely
to self-ration. Methodologically closer to our paper is the study by
Chakravarty and Yilmazer (2009). They focus primarily on the ef-
fect of lender-borrower relationships on the loan rate, but in the pro-
cess find that firm size and age are negatively associated with self-
rationing as well as with loan denial, whereas firm risk is positively
associated with rationing outcomes. Drakos and Giannakopoulos
(2011), testing loan denial conditional on demand and using survey
data from Eastern Europe, find a negative effect of firm size (but no
effect of firm age or risk). Cenni et al. (2015), using Italian survey
data, find only weak evidence of a relationship effect, but otherwise
little that suggests an information-asymmetry effect on rationing.

Two recent studies use actual loan application data to study loan
size rationing. Becchetti et al. (2011) and Kirschenmann (2016) both
find negative effects of firm size and lender-borrower relationships
on loan size rationing. Kirschenmann (2016) further finds that ra-
tioningdecreases as relationships deepen over time, aswell as amixed
impact of collateral on credit rationing. A number of other recent pa-
pers also use actual loan application data, but focus on supply-side
effects on loan denials. Puri et al. (2011) study the effects of aggre-
gate credit shocks on retail lending and find that banks that are more
affected by the shock are more likely to ration credit to their loan cus-
tomers, but also that rationing occurs across the entire spectrum of
borrower risk with very little migration to “quality” borrowers. In a
similar vein, Jiménez et al. (2012) find strong positive effects of lender
banks’ capital and liquidity ratios and profitability on the probabil-
ity of granting a loan to otherwise comparable borrowers, which ap-
pears inconsistent with the notion that rationing occurs primarily (or
at least only) as a consequence of borrower characteristics.

Amethodologically different approach is the use of disequilibrium
models to study credit rationing. Existing studies in this vein reach
conflicting results when it comes to the effect of collateral: whereas
Ogawa and Suzuki (2000) and Atanasova and Wilson (2004) suggest
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that collateral increases loan supply, using borrowers’ land assets
and total assets, respectively, as proxies for collateral, Shen (2002)
suggests it does not. Carbo-Valverde et al. (2015) use a disequilibrium
approach to study the effect of securitization on credit rationing, and
find that lenders’ reliance on securitization reduces rationing under
normal periods, but some types of securitized assets aggravate bor-
rowers’ credit constraints in crisis periods, i.e., they find further evi-
dence of supply-side effects on credit rationing.
The existing evidence on the determinants of collateral is likewise

mixed, and evidence of the role of information asymmetries relies,
again, on indirect proxies. In addition, evidence that collateral re-
duces information asymmetries gives only indirect evidence on the
role of collateral for credit rationing. Amain concern in the literature
is the question whether collateral primarily solves adverse selection
problems (which is typically taken to imply a negative relationship
between firm risk and collateral, since collateral thenworks as a qual-
ity signaling device), or if it is primarily a disciplining mechanism to
prevent moral hazard (a positive relationship between firm risk and
collateral is assumed). Although theoretically, both adverse selec-
tion and moral hazard contribute to credit rationing, whether one or
the other is more important may play out on the expected effect of
collateral on credit rationing, because if the moral hazardmotivation
dominates but collateral imperfectly compensates for borrower risk,
then loans that aremore likely to be collateralized are alsomore likely
to be rationed. For example, Berger and Udell (1992) find (indirect)
evidence of somewhat higher rationing for collateralized loans, and
interpret the finding in terms of borrower information problems that
are not fully resolved by collateral. If, on the other hand, high qual-
ity borrowers use collateral as a signal to overcome adverse selection,
then collateralized loans should be less subject to rationing.4

4 It can be noted that lower observable risk of borrowers that were granted a loan is
not necessarily a good proxy of unobserved borrower quality, particularly if high-
quality borrowers opt out of the applicant pool due to adverse selection and/or
low-quality borrowers are denied loans altogether; in turn, higher risk does not nec-
essarily proxy for moral hazard: a borrower can have high ex ante observed credit
risk, but have a high-quality project and not be prone to shirking or risk-shifting.
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A large number of studies directly test the determinants of collat-
eral. Many of these use survey data (Leeth and Scott, 1989; Avery
et al., 1998; Harhoff and Körting, 1998; Cowling, 1999; Hernández-
Cánovas and Martínez-Solano, 2006), most test the incidence of col-
lateral as a binary outcome, but a number of studies also test de-
terminants of the amount of collateral (Machauer and Weber, 1998;
Lehmann and Neuberger, 2001; Menkhoff et al., 2006; Jiménez et al.,
2006). With few exceptions – Brick and Palia (2007) is one – empirical
studies on the determinants of collateral do not account for the simul-
taneous determination of different price and non-price loan contract
features (such as loan interest rate and collateral), suggesting results
should be interpreted primarily as correlations. A limited number
of more recent studies (partially) account for incidental truncation
(Chakraborty and Hu, 2006).

Although evidence overall is mixed, when it comes to basic firm
characteristics, one result appears universally consistent: firm age
is negatively associated with collateral use. The conventional argu-
ment is that, unlike startups and young businesses, older firms have
track records, tractable credit histories, etc. (Berger and Udell, 1995)
– in short, are less subject to information problems. Similar con-
sistency does not appear for other basic firm characteristics, such
as firm size, which alternately take on positive (Berger and Udell,
1995; Chakraborty and Hu, 2006) and negative (Degryse and Cay-
seele, 2000; Lehmann and Neuberger, 2001) associations with col-
lateral, or firm credit risk, which is equally sometimes estimated to
have a positive (Machauer andWeber, 1998; Jiménez et al., 2006) and
sometimes a negative (Lehmann and Neuberger, 2001) relationship
with collateral. Several studies also find significant effects of firm
type (legal or incorporation status) and/or industry. Evidence on the
lattermay be interpreted as somewhat consistentwith the notion that
firms in industries with a high share of tangible assets (such as real
estate, manufacturing, or retail trade) are more likely to have collat-
eralized loans (Leeth and Scott, 1989; Berger and Udell, 1995; Avery
et al., 1998; Harhoff and Körting, 1998). Results on the relationship
between collateral and other loan terms are, again, mixed. Whereas
collateral appears to be relatively consistently more likely for larger
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loan amounts (Leeth and Scott, 1989; Degryse and Cayseele, 2000;
Jiménez et al., 2006; Berger et al., 2011a), it is associated with higher
loan rates in some studies (Berger and Udell, 1990, 1992; Brick and
Palia, 2007) and with lower rates in others (Machauer and Weber,
1998; Degryse and Cayseele, 2000; Chakravarty and Yilmazer, 2009).
The relationship with maturity is similarly indeterminate (Leeth and
Scott, 1989; Harhoff and Körting, 1998; Degryse and Cayseele, 2000).
A major concern in the empirical literature is also the effect of

lender-borrower relationships (Petersen and Rajan, 1994) on collat-
eral use. Relationships and collateral are considered primarily as
substitutes, i.e., alternative mechanisms to overcome pre-contractual
information asymmetries. Importantly, however the duration and
scope of prior lender-borrower relationships are unlikely to be en-
dogenous with respect to collateral, since they are – by definition –
pre-existing when the loan is contracted. The effect of relationships
on collateral appears ambiguous. On the one hand, borrowing from
a main bank, or house bank, increases the incidence of collateral,
and long-term exclusive relationships with a single bank can also
increase collateral or personal commitment requirements (Lehmann
and Neuberger, 2001; Menkhoff et al., 2006; Voordeckers and Stei-
jvers, 2006). This could be the result of the “holdupproblem” – banks
extract rents from firms that are captive with a single lender. On
the other hand, there is consistent evidence that the length of prior
relationship between lender and borrower decreases the incidence
of collateral, which would tend to point in favor of a conventional
information-asymmetry story (Berger and Udell, 1995; Chakraborty
and Hu, 2006; Jiménez et al., 2006; Brick and Palia, 2007). Another
commonly used indicator is the number of bank relationships main-
tained by the borrower firm, which is found to be positively associ-
ated with collateral use in some studies (Harhoff and Körting, 1998;
Chakraborty andHu, 2006), whereas others find the association to be
negative or inconclusive (Menkhoff et al., 2006; Jiménez et al., 2006).
The effect of relationships could therefore also depend on compe-
tition between lenders. The direct effect of competition (typically
measured by bank market concentration) on collateral use is, again,
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inconclusive – for instance, the results of Jiménez et al. (2006) and
Voordeckers and Steijvers (2006) point in different directions.

A smaller number of studies use more direct identification strate-
gies to isolate the effect of ex ante information availability on credit
rationing or on collateral use. Cheng and Degryse (2010) study the
effect of information sharing via a public credit registry on the ap-
proval of consumer credit card applications by a Chinese bank. They
find that information sharing does not affect credit rationing on av-
erage, but that sharing of positive information by other banks results
in customers receiving higher credit card lines. Berger et al. (2011a)
exploit a shift in lenders’ access to information about borrowers pro-
vided by the adoption of a new credit scoring technology in loan un-
derwriting to investigate whether this reduction in ex ante informa-
tion asymmetry reduces the incidence of collateral, and find that this
is the case. Finally, exploiting a legal change that reduced the value of
companymortgages (a widely used form of collateral for businesses)
in Sweden, and comprehensive data from a single bank, Cerqueiro
et al. (2016) find that the bank in response to this exogenous shock
to collateral values significantly reduced its internal credit limits to
borrowers with collateralized business loans.5

To sum up, although the information-asymmetry paradigm dom-
inates the theoretical literature on credit rationing and collateral, the
empirical literature does not provide conclusive evidence in support
of this view (at the very least, it suggests some additional mecha-
nisms). There is evidence of a role for information asymmetries in
both credit rationing and collateral provision, but there are also sev-
eral open issues and some results that appear to challenge the pre-
dominant view. In particular, there is substantial evidence of supply-
side effects on rationing, and the effect of observable borrower risk
(and possibly other firm characteristics) for collateral use remains
unclear, particularly in the presence of competing mechanisms for
reducing borrowers’ ex ante information advantage. There appears
to be industry effects, and collateral may mostly be used in indus-

5 Note that this effect is conditional on there already being a collateralized loan in
place.
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tries where information asymmetries are low and tangible assets are
high. If collateral works as insurance (rather than as a signaling de-
vice), then borrower characteristics may be more important for non-
collateralized loans. In that sense, collateral may compensate for
(bad) borrower characteristics, and we may not expect a negative ef-
fect of collateral on rationing. It may also be the case that for col-
lateralized loans, the value of the collateral is more important than
borrower characteristics, possibly suggesting that if credit rationing
is influenced by supply-side factors and overall economic conditions
or shocks that negatively affect collateral values, then collateralized
loansmaybemore exposed to rationing thannon-collateralized loans.
For instance, the results of Puri et al. (2011) indicate that mortgage
loans are more rationed than (presumably less frequently collateral-
ized) consumer loans as the result of a shock.

3 methodology

Estimation of the direct relationship between collateral and credit ra-
tioning introduces a number of econometric challenges. Our end
goal is to estimate the determinants of credit rationing. We define
firms as credit rationed if we observe that they have unsatisfied de-
mand for credit. Specifically, we focus on loan size rationing (the loan
amount granted is lower than the amount applied for) – first, because
this provides a clean and intuitive measure of excess demand at the
individual borrower level; second, because this is the only possible
definition that allows us with certainty to observe other loan terms
(including collateral). But firms can only be loan-size-rationed if they
are not denied credit altogether, and it is likely that the probability
of being loan-size-rationed is determined largely by the same factors
that determine loan approval/denial.
Moreover, there may be factors influencing a firm’s chances of be-

ing approved for a loan that are also related to the likelihood that the
firm had a credit demand to beginwith, andmade a loan application.
In particular, loan approval and firms’ expectation of loan approval
(and therefore their propensity to apply)may depend on the availabil-
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ity of collateral. Thus, the sub-sample of firms for which we can ob-
serve the extent of loan size rationing is not a random draw from the
full sample, which renders estimation of any single-equation model
of credit rationing inappropriate. The non-randomness of the pro-
cess by which size-rationed loans and loan terms come to be ob-
served is likely to result in biased estimates. In addition, economic
reasoning andprior evidence suggest that for loans that are approved,
the loan contract terms – including the loan amount as a proportion
of the amount applied for – are simultaneously determined, because
they are the joint outcome of a bargaining process, and the “package”
of loan terms may be driven by common observable and/or unob-
servable borrower characteristics. To address these issues, we adopt
a sequential estimation approach consisting of two main parts. The
basic sequence is summarized in Figure 1.6

Figure 1
Sequential estimation procedure

The first part is a three-step selection process, modeling how firms
end upwith an approved loan with observable loan terms. From the
total (randomly assigned) sample at our disposal, we first observe
whether a firm made a loan application or not. Firms that made a

6 The sequence is essentially determined by the design of the SSBF surveys, and sim-
ilar to the sequential structure in, e.g., Cole and Sokolyk (2016).
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loan application have a manifest loan demand. But there are also
firms that do not apply for credit even though they need it. This
group of firms are called "discouraged” borrowers (Jappelli, 1990;
Kon and Storey, 2003; Han et al., 2009). The survey data allows us
to identify this group of firms, which are included among the firms
with non-zero credit demand. In latent-variable notation, the first
step in the selection process is then:

Demand∗i = α1 + β′F1XF,i + β′G1XG,i + γ′1Z1,i + ε1,i (14)

where the observable counterpart of the latent variables Demand∗i
is the indicator Demandi, which takes on unit value if firm i either
applied for a loan or is identified as a discouraged borrower, XF is a
vector of core firm characteristics, XG is a set of general control vari-
ables (which includes dummies for geographical region and survey
release), and Z1 is a set of indicators constructed from responses to
survey questions specifically reflecting the firm’s financing situation
(detailed variable descriptions are deferred to Section IV).

Equation 1 is estimated for the full sample of firms. The next step
in the selection process estimates the probability that a firm applies
for a loan (conditional on demand):

Applied∗i = α2 + β′F2XF,i + β′O2XO,i + β′G2XG,i + γ′2Z2,i + ε2,i (15)

where the propensity to apply is proxied by the indicator Appliedi,
which is equal to one if firm i applied for a loan and zero if i was dis-
couraged from applying. Appliedi is only observed if Demandi = 1,
and missing otherwise. XO is a vector of firm owner characteristics
believed to influence discouragement (including, e.g., demographic
information and credit history), Z2 is a set of variables related to al-
ternative sources of credit. The final step in the selection process
determines if, conditional on loan demand and application, a firm
will be granted some loan amount (and therefore will be observed in
the sub-sample for which loan terms are available):
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Approved∗i = α3 + β′F3XF,i + β′O3XO,i + β′H3XH,i

+ β′G3XG,i + γ′3Z3,i + ε3,i (16)

where the latent approval rate is denoted by the indicator Approvedi,
which is equal to one if i was approved for a loan, equals zero if i was
rejected completely, and is observed only if Appliedi = 1. Because all
firms that are included in this last step made a loan application, we
can observe some loan characteristics (but not all loan terms, since
some applications were rejected), and these make up the vector XH.
Z3 is a set of additional variables influencing loan approval proba-
bility.

The selection process is estimated as a trivariate probit with sam-
ple truncation, assuming correlated and jointly normally distributed
errors, using a full-informationmaximum likelihood conditionalmixed
process procedure, where the trivariate cumulative normal distribu-
tion is simulated using the Geweke-Hajivassiliou-Keane (GHK) al-
gorithm, see Roodman (2011) for details. Accounting for the selec-
tion procedure as described above ensures that the relationship be-
tween loan size rationing and loan contract terms that we analyze in
the second part of the estimation procedure reflects lenders’ decision
to restrict the availability of credit and is not biased by non-random
sampling effects related to borrowers’ demand or likelihood to ap-
ply and be approved for credit. We follow the conventionalHeckman
two-step approach to account for selectivity and calculate the inverse
Mills ratios from the selection equations, which are then included as
regressors in the second part of the estimation.
The estimation in the second part is based on an implicit three-

equation simultaneous-equations system,where the endogenous vari-
ables are a measure of loan size rationing, a variable indicating col-
lateral, and the loan interest rate. We do not specify the full structure
of the system, but focus on the main equation of interest:

Credit rationingi = α4 + β′F4XF,i + β′O4XO,i + β′L4XL,i + β′G4XG,i

+ θCĈolli + θS Întri + Π′4Mi + ε4,i (17)
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withpredictions of collateral and loan rates estimated from reduced-
form equations and defined as:

Ĉolli = α̂5 + β̂′F5XF,i + β̂′O5XO,i + β̂′L5XL,i + β̂′G5XG,i

+ ηΠ̂′5Mi + γ̂′5ZCS,i (18)

and

Întri = α̂6 + β̂′F6XF,i + β̂′O6XO,i + β̂′L6XL,i + β̂′G6XG,i

+ ηΠ̂′6Mi + γ̂6ZCS,i (19)

where Credit rationing is loan size rationing (measured as an in-
dicator or a continuous variable), Coll is collateral, Intr is the loan
interest rate, XL is the full set of observed loan characteristics (which
subsumes XH from equation 3), M is the vector of inverse Mills ra-
tios from equations 1, 2 and 3, and ZCS are instruments for the loan
terms.
This second part of the estimation is initially carried out using lin-

ear probability models estimated by IV-GMM although both loan
size rationing and collateral are in some estimations observed as bi-
nary variables – primarily to facilitate identification testing and to
ensure that identification is not based on functional form. In the fi-
nal regressions, however, we estimate equation 4 using IV-probit or
IV-tobit, depending on the definition of the dependent variable.
A potential critique is that we split up credit rationing into one

discrete approval/denial decision, and one decision determining the
relative loan amount granted, when these outcomes might, perhaps,
be more appropriately seen as different points on a single scale. The
relative loan amount granted is a cleanmeasure of rationing because
it captures the difference between credit demanded and credit sup-
plied for each prospective borrower. But ideally, this should really
also include completely denied borrowers, because for these borrow-
ers the relative amount granted is simply equal to zero. However, for
completely denied borrowers, loan contract terms are not observable,
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so estimating rationing as a single potential outcome in the closed in-
terval [0,1] would necessarily imply having to drop other loan terms
as potential explanatory variables. We do the second-best thing, and
control for the selection bias inherent in testing only loans that were
(partially or fully) granted.

4 data

4.1 The Survey of Small Business Finances

The data employed in this paper are the 1993, the 1998 and the 2003
releases of the Survey of Small Business Finances (SSBF)7 – the three
most recent in four rounds of surveys conducted by the Federal Re-
serve at approximately five-year intervals between 1987 and 2003.
The surveys cover nationally representative samples of small busi-
nesses operating in the U.S. at the end of each survey year, with sur-
vey responses collected over approximately three-year periods prior
to each release year. Small businesses are defined as firms with less
than 500 employees, and the firms covered in the surveys are non-
farm enterprises. The surveys provide information about basic char-
acteristics of the firms, including firm age, organizational form, stan-
dard industrial classification, and a considerable amount of informa-
tion on the firms’ owner(s). Selected financial-statement data and
information on credit history are also covered by the survey.

In addition to firm and owner characteristics, the SSBF also pro-
vides information on the most recent borrowing experiences of each
firm. The survey data cover information onwhether the firm applied
for credit, and whether the application was approved or rejected. If
the lender extended credit, the survey provides information on the
terms of the loan, including interest rate, loan amount and collateral.
Importantly, it also covers information on loan applications thatwere
rejected, including type of loan andmain reasons that the loan appli-
cation was rejected, which is the main advantage of the survey data

7 The SSBF datasets are publicly available and can be downloaded at the Federal Re-
serve’swebsite http://www.federalreserve.gov/pubs/oss/oss3/nssbftoc.htm.
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that allows us to control for the sample truncation inherent in study-
ing only loans that are approved. In addition, the surveys provide
some (though only very rudimentary) information about the lenders
to which the firms applied for loans, and relatively detailed docu-
mentation about prior relationships between lender and borrower.
Our analysis pools the observations from the three SSBF releases

into one dataset. The total number of firms covered in the surveys
is 4,637 (1993), 3,561 (1998) and 4,240 (2003). Besides making the
dataset larger, an additional reason for pooling observations across
the surveys is that it makes results less sensitive to possible time-
specificity and business cycle effects. The three rounds of SSBF, how-
ever, differ somewhat from each otherwith respect to some questions
aimed at collecting information on characteristics of firms and their
owners. This has implications for the variables we use in that only
those variables that the three surveys have in common are included
in the analysis.
We apply the following data filtering procedures. First, we limit

the sample to non-financial firms by dropping firms from the finan-
cial industry (1-digit SIC code equal to 6), following previous empir-
ical literature. Some firms report negative values for total sales; we
exclude these observations from the sample. We also exclude firms
with approved loan applications that report zero values for loan ma-
turity or loan interest rate. After these restrictions, our final sample
contains 11,503 observations.

4.2 Loan Demand, Loan Applications, and Credit Rationing

The section of the 1993 and the 2003 surveys that covers the firms’
most recent borrowing experiences includes both new applications
for lines of credit and other types of loans and renewals of existing
lines of credit, whereas the 1998 survey only covers information on
applications for new loans. Because we pool the three surveys into
one dataset, our analysis focuses on new loan applications only. Ap-
plications for credit cards, trade credit with suppliers, or applica-
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tions that were withdrawn or still pending when the surveys were
conducted are not included.

Excluding renewals of existing lines of credit, the firmswere asked
“How many times in the last three years did the firm apply for new
loans?”. Based on the response to this question, we construct the
binary variable Appliedi to identify firms (i = 1, ..., N) that applied
for one or more new loans:

Appliedi =

{
1 if single ∨multiple new loans
0 otherwise. (20)

Appliedi = 0 includes discouraged borrowers, but these firms need
to be distinguished from other non-applicants because they have a
credit demand. The dataset allows us to make this distinction. If
a firm’s response to the question "During the last three years, were
there times when [FIRM] needed credit, but did not apply because it
thought the applicationwould be turned down?” is YES, we identify
the firm as a discouraged borrower:8

Discouragedi =

{
1 if Appliedi = 0 ∧ fear rejection
0 otherwise. (21)

Based on the responses to the questions on loan applications and
fear of rejection, we are able to distinguish between firms with and
those without a credit demand. Thus, we define the binary variable
Demandi as:

Demandi =

{
1 if Appliedi = 1 ∨ Discouragedi = 1
0 otherwise. (22)

Demandi is observed for the full sample of firms, and is the depen-
dent variable in the first step of the selection process (equation 1).

8 Like Chakravarty and Yilmazer (2009), we only define firms as discouraged that
never applied, but firms that answered YES to this question but still applied at least
once are treated as though they were not discouraged. In contrast to Chakravarty
and Yilmazer (2009), we account for how firms that did not apply but were not dis-
couraged are deselected from the sample; i.e., we do not simply drop non-demand
firms from the sample due to the potential selection bias discussed above.
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Appliedi is the dependent variable in equation 2, and is observed if
Demandi = 1 and missing otherwise.
Firms with nonzero loan applications in the last three years were

also asked, regarding their most recent loan application, “Was this
recent loan application approved or denied?”. Based on the response
to this question, we define the last dependent variable in the selection
process as:

Approvedi =

{
1 if approved
0 otherwise. (23)

Approvedi is observed if Appliedi = 1, and missing otherwise.
Firms are defined as quantity-rationed if they made at least one loan
application during the previous three years but were not approved
for a loan. Among approved loan applications, the loan amount granted
may be some fraction of the amount applied for. We identify these
loans based on responses to the questions “What was the total dol-
lar amount for which the firm applied?” and “What was the dollar
amount of the credit granted?”. The first question refers to loan de-
mand, the second refers to loan supply. Firms are defined as loan-
size-rationed if the supplied loan amount (Loans

i ) for the most re-
cently approved loan is smaller than the demanded amount (Loand

i ).
In the analysis, we use the continuous variable Proportion rationedi
(i.e., proportion denied), defined as 1 − Loans

i /Loand
i , as well as a

binary variable indicating loan size rationing, and defined as:

Loan size rationingi =


1 if Approvedi = 1

∧ Loans
i < Loand

i
0 otherwise.

(24)

4.3 Collateral and Guarantees

Collateral use for approved loans is defined from the firms’ response
to the survey questions “Was any type of collateral required to secure
thismost recent loan?” and "Was the firm required to have a personal
Guarantee, Cosigner, or other guarantor?”. A positive (yes) response
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to either of these questions gives unit value to the binary variable
Collateral, which is consequently equal to zero for unsecured loans.

For collateralized loans, firms are asked the follow-up question
"What collateral was used to secure this most recent loan?”. Possi-
ble responses to this question fall within one or several of a total of
seven categories of collateral.9 Based on the answer to this question
and on whether or not the loan was secured by a guarantee, we de-
fine the alternative measure #collateral types, which takes on integer
values between 0 and 8, reflecting the number of different types of
collateral (including any possible guarantee) thatwere used to secure
a loan.

4.4 Control Variables

We control for several variables that may be systematically related
to credit rationing, self-rationing and the determinants of collateral,
and our choice of variables included at various stages in the loan
application/approval decisions is based both on theoretical consid-
erations and on previous empirical literature (discussed in Section
2). We are also constrained to using data extracted from the survey
only: the surveyed firms are anonymized and cannot be matched to
alternative data sources (the same holds true for the lenders).10

Firm Characteristics: Firm size is measured as (the natural loga-
rithms of) both total sales and the total number of employees, since
both revenues and the size of the employee force have proved to be
associated with credit demand (Drakos and Giannakopoulos, 2011),
self-rationing (Chakravarty andYilmazer, 2009;Han et al., 2009), loan
approval (Chakraborty andHu, 2006; Chakravarty andYilmazer, 2009;
Drakos and Giannakopoulos, 2011; Carbo-Valverde et al., 2015), col-

9 The categories are: (1) inventory or accounts receivable, (2) business equipment or
vehicles, (3) business securities or deposits, (4) business real estate, (5) personal real
estate, (6) other personal assets, and (7) other collateral.

10 Control variables are included according to the point in the application process from
which they become available. E.g., data on the lender fromwhich they firm applied
for a loan are only available for firms that made a loan application, and are included
from equation ?? onward, etc.
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lateral (Berger and Udell, 1995; Chakraborty and Hu, 2006), and the
proportion of loan amount granted (Kirschenmann, 2016), and they
are only modestly correlated. We prefer to use total sales rather than
total assets, primarily due to the better distributional properties of
the sales figures reported in the data. For instance, there is a substan-
tial number of firms for which total assets take on very large negative
values. For the same reason, we scale other firm-level financial vari-
ables by total sales.
Another firm characteristic that has been shown relevant for loan

application (Chakravarty andYilmazer, 2009), approval (Chakraborty
and Hu, 2006; Chakravarty and Yilmazer, 2009; Jiménez et al., 2012;
Carbo-Valverde et al., 2015) and the proportion granted (Kirschen-
mann, 2016) is firm age. Higher age may proxy better information
availability (Diamond, 1989) andhigh reputational capital (Diamond,
1991). We measure firm age as the logarithm of the number of years
the current owner has owned the business. Profitable firms are in
a better position to use internally generated funds; hence they may
need less external funding (Drakos andGiannakopoulos, 2011). Prof-
itability has also proved to be significantly associated with loan ap-
proval (Drakos and Giannakopoulos, 2011; Jiménez et al., 2012). We
use earnings scaled by total sales to control for firm profitability. We
further include the ratio of total debt to equity to account for firm
leverage, which has been related to credit need (Cenni et al., 2015),
loan rate (Chakravarty andYilmazer, 2009) and collateral (Berger and
Udell, 1995). Both profitability and leverage are winsorized at the
first and 99th percentiles to reduce the occurrence of outliers.
In the empirical literature, small business credit scores are com-

monly used tomeasure a firm’s creditworthiness (Mester, 1997). How-
ever, credit scores are not available in the 1993 SSBF dataset, and we
instead use the data on firms’ credit histories reported in the sur-
veys (Chakraborty andHu, 2006; Brick and Palia, 2007; Jiménez et al.,
2006; Chakravarty and Yilmazer, 2009; Cole and Mehran, 2011). In
particular, we construct a dummy variable that takes the value one
if in the past seven years the firm has declared bankruptcy, or if the
firm in the past three years has had any business obligations past due
for 60 days ormore, and zero otherwise. The dummy variable Low di-
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versification proxies the geographical scope of the business, and takes
on unit value if the firm primarily does business in the area where
its headquarters are located, and zero otherwise. Finally, variables
related to firm characteristics also include dummies for legal incor-
poration type (C-corporation, S-corporation, partnership, or propri-
etorship) and industry (1-digit SIC codes).

Owner Characteristics: For small businesses, firm owner character-
istics may influence both the propensity to apply for a loan and the
likelihood of being approved. One such characteristic is owner ed-
ucation, which naturally lends itself to an interpretation in terms of
human capital. We measure education as the dummy variable Col-
lege, which takes on unit value if the data reports the main owner’s
education level as “college degree” or “post graduate degree”, and
zero otherwise.11 We also include the length of the owner’s busi-
ness experience, defined as (the logarithm of one plus) the number
of years the owner has worked managing or owning the business.
We also include the logarithm of owner age. For firms with multiple
owners, age and experience are the weighted averages of the owners.

Though results are somewhat mixed, a number of studies have
found that belonging to aminority group can be detrimental to credit
access (Gabriel and Rosenthal, 1991; Munnell et al., 1996; Coleman,
2002; Cavalluzzo et al., 2002; Blanchflower et al., 2003; Cavalluzzo
and Wolken, 2005). To account for possible discrimination, we in-
clude the dummy variable AfrAm ownership, which is set to unity if
more than 50 percent of the firm is African American owned, and
zero otherwise. Similar dummy variables are also included for Asian
and Hispanic owners. We also include the dummy variable Female
ownership, to account for a possible gender effect (Carter et al., 2007).
In addition, for small business financing, some studies suggest that
there exists little separation between the firm’s and the owner’s credit
risk (Ang et al., 1995). We therefore include a dummy variable that

11 The SSBF codes the level of owner education on a seven-step scale: “less than a high
school degree”, “high school graduate”, “some college but no degree granted”, “as-
sociate degree”, “trade school/vocational program”, “college degree”, and “post
graduate degree”.
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takes the value one if the business owner has declared bankruptcy in
the past seven years, or if the owner has any obligation past due for
60 days or more in the past three years, and zero otherwise. Finally,
we control for ownership concentration, measured as the percentage
ownership share of the primary owner.
Relationship Characteristics: We include several measures of firm-

lender relationships. The first is Relationship length, which is calcu-
lated as (the log of one plus) the number of years the borrowing
firm has conducted business with the lender, and accounts for the
strength (duration) of the lending relationship. We also include the
Number of sources of financial services used by the firm. Lenders may
offer multiple financial services as a way to “capture” the firm and
build relationships (Boot, 2000). Evidence also suggests that non-
credit financial services such as checking and saving accounts help
the lender to better monitor different aspects of the firm’s business
(Mester et al., 2001). An additional relationship measure included is
Distance, which equals one plus the log of the geographic distance in
miles between the firm’s and the lender’s headquarters, as geograph-
ical proximity facilitates the collection and processing of soft infor-
mation (Berger et al., 2005). We also make use of survey responses
to the question “What factors influenced the firm’s decision to ap-
ply for credit from [institution that approved]?” by including the
dummy variable Referral, which takes on the value 1 if the reason is
“Seller referral” and/or “Other referral”, and 0 otherwise. Finally,
we set the dummy variable Previous loan to unity if the response to
the above equation is “Previous loan”, and 0 otherwise.
Lender Characteristics: For firms that made at least one loan appli-

cation, we observe the type of financial institution to which the loan
application was made. We control for this by including the dummy
variable Lender type, which maps the SSBF’s lender categories. We
collapse the originally reported 21 categories into four overall groups:
banks, non-bank financial firms, individuals (owner, family or other),
and other lender type. Previous studies have shown that applying
for a loan at a “main bank” may improve the likelihood of approval
(Lehmann and Neuberger, 2001) as well as influence loan terms (De-
gryse and Cayseele, 2000; Menkhoff et al., 2006). Thus, we include
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the variable Primary bank which equals 1 if if the financial institu-
tion to which the loan application was made is the firm’s primary
provider of financial services, and 0 otherwise.

Loan Characteristics: For firmswith at least one loan application, we
observe the type of loan that was most recently applied for, which
we control for using the dummy variable Loan type, that maps the
SSBF’s six categories.12 For approved loans, we also control for the
maturity of the loan, measured as the logarithm of the maturity in
months. The loan amount applied for has been shown to be signifi-
cantly associated with collateral (Leeth and Scott, 1989; Degryse and
Cayseele, 2000; Jiménez et al., 2006; Berger et al., 2011b). To account
for this, we include the amount applied for scaled by the firm’s total
sales. Besides collateral, the other main loan term that we treat as
endogenous is the interest rate of the loan.
Environmental Factors: To control for geographic information, two

variables are included. The first one controls for whether the head-
quarters of the firm are located in an urban (as opposed to a ru-
ral) area. The dummy variable Metropolitan area takes the value 1 if
the firm’s headquarters are located in aMetropolitan Statistical Area
(MSA), and 0 otherwise. The second is a dummy variable for each of
the nine U.S. Census Division regions13, which is the most detailed
location information available for the survey firms. To account for re-
gional bank market structure, we include the dummy variable Bank-
ing concentration, which equals 1 if the Herfindahl-Hirschman Index
(HHI) reported in the surveys is greater than or equal to 1800, and
zero otherwise. Finally, dummies for survey release are included to
control for possible unexplained differences in the three surveys.

12 The loan types include new credit line, capital lease, mortgage, vehicle loan, equip-
ment loan and other loan.

13 New England, Middle Atlantic, East North Central, West North Central, South At-
lantic, East South Central, West South Central, Mountain, and Pacific.
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4.5 Exclusion Restrictions

We include at least one exclusion restriction in each equation. To
identify the credit demand model (equation 1), we make use of sur-
vey responses to the question "What is the most important problem
facing your business today?”, with possible answers distributed over
28 alternatives. One of these refers specifically to funding issues –
"Cash flow”. We account for this response using the dummy vari-
able Cash flow problem. The logic of this variable can be thought of as
resting on the theory of pecking order financing. Firms with internal
funding problems are assumed to have a high demand for external
financing (Myers and Majluf, 1984).
The source of identification in our credit application model (equa-

tion 2) comes from a variable % purchased by trade credit, which cap-
tures the percentage of purchases the firm makes using trade credit.
Two mutually non-exclusive arguments back up the use of this vari-
able. The first one is intuitive: if trade credit is a relatively expensive
source of financing (compared to bank credit), firms that rely to a
large extent on trade credit may be more inclined to apply for a bank
loan. The second argument relies on the theoretical results of Biais
and Gollier (1997), who argue that high reliance on trade credit from
suppliers may signal firm quality in the sense that the firm is trusted
by these suppliers; high-quality firms may, in turn, be less subject to
discouragement. (The theory also implies that if this signal can be
conveyed to a lender/bank, then high reliance on trade credit may
also increase the probability of loan approval, by reducing adverse
selection.)
The source of unique variation in the approval model (equation 3)

comes from a single dummy variable, indicating if ownership of the
firm has transferred at some point since it was founded, previously
used by Levenson andWillard (2000). The reasoning is that firms for
which a transfer of ownership has taken place, and which are still in
business, should be more viable. Consequently, ownership transfer
signals firm quality, which should positively affect the probability of
approval, conditional on applying (but should be uncorrelated with
the application as such). Note that also the loan, lender and rela-
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tionship characteristics included in the approval equation provides
additional sources of variation vis-à-vis the previous stages in the
selection process.

Identification in the final instrumental variables estimation of loan
size rationing is a key concern. The objective is to find a set of instru-
ments that provide sufficient unique variation – after controlling for
all firm, owner, relationship and loan/lender characteristics – to pre-
dict both collateral and loan interest rates, but which at the same time
do not directly determine loan size rationing. This is a challenge.14
We consider the following candidate instruments drawn from previ-
ous literature as well as based more on general economic reasoning.

For the loan rates, we consider two primary candidates. The first
instrument is a simple dummy variable indicating if the loan interest
rate is floating. Results of several previous studies (Berger and Udell,
1990; Brick and Palia, 2007; Chakravarty and Yilmazer, 2009; Cowl-
ing, 2010) indicate that the interest cost of floating-rate loans is lower
than on fixed-rate loans, but the premium charged by banks for as-
suming the interest rate risk is unlikely to directly predict rationing
(or other loan terms), suggesting that the floating-rate indicator may
be a unique source of variation in the loan spread. The second in-
strument is the average yield on 10-year U.S. Treasury bonds in the
month when the loan was approved (sourced from the Federal Re-
serve’s website). We do not match maturities precisely (the average
loan maturity in the sample is approximately 5 years).

For collateral, we construct two variables. The first is the dummy
variable Existing collateral, which equals 1 when collateral and/or
guarantees were pledged on outstanding loans. This variable can be
considered as a proxy of collateral availability. Since existing loans
tie up the pledged assets, they may use up collateral capacity, which
may affect the likelihood of collateralization but is unlikely to affect
the lender’s decision to restrict credit if the loan is not collateralized

14 Our estimation approach relies on the assumption that the maturity of the loan is
more likely to be driven by exogenous preferences, or – at a minimum – that col-
lateral requirements, loan interest rate and relative loan amount granted are more
likely to be set for given maturity than the other way around.
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(i.e., the only effect on rationing is the indirect one, via collateral on
the most recent loan). Collateral on existing loans may also capture
the firm’s revealed preference for pledging collateral, which is likely
to affect the probability of collateralization, but should not directly
affect the lender’s rationing decision (for given likelihood to require
collateral). For the second variable we make use of the time series of
the net percentage of banks tightening collateral requirements from
the Federal Reserve’s Senior Loan Officer Opinion Survey (SLOOS).
Both Treasury yields and the SLOOS data are pure time series (at

quarterly frequency in the case of the SLOOS) and do not provide
any cross-sectional variation as such, but sincewe observe the date at
which a loan was contracted and the surveys cover loans contracted
over three different time periods of more than three years’ duration
each, the time variation in these variables indirectly provides a great
deal of variation also over the cross section of approved loans.

4.6 Descriptive Statistics

Basic descriptive statistics, in the form of by-subsample means, stan-
dard deviations and univariate difference tests of the included vari-
ables, are presented in Table 22. The table also shows the extent of
sample truncation at each stage in the analysis. Of the total sample
(11,503 observations), roughly 46 percent are identified as having a
non-zero credit demand. Of these, about 28 percent are “truly dis-
couraged borrowers” (Jappelli, 1990), that never make any loan ap-
plication. Among the 3,785 firms that do apply, only about 15 per-
cent are turned down completely (i.e., are quantity-rationed), leaving
3,213 firms for the final instrumental-variables estimation, 9.5 per-
cent of which are loan size rationed.
Panel A splits the sample into two groups, those firms that have

demand for credit and those who do not need credit. Differences
between these two groups are apparent when one considers firm
and relationship characteristics. The univariate comparison shows
that, on average, credit demandfirms are younger, less profitable and
riskier than non-demand firms. But when it comes to firm size (mea-
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sured both by the total sales and the number of employees), credit
demand firms are larger than non-credit seekers. They also have, on
average, more lending relationships.

Panel B further divides the sample of firms with credit demand
into two groups, applicant and non-applicant firms. We observe
that applicant firms are considerably larger (measured by the total
sales and the number of employees) and older on average than non-
applicant firms, suggesting that smaller and younger firms are more
likely to be discouraged. Similarly, a lower proportion of applicant
firms has a history of bankruptcy or delinquency.

In terms of personal characteristics, owners of applicant firms are
older, more experienced, and aremore likely to have a college degree
compared to non-applicant owners, suggesting that ownerswith lower
levels of human capital may be discouraged from submitting a loan
application. We also observe that a higher proportion of non-applicant
firms have Asian, African American or Hispanic owners, possibly
reflecting that minority business owners have an expectation of dis-
crimination in the credit market. However, this result could also re-
flect self-rationing (self-screening) due to socio-economic factors, as
these groups tend to have lower education and income levels. Sim-
ilarly, while the lower proportion of female ownership for applying
firms may be due to expectations of gender discrimination, female
owners tend to have lower levels of human capital (Boden andNucci,
2000; Fairlie and Robb, 2009) and lower sales turnover, job creation
and profitability (Rosa et al., 1996).

In line with expectation, the unconditional mean comparison also
shows that applicant firms entertain a larger number of financial ser-
vice providers compared to non-applicant firms. Applicant firms
also report considerably higher percentage of purchases made by
trade credit.
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Panel C sorts the sample of applicant firms into two categories, ap-
proved and denied (quantity-rationed) firms. The reportedmean dif-
ferences in terms of basic firm, owner and relationship characteristics
largely mimic those between applicant and non-applicant firms. Bor-
rowers whose loan applications are approved are larger (measured
by the total sales and the number of employees) and older compared
to those whose applications turned down. Regarding demograph-
ics, owners of approved firms are older, more experienced, and are
more likely to have a college degree, signaling that lenders may put
weight on the human capital of the business owners. We also ob-
serve that approved firms have lower incidence of African American
and Hispanic ownership than denied firms. Regarding lending re-
lationships, firms whose loan applications are approved have longer
and a larger number of relationships, and have a closer geographi-
cal proximity to their lenders compared to those whose applications
are rejected. A lower proportion of approved firms have their head-
quarters located in metropolitan areas. Firms for which at least one
ownership transfer has taken place are on average more likely to be
approved for loans, in line with expectation.

Panel D, finally, classifies the sub-sample of approved firms into
loan-size-rationed and full-amount-granted groups. Unconditional
mean comparisons show that differences across these two groups are
markedly smaller than at previous stages. Rationed firms are about
20 percent younger. They also on average have significantly lower
leverage (at less than 1/3 of that of non-rationed firms), but due to
very high variance of the debt/equity ratio, this difference is signif-
icant only at the 10 percent level. The same goes for the 25 percent
longer duration of the relationship with the lender of size-rationed
firms. We see no systematic differences in either collateral use in
general (about 60 percent of both rationed and non-rationed loans
are collateralized), or in the number of collateral types pledged.
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5 regression results

5.1 Benchmark Results

To determine whether collateral plays an independent role in help-
ing reduce rationing in small business lending, we start by running
simple, single-equation regressions of the main final-stage equation
of loan size rationing to provide a “benchmark” with which to com-
pare our final estimation. In this baselinemodel, a type ofmodel that
has traditionally been estimated, no corrections have been made, ei-
ther for sample selection bias or for endogenously determined loan
terms. The results are reported in Table 23. The estimated coeffi-
cients are obtained by running weighted regressions using the SSBF
sampling weights.
The results of ordinary least square (OLS) regressions using as

dependent variable the dummy Loan size rationing are presented in
columns 1 and 2 of Table 23. The two columns differ only in that
collateral in the first column is measured by the simple dummy vari-
able Collateral, and in second column as #collateral types. The probit
models estimating the effects of collateral on the probability of being
loan-size rationed are reported in columns 3 and 4, and also differ
only in the way that collateral is measured. To examine the collat-
eral effect on the magnitude of loan-size rationing, we estimate tobit
regressions using as dependent variable the truncated variable Pro-
portion rationed in columns 5 and 6.
As evident from the table, the estimations offer little evidence of

the role of collateral in reducing loan size credit rationing. The coef-
ficients on collateral are statistically insignificant in four, and signif-
icant at the 10 percent level in two regressions. Even the significant
coefficients imply a relatively small effect of collateral on rationing.
For example, the coefficient estimate of−0.228 in the probit model in
column 3 corresponds to a marginal reduction of the probability of
experiencing loan size credit rationing of approximately 9 percentage
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points when the loan contract includes collateral.15 This weak result
leaves open the question of whether collateral has an independent
role in reducing credit rationing when other factors are controlled
for.

The failure to establish a convincing empirical link supports our
argument that results from a single-equation rationing model may
be susceptible to potential biases. First, even size-rationed loans are
approved loans. If collateral reduces also quantity rationing (and
possibly also self-rationing), studying approved loans only will un-
derestimate the effect of collateral for rationing in general (the selec-
tion bias). Second, if “riskier” firms are both more likely to use col-
lateral and more likely to be rationed, as in the argument of Berger
and Udell (1992) for instance, then there may be two opposing ef-
fects of collateral on rationing in single-equation models: a negative
effect in line with standard theoretical predictions, and a positive ef-
fect stemming from the co-determination of collateral and rationing
by (observed or unobserved) firm characteristics (the endogeneity
bias).

As to the importance of control variables, the results show that
only a few variables have a significant impact. In particular, coeffi-
cients for the variable capturing a firm’s credit history are positive
and highly significant in all regressions, suggesting that the proba-
bility of loan size rationing and the proportion of rationed amount in-
crease for small businesseswith bankruptcy or business delinquency
track records, which is in accordance with expectation. Unlike what
is generally perceived in the literature on gender discrimination, fe-
male business ownership tends to reduce the probability of rationing.
Themarginally positive coefficient onDistance (in columns 1 through
4) is consistent with the geographic credit rationing theory. More-
over, the estimated coefficient on Metropolitan area is positive (and
significant at the 10 percent level), indicating that small businesses
whose headquarters are located in the metropolitan areas are more
likely to experience rationing.

15 Using the rule of thumb that probit coefficient estimates divided by 2.5 are a close
approximation of the marginal effect on probability (Wooldridge, 2002).
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In conclusion, we are unwilling to make too much of these results,
given our argument that the estimations are likely to be flawed, due
to both sample selection bias and endogeneity. These results are also
comparable to those of previous studies only to a limit. The closest
results are those of Kirschenmann (2016), who also estimates single-
equationmodels of loan size rationing on firm, relationship and loan
characteristics (including collateral), but where the difference is that
Kirschenmann (2016) uses panel data, whereas our data is a pooled
cross section with non-repeated observations for individual cross-
section units, which precludes the possibility to control for unob-
served firm heterogeneity. This is a potentially crucial difference,
suggesting comparability is limited. Again, then, these results are
intended only for comparison with our later results, where we per-
form estimations controlling for the influence of selectivity and en-
dogeniety issues.

5.2 trivariate probit selection model

As discussed earlier, our approach to dealing with the selectivity
problem in the loan size rationing estimations is the three-step selec-
tion process, which is based on the assumption that credit demand,
the propensity to apply for a loan, and the likelihood of being ap-
proved are a sequence of interrelated outcomes, necessitating joint
estimation and allowing for error correlation. Table 24 reports the
estimates of the trivariate probit regression.
The primary focus of this analysis is on the estimates of the correla-

tion coefficients, which are reported at the bottom of Table 24. The es-
timated correlation coefficients are large and highly significant, sup-
porting our basic premise that credit need, the firm’s decision about
whether to apply, and the lender’s decision whether to approve are
closely interrelated. Because the correlation terms take on positive
values, the underlying latent variables that may explain these deci-
sions tend to move together. For example, the latent variable that
makes firms need credit may also induce them to make a loan appli-
cation. One factor that influences a firm’s application decision is the
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Table 24. A Trivariate Probit Selection Model: Demand,
Application and Approval

This table presents results from a trivariate probit selection model. Column (1) displays re-
sults from a probit regression predicting credit demand (i.e., firms decide whether they need
credit or not). Column (2) reports results from a probit regression predicting loan applica-
tion (i.e., conditional on credit demand, firms decide whether to apply). Column (3) displays
results from a probit regression predicting loan approval (i.e., given a firm’s credit demand
and application decision, lenders decide whether to approve). The estimated coefficients are
obtained by running weighted regressions using the SSBF sampling weights, and standard
errors are heteroskedasticity robust. The t-test of significance is: *** significant at the 1% level,
** significant at the 5% level and * significant at the 10% level.

Credit demand Applied Approved

(1) (2) (3)
Coeff. SE Coeff. SE Coeff. SE

Log(Total sales) −.025 (.015) .058∗ ∗ (.023) .169∗ ∗∗(.041)
Log(Number of employees) .029 (.022) .031 (.029) −.073 (.048)
Log(Firm age) −.193∗ ∗∗ (.020) −.070∗ ∗ (.032) .149∗ ∗ (.070)
Profitability −.117∗ ∗∗ (.044) −.174∗ ∗∗(.057) −.040 (.103)
Leverage .003∗ ∗ (.001) .001 (.002) .002 (.002)
Firm default history .702∗ ∗∗ (.046) .280∗ ∗∗(.060) −.335∗ ∗∗(.125)
Low diversification −.069∗ (.037) −.064 (.046) −.169∗ ∗ (.077)
Log(Owner age) −.220∗ ∗ (.010) .101 (.200)
Asian ownership .021 (.078) −.169 (.150)
AfrAm ownership .044 (.068) −.612∗ ∗∗(.141)
Hispanic ownership −.109 (.078) −.274∗ ∗ (.133)
Female ownership −.002 (.044) −.085 (.090)
Log(1 + Owner Experience) −.033 (.039) −.184∗ ∗ (.079)
College .028 (.036) .213∗ ∗∗(.080)
Primary owner share −.001 (.001) .000 (.002)
Owner default history −.190∗ ∗∗(.050) −.596∗ ∗∗(.099)
Number of sources .197∗ ∗∗ (.012) .234 (.015) .200∗ ∗∗(.032)
Log(1 + Relationship length) .046 (.044)
Log(1 + Distance) .017 (.023)
Amount / Total sales .006 (.004)
Metropolitan area −.078∗ (.042) −.208∗ ∗∗(.055) −.371∗ ∗∗(.100)
Banking concentration .003 (.036) −.132∗ (.079)
Cash flow problem .125∗ ∗∗ (.040)
% purchase trade credit .001∗ ∗ (.001)
Owner transfer .059 (.085)
Loan type NO NO YES
Lender type NO NO YES
Organizational type YES YES YES
Industry YES YES YES
Region YES YES YES
Survey YES YES YES
Error correl., demand-appl. .97∗ ∗∗
Error correl., demand-appr. .54∗ ∗
Error correl., appl.-appr. .51∗ ∗
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expectation that the firm maintains concerning the likelihood of ap-
proval/rejection. The positive value for the correlation term between
application and approval suggests that the latent variable that influ-
ences this expectation also influences the lender’s decision whether
to approve the loan. In sum, the large positive values and signifi-
cance of the correlation terms lend credence to the appropriateness
of the framework of joint estimation using a trivariate probit model
that explicitly accounts for the interrelated nature of the credit de-
mand, application and approval decisions.

5.2.1 Credit demand

Column 1 of Table 24 displays results from a probit regression es-
timating factors influencing small businesses demand for credit fi-
nancing. The results show a high degree of correspondence with
the univariate results depicted in Table 22, with the exception that
firm size (measured as the total sales and the number of employees)
appears to have no significant effect on credit demand. We observe
that credit demand depends inversely on firm age. One explanation
may be that older firms have access to alternative sources of financ-
ing; also, investment opportunities are typically thought to decline
in firm age; hence older firms may seek less external financing.

The significantly positive coefficient on the variable identifying
firms that list cash flow as a major problem indicates that firms that
generate low (insufficient) cash flows desire more credit financing.
This result accords well with the pecking order financing hypothesis.
One could also apply a similar reasoning for the highly significant
and negative coefficient on profitability, which suggests that prof-
itable firms are less likely to demand credit, perhaps because they
want to exhaust their internal funds. This result is consistent with
the finding of Kayhan and Titman (2007) that more profitable firms
tend to employ less credit financing. The result that less profitable
firms aremore likely to seek creditmay suggest that adverse selection
may be a potential problem. This view is supported by the positive
and significant coefficient on leverage and the variable capturing a
firm’s bankruptcy or delinquency track records.
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5.2.2 Loan application

Column 2 of Table 24 reports results from a probit regression estimat-
ing factors that influence a firm’s decisionwhether to apply, given the
firm’s credit demand. The percentage purchased by trade credit has
a positive and significant effect on the probability of loan applica-
tion, so does firm size (measured by the total sales). We also observe
that the probability of loan application is negatively associated with
firm age. Profitability likewise decreases the likelihood of apply-
ing, whereas we find a highly significant and positive coefficient on
the variable capturing a firm’s default track record, consistent with
an adverse selection explanation – that is, the self-selection of small
businesses with a history of bankruptcy or delinquency, which may
adversely affect the average quality of the application pool.
The conditional loan application effects of owner characteristics

are substantially weaker than the univariate result tends to suggest.
The only significant variables we find are owner age and the variable
capturing the owner’s past bankruptcy or delinquency, both nega-
tively affecting the probability of a loan application. We interpret this
finding along the line that older groups of small business owners and
those with default records aremore likely to be discouraged. This ex-
planation is consistent with the finding of Han et al. (2009) that the
probability of being discouraged is positively associated with owner
age. After controlling for other key factors, we find no evidence that
supports self-rationing on the basis of ethnic minorities.
Apart from the characteristics of the firm and its owner, the ap-

plication decision also depends on relationships: the significantly
positive coefficient on the number of sources of financial services
suggests that firms with multiple relationships are less likely to be
discouraged. This result is reasonable as firms can make repeated
(and/or multiple) applications to different creditors. We also ob-
serve that firms whose headquarters are located in the metropolitan
area are less likely to make a loan application.
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5.2.3 Loan approval

Column 3 of Table 24 displays results from a probit regression pre-
dicting the lender’s decision whether to approve the application or
not, given the firm’s credit demand and loan application decision.
The coefficients on firm size and firm age are positive and signifi-
cant. One could provide two plausible explanations for this result:
first, firm size may be a reflection of success and availability of col-
lateralizable assets; second, age could be a reflection of survival and
information transparency (or reputational capital), making lenders
more willing to approve loans. The significantly negative coefficient
on the variable capturing a firm’s credit history suggests that lenders
place weight on previous default records, and are more likely to turn
down loan applications of firms with the history of bankruptcy or
delinquency.

The result also reveals that demographic characteristics of the own-
ers influence the likelihood of being approved. Even after controlling
for other key factors, we find evidence that minority ownership sig-
nificantly reduces loan approval probability, as the coefficients on
African American and Hispanic owners are significantly negative.
In contrast, lenders do not appear to treat loan applicants differently
on the basis of gender. Consistent with expectation, holding a col-
lege degree has a positive impact on the chances of loan approval.
The negative coefficient on owner experience is, however, counterin-
tuitive.

Aside from encouraging firms to submit their loan application, the
number of sources of financial services also influences a lender’s de-
cision whether to approve the loan application. We also find some
evidence that loan applications from concentrated banking markets
tend to have lower likelihood of approval, suggesting that compet-
itive banking markets increase access to credit for small businesses.
Applicationsmade frommetropolitan areas also have lower approval
rates.
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5.3 Instrumental-Variables Estimation

Thus far we have shown that credit demand, application and ap-
proval are an interrelated sequential process, suggesting that the un-
corrected results in Table 23 may be suffering from biases arising
from non-random selection. To mitigate this concern, inverse Mill’s
ratios from the credit demand, loan application and approval equa-
tions are included in the final loan size rationing equation. In addi-
tion to the selectivity issues, collateral use may also be endogenously
determined with other loan terms, potentially biasing coefficient es-
timates and confounding inference. To account for this effect, we
estimate the loan size rationing equation using an instrumental vari-
ables approach.

5.3.1 Validity and Relevance of Instruments

The IV estimationmethod relies on the assumption that the excluded
instruments are uncorrelatedwith the errors from the credit rationing
equation, and that they are sufficiently correlated with the included
endogenous variables (collateral and interest rates in our case). To
ensure the validity and relevance of our instruments, we diagnose
on the regression specification, and a representative set of the test
statistics generated from the IV-GMM regression are presented in Ta-
ble 25.
We further test the strength of the instruments using "weak identi-

fication" tests. Since our results are heteroskedastic robust, the valid
test statistic is the Kleibergen and Paap’s (2006) rankWald F-statistic.
The row marked "10% maximal IV relative bias" contains Stock and
Yogo’s (2005) critical values for the tests that the instruments are not
sufficiently correlated with the endogenous regressors based on the
bias of the IV estimator relative to the bias of the OLS estimator. If we
are willing to tolerate a 10% relative bias, we can conclude that our
instruments are are notweak as the test statistics are equal to or above
the critical value of 7.56. We also address the significance of the
endogenous regressors in the structural equation being estimated,
which we carry out using “weak instrument robust inference” tests.
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Table 25. Testing the Validity and Relevance of Instruments

This table presents test statistics and the corresponding p-values generated from IV-GMM
regressions of the credit rationing equation 4. The test statistics reported in column (1) are
generatedwhen the included endogenous variables areCollateral and interest rates), and those
displayed in column (2) are generated when the included endogenous variable are # collateral
types and interest rates. 10% maximal IV relative bias presents Stock and Yogo’s (2005) critical
values for the weak identification test based on the bias of the IV estimator relative to the bias
of the OLS estimator.

Collateral #collateral types

(1) (2)

Test statistic P-value Test statistic P-value

Overidentification test
Hansen J statistic χ2(2) = 0.819 P = 0.66 χ2(2) = 0.09 P = 0.96
Underidentification test
Kleibergen-Paap rk LM χ2(3) = 26.96 P = 0.00 χ2(3) = 25.57 P = 0.00
Weak identification test
Kleibergen-Paap Wald rk F 8.11 7.56
10% maximal IV relative bias 7.56 7.56
Weak-instrument-robust inference
Anderson-Rubin Wald χ2(4) = 8.24 P = 0.08 χ2(4) = 8.24 P = 0.08
Stock-Wright LM χ2(4) = 12.49 P = 0.01 χ2(4) = 12.49 P = 0.01
Endogeneity test χ2(2) = 5.02 P = 0.08 χ2(2) = 7.77 P = 0.02

The test statistics for both Anderson and Rubin (1949) and Stock and
Wright (2000) tests are significant. These tests reject the null hypothe-
sis that the coefficients of the endogenous regressors are jointly equal
to zero. Finally, the row marked "Endogeneity test" contains results
for a test of the null hypothesis that the instrumented regressors can
be treated as an endogenous variable, with interpretation in linewith
a standard Hausman test. The significant test statistics suggest that
collateral and loan interest rate are jointly endogenous in the credit
rationing equation, and that instrumental variable regression is the
relevant approach.

5.3.2 IV-GMM and CUE Regression Results
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Table 26 reports results from regressions that examine the impact
of collateral on loan size rationing using instrumental variable es-
timation. The first two columns report the IV-GMM estimates on
which the above identification tests are based, with corresponding
first stage regressions for the instrumented variables in Appendix A.
Column 1 shows that the estimated coefficient on the dummy vari-
able Collateral is negative and statistically significant at the 5 percent
level. Because it is a linear model, the magnitude of the coefficient
suggests that pledging collateral reduces the probability of experi-
encing loan size rationing by about 15 percentage points. When col-
lateral is measured by the number of the number of collateral types
(column 2), we essentially get the same results; the coefficient on the
variable #collateral types is negative and significant at 5 percent. The
size of the coefficient suggests that pledging one additional type of
collateral reduces the probability of experiencing loan size rationing
by about 7 percentage points on the margin. This finding provides
direct evidence that supports the information-asymmetry-based ex-
planation of credit rationing and the mitigating role of collateral.

One potential concern with the results in columns 1-2 is that the
instruments are not sufficiently strongly associated with the endoge-
nous variables (cf. the weak identification tests), in which case the
regular IV-GMMestimatormay exhibit finite-sample bias (Stock et al.,
2002). Columns 3-4 of Table 26 therefore report the results of the loan
size rationing equation re-estimated using using the Continuously
Updated Estimator (CUE) of (Hansen et al., 1996), as this estima-
tion method shows better finite-sample properties than alternative
IV/GMMprocedures, especially in the presence of possible weak in-
struments (Baum et al., 2007). As can be noted from columns 3 and
4, the results remain essentially unchanged.
Only a few control variables turn out to have a statistically sig-

nificant impact, although most variables have the expected sign. We
note that the control variables thatwere significant in Table 23 (bench-
mark results) do not show a statistically significant impact, with the
exception of metropolitan area, after controlling for selectivity and
endogeneity effects. We find that firm size (measured by total sales)
significantly reduces the probability of rationing, as does the dura-
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tion of the firm-lender relationship. The finding that collateral, firm
size, and the length of the firm-bank relationship are among themost
important determinants of credit rationing suggests a strong case for
explaining credit rationing in terms of lender-borrower information
asymmetries.
Turning to the inverseMill’s ratios, columns 1 through 4 show that

the estimated coefficient on the inverseMill’s ratio from the approval
equation is statistically significant at the 5 percent level, suggesting
that the sample selection effect is non-trivial. The negative coeffi-
cient suggests that small businesses that have a high likelihood of
approval are the ones that are less likely to experience loan size ra-
tioning. We also note that the inverse Mill’s ratios from credit de-
mand and application equations are statistically insignificant. One
explanation for this could be that the selection effects from credit de-
mand and loan applicationmay already be contained in the selection
effect from loan approval (note that the approval equation was esti-
mated in Table 24 conditional on demand and application). Based on
the significance of the inverse Mill’s ratio, we can conclude that the
uncorrected benchmark results in Table 23 could be, at least partially,
due to selectivity bias.

5.3.3 IV-Probit and IV-Tobit Regression Results

As our measure of the dependent variable in columns 1 through 4 of
Table 26 is a binary variable, we further examine the impact of col-
lateral on rationing by estimating IV-probit regressions, to compare
how the linear-probability-model results stack up against non-linear
specifications of the rationing equation. We also estimate the deter-
minants of the relative loan amount rationed (a truncated variable
equal to zero for the majority of the sample) using IV-tobit and con-
trolling for selection bias.
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Column 1 of Table 27 displays results from IV-probit regression,
where collateral ismeasured as a dummyvariable; column 2presents
results where collateral is measured by the number of pledged assets.
Consistent with the results reported in Table 26, we find a negative
and significant impact of collateral. Also consistent with the Table 26
results is the finding that the other main determinants of rationing
include firm size and the length of the firm-bank relationship, as
well as a highly significant selection effect. As for the economic sig-
nificance of the effect of collateral, the IV-probit estimates suggest a
substantially larger impact than the IV-GMM estimates. For exam-
ple, the coefficient estimate on the collateral dummy in column 1 is
-0.982, suggesting that for firms that post collateral, the probability of
loan size rationing is reduced by just below 40 percentage points on
average. As previously, the coefficient estimate for the number of col-
lateral types is roughly half that of the collateral dummy, suggesting
in the IV-probit case that the reduction in the likelihood of rationing
for each additional asset type pledged is on average on the order of
18 percentage points. In sum, the linear-probability estimates of the
effect of collateral on rationing not only remain statistically signifi-
cant, but the implied economic magnitude of the effect substantially
increases when estimated by IV-probit.
One final issue is whether pledging collateral also influences the

magnitude of the rationed amount. In this complementary analy-
sis, we estimate IV-tobit regressions by using as dependent variable
the proportion of the applied-for amount rationed (one minus the
proportion of the loan amount granted). Since the dependent vari-
able is truncated between zero and one, the use of IV-tobit regres-
sion is more appropriate than alternative estimation methods. The
results are reported in columns 3 and 4 of Table 27. The negative and
statistically significant coefficient on Collateral in column 3 suggests
that pledging collateral is associated not only with a reduction in the
probability of experiencing loan size rationing, but also in the rela-
tive amount rationed. The negative and statistically significant coef-
ficient on #collateral types suggests that an increase in the number of
types of pledged assets also reduces the magnitude of the rationed
amount. In sum, our finding provides direct empirical evidence of
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the role of collateral in mitigating both the probability of and the ex-
tent of loan size rationing.

6 conclusion

There is a substantial body of theoretical work in the financial inter-
mediation literature arguing that pledging collateral alleviates the
information asymmetries that could lead to credit rationing. Yet,
there is limited empirical research that establishes a direct link be-
tween posting collateral and credit rationing. The purpose of this
study is to examine the empirical association between collateral and
credit rationing in small business finance. To do that, we use survey
data, which offers clean measures of credit rationing, and the focus
of the analysis is on loan size rationing (the situation where a lender
grants smaller loan amount than the borrower requested).

The sequential nature of the loan application/approval process,
however, could become a potential source of selection bias if ignored.
We estimate a three-step selection process to account for the poten-
tial selectivity problems. The findings show that the sequential loan
demand, application and approval decisions are strongly related to
one another. Prior literature also suggests that major loan terms are
co-determined in credit contracting arrangements. To overcome the
potential endogeneity bias arising from joint determination of loan
terms, such as the pledged collateral and interest rate charged on the
loans, we use instrumental variables estimation in the final loan size
rationing models.

In benchmark regressions which do not account for potential se-
lection and endogeneity bias, we find little evidence of an effect of
collateral on rationing. In contrast, controlling for these issues we
find consistent evidence of a direct empirical link between collat-
eral and credit rationing, using several different IV estimators. More
specifically, pledging collateral is associated with a reduction in the
likelihood of experiencing loan-size credit rationing on the order of
between 15 and 40 percentage points, depending on specification.
Firms that pledge a large number of collateral types are also less
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likely to encounter credit rationing. The proportion of the loan amount
rationed, defined as one less the proportion of the loan amount granted,
is also observed to be negatively related to the incidence of collateral
and the number of collateral types pledged.
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Appendix: First-stage results

Table 28. First stage regressions for endogenous variables
This table presents the IV-GMM first stage regression results for the included endoge-
nous variables. Collateral takes unit value if collateral or guaranteewas required to secure
a loan, and is equal to zero for unsecured loans; # collateral types reflects the number of
different types of collateral (including any guarantee) that were used to secure a loan.
Column (1) reports results from the first stage for Collateral. Column (2) displays results
from the first stage for Interest rate. Column (3) presents results from the first stage for #
collateral types. The estimated coefficients are obtained by running weighted regressions
using the SSBF samplingweights, and standard errors are heteroskedasticity robust. The
t-test of significance is: *** significant at the 1% level, ** significant at the 5% level and *
significant at the 10% level.

Collateral Interest rates # collateral types

(1) (2) (3)

Coeff. SE Coeff. SE Coeff. SE
Existing collateral .284∗ ∗∗ .034 .037 .177 .544∗ ∗∗.079
% of banks tightening collateral .002 .001 .031∗ ∗∗.010 .006 .004
Float rate .041∗ .025 −.527∗ ∗∗.150 .289∗ ∗∗.077
Treasury rate .020 .016 .395∗ ∗∗.102 −.002 .049
Log(Total sales) .023 .015 −.195∗ .110 .076∗ .045
Lot(Number of employees) −.003 .016 .031 .083 .019 .045
Log(Firm age) −.017 .026 −.055 .154 −.041 .066
Profitability −.072∗ .043 −.324 .247 −.074 .132
Leverage .000 .001 −.003 .004 .002 .002
Firm default history −.0309 .070 .279 .457 .045 .188
Low diversification −.032 .023 −.042 .175 −.148∗ ∗ .072
Log(owner age) −.122∗ .072 −.753 .489 −.391∗ ∗ .187
Asian ownership −.102 .062 .070 .274 −.267∗ ∗ .126
Black ownership .049 .071 1.125∗ .573 .128 .156
Hispanic ownership .016 .056 .285 .309 −.077 .128
Female ownership −.058∗ ∗ .029 −.123 .185 .002 .087
Log(1 + Owner experience) .009 .024 −.015 .207 .037 .073
Collage .016 .023 −.110 .150 .049 .076
Primary owner share .000 .000 .002 .003 .002 .001
Owner default history .039 .055 .408 .324 .106 .137
Number of sources −.008 .027 .022 .177 .081 .074
Log(1 + Relationship length) −.013 .013 −.060 .079 −.016 .037
Log(1 + distance) .002 .007 .123∗ ∗ .055 −.001 .018
Referral −.077 .057 .349 .369 −.158 .123

(Continued on next page)
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Table 28. First stage regressions for endogenous
variables (Continued)

Collateral Interest rates # collateral types

(1) (2) (3)

Coeff. SE Coeff. SE Coeff. SE
Previous loan −.007 .037 .208 .216 −.040 .120
Primary bank −.018 .025 .385∗ ∗ .189 −.087 .080
Log(Maturity) .049∗ ∗∗ .013 −.140 .090 .088∗ ∗∗.032
Amount / Total sales .002∗ ∗ .0017 −.024∗ ∗∗.006 .004 .003
Bank concentration .014 .023 .423∗ ∗ .172 .067 .074
Metropolitan area −.039 .036 .101 .270 −.112 .104
Demand Mill’s ratio .004 .231 −.480 1.509 .074 .609
Applied Mill’s ratio −.002 .224 1.077 1.713 .453 .623
Approved Mill’s ratio .043 .113 −.993 .687 −.041 .297
Loan type YES YES YES
Lender type YES YES YES
Organizational type YES YES YES
Industry YES YES YES
Region YES YES YES
Survey YES YES YES
N 2,340 2,340 2,340
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