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As lexical as it gets
the role of co-occurrence of antonyms in a visual lexical

decision experiment”

Joost van de Weijer, Carita Paradis, Caroline Wilrand Magnus
Lindgren
Lund University, Sweden

1. Introduction

When asked about their opinion of how good a phlexical items
are as antonyms, speakers judtmv—fastto be a pair of strongly
antonymic adjectives, whileslow—rapid, slow—expresand slow—
blistering are perceived as less good pairings fast—dull as less
good pairing than all the others. This raises thestjionwhy some
pairs are considered better pairings than othedswdry they form
entrenched pairings in memory and conventionalizedplings in
text. There are most likely a number of convergnegsons for
goodness of antonym pairinganfonym canonicily i.e. the extent to
which antonyms are both semantically related ant/eationalized
as pairs in language. Such reasons may be théyadéuthe meaning
dimension, contextual versatility, symmetry, wordeduency,
frequency of co-occurrence, pair-wise acquisitiang stylistic co-
occurrence preferences.

Co-occurrence has been shown to be an importatair fec
semantically oriented antonym experiments such lStagion
experiments and judgement experiments (Paradid. 2089 and
Willners and Paradis 2010). It is well known thamnsowords tend to
collocate by virtue of the fact that they are retin meaning, as is
the case with antonyms, or because the words amebers of more
or less fixed expressions, e.g. nominal constrastiborse doctoyr
apple pie great white sharkor idiomatic expressionsitk and tired
safe and sound Likewise, some words tend to co-occur in certain
contexts or genresdcial andpolitical). In this study the focus is on
the question of the importance of co-occurrenceguescy for
antonyms as well as for unrelated word pairs. Tinpgse is to find
out whether co-occurrence frequency in itself ceodpce a priming
effect from one word (an adjective) to its antony@nother
adjective).

The way we investigate this question is schematired
Table 1. In a visual lexical decision task, we laikpriming effects
in antonym pairs and unrelated adjective pairs witying degrees
of co-occurrence frequency in the British Natior@brpus (the
BNC). The example pairs in Table 1 illustrate tlasib design of the
study. We assume that co-occurrence frequency anectiae
frequency are independent of one another to aiceete¢ent. The
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adjectives near and distant are themselves more frequent than
vertical and horizontal Nevertheless, as a pair of antonyms,
horizontal and vertical, co-occur far more often (390 times) than
distantandnear (11 times). Similarly, the adjectivéittle andnice
co-occur 544 times, wherebasyandplain co-occur only twice.

Section 2 reviews existing studies on antonym caitgnin Section
3, our focus is narrowed down to co-occurrence ueegy of
antonyms. Section 4 states the research objeatiyehee aims of this
study and is used as a transition into the prestmty which is
presented in Section 5. The results are discussgddtion 6.

2. Antonymy and canonicity

Antonym canonicity has recently been the focus ttdéngion in a
number of different investigations, using both text and
experimental techniques (e.g. Paradis and Willn@@s 2Jones 2007,
Jones et al. 2007, Murphy et al. 2009, Paradid. 089, Willners
and Paradis 2010). Antonym canonicity or goodndsspposability
is the extent to which antonyms are both semafyicalated and
conventionalized as pairs in language (Murphy 2(13: We argue
that a high degree of canonicity means a high degfelexico-
semantic entrenchment in memory and conventiortaizan text
and discourse, and a low degree of canonicity meaek or no
entrenchment and conventionalization of antonymispéfaradis et
al. 2009). Antonym canonicity concerns lexico-setitaparings in
language. The lexical aspect of canonicity concevhich words
pairs are locatedvhere on an imagined scale from good to bad
antonyms as measured in terms of participants’'sagsents and in
terms of co-occurrence patterns in text, whilesbmantic side of the
matter focuses orwhy some pairs might be considered better
oppositions than others with reference to theirceptual set-up. In
other words, while the lexical side of the coin cems word forms,
the semantic side of the matter concerns the cteaistics of the
meaning structure evoked by the word forms (Paradi®, Paradis
and Willners 2011).

Paradis et al. (2009) and Willners and Paradis{R0%ed
English and Swedish adjectives respectively to nmeaswvhich
adjectives form part of strongly canonical antonymglations and
which adjectives have no strong candidate for thiationship. The
method of data selection in both the English aredSkvedish study
was corpus-driven, sampled according to sentestiabccurrence
frequencies. Two types of experiments were cardet using the
pairings retrieved from the corpora — a judgemeapeement and an



elicitation experiment.In the first part of the study (the judgement
experiment), participants were asked to rate thedgess of
oppositeness of adjective pairs on a scale from 111t In the second
part (the elicitation experiment), another grouppafticipants were
given one adjective for which they were asked tovigle the best
possible opposite. The hypothesis under investigatias that there
is a limited core of highly opposable couplingsttla@ae strongly
entrenched as pairs in memory and conventionabzepairs in text
and discourse, while all other couplings form aesdeom more to
less strongly related pairings

On the basis of the data set used in Paradis @089), it
was shown that the adjectives that were deemedet@xzellent
antonym pairs by the participants in the judgenexmeriment were
also the ones, among the words searched for, tead the most
frequently occurring in the BNC both as individwadrds and as co-
occurring pairs. A set of canonical antonyms thatfekd
significantly from the rest in the judgement expeint was
identified. This result was subsequently confirntgdthe results of
the elicitation experiment, which showed that cacainantonyms
elicited significantly fewer opposites than othdjegtive pairs. More
generally, a strong correlation between adjectregfency and the
number of antonyms suggested by the participants Yeaind
(Spearman rho = -0.6@,< .01) (Paradis 2010). In other words, more
frequent adjectives tend to elicit fewer differemtonyms than less
frequent adjectives. The actual frequency for thadjectives is a
sign of the fact that they may qualify a large mangf nominal
meaning structures and are useful in a large rafigontexts. The
fact that they are very frequent also calls for enggsearch on that
parameter, hence the topic of this investigatibmds also shown in
the judgement experiment that sequential order doeplay any role
in the participants’ assessments of goodness ohgnty.

Another factor that seems to be of importance lier lhest
pairings, judging from the experimental resultshis salience of the
dimension. The dimension of which the canonicaloaytns are
representatives is salient if it is easily ideatilie. For instance, the
sPeeDdimension underlyingslow—fastis easily identifiable, while
the dimension underlying sagre—abundant, calm-disturbed, lean—
fat, narrow—openare not. This has to do with the more specialized
ontological applications of these adjectives to ma@in meanings
which concern different readings and sometimes aldterent
meanings of these words and to certain very résttistyles and
genres. This also means that polysemy and multgadings within
monosemy do not prevent a word from participatimgaicanonical
relation with another word, e.dight—dark and light —heavy and
narrow—wideand narrow—open Contextual versatility is a reflection
of ontological versatility, i.e. the use potent@ these antonyms
applies in a wide range of ontological domains, tray are frequent
in constructions and contrasting frames in text@sdourse.

For the sake of the investigation, two approaches t
antonymy were set up as contrasting positions bsadta et al.
(2009): thelexical categoricalapproach and theognitive prototype
continuumapproach. The former approach considers antongring t

! Both studies yielded the same general resultthisnarticle we will restrict
ourselves to reporting on the English data fronaBiaret al. (2009).



a lexical relation and words are either lexicaloagins or not.
Antonyms are pre-stored and get their meanings frarelation of
which they are members. The model is context inseasand static.
Words either have antonyms or not. If they havemyrs they have
one antonym. For instance, Miller and Fellbaum (t9210) state
that ponderousis often used wherbeavywould also be felicitous,
but unlike heavyit has no antonym. Similarljheavy and weighty
have very similar meanings but different antonyrlight and
weightlessrespectively. If antonymy was a conceptual relation
people would have acceptedgeighty and light or heavy and
weightlessas pairs of antonyms, which is not the case acogrth
Miller and Fellbaum (1991). The conceptual oppositin their
model between, sayponderousand light is mediated byheavy
Conceptual opposition is thus an effect of lexie#tions rather than
its cause. However, the experiments carried outPhyadis et al.
(2009) and Willners and Paradis (2010) paint alljotdifferent
picture. It is obvious, in particular from the d#tion experiment,
that the participants have very different scenaaiod different styles
and genres in mind, when they offer antonyms tedijes. The
lexical categorical approach has no explanationghese patterns.
Also, they predict a definite boundary between ciljes such as
heavythat have antonyms and adjectives sugboasleroughat have
no antonyms on grounds that are not empiricallypeted. This
predicts that we would obtain high scores whichcamgsistent across
native speakers for all adjectives that have ammnyand no
responses for words with no antonyms, suctp@sderous In the
lexical categorical model, antonymy as a categatlyb& monolithic
without any internal structure.

The cognitive prototype approach, on the other heaices
antonymy to have a conceptual basis: antonymycisnatrual rather
than a pre-stored representation. It is dependeigeoeral cognitive
processes such as comparison and profiling andsreln a binary
configuration of a segment of content (Paradislef@09, Paradis
and Willners submitted, see also Cruse and Croft042fr a
construal approach to antonymy in the Cognitive glistics
framework and Murphy 2003 for a context-sensitiveagmatic
approach). Adjectival meanings are evoked in cotuep
combinations with nominal meanings. Conceptualcstines are the
cause of antonym couplings, not an effect, andesalcontentful
dimensions such asPEEDQ LUMINOSITY, STRENGTH SIZE, WIDTH,
MERIT and THICKNESSform good breeding grounds for routinization
of lexical pairings (Herrmann et al. 1986). Thipagach predicts a
category with an inherent continuum structure véitemall number
of core members associated with particularly saliifmensions. The
results of the investigation carried out by Parastial. (2009) and
Willners and Paradis (2010) indicate that stronglganical pairings
have lexical correlates, while the vast majority asftonyms have
only associatively weak partners in situations whspeakers are
invited to produce or evaluate antonyms without amptextual
constraints. Given a specific context, antonym daogp are bound to
be stronger and more consistent across speakerspliuand
Andrew 1993). In the lexical categorical model €int contexts do
not affect the antonym, since the antonym of a w@@dnot
determined by context and sense, but is lexicailyed. Finally, the



prototype continuum model is consistent with catigdion in
general (Taylor 2003).

In line with the reasoning and the findings of Muypand
Andrew (1993) and Murphy (2002), the theoreticgplication of our
investigation is that antonymy is primarily a copiteal relation,
based on general knowledge-intensive cognitivegeses. However,
the investigations also point to the fact that #%aegroup of
antonyms are particularly strongly associated inmaory. They are
deemed to be superb examples of antonyms by pmeatits in
judgement experiments and there is strong agreenaenbss
participants in elicitation performance about thestbantonym of a
given word from this select group. For instancegrethough it is
easy to produce possible antonymsbafl (satisfactory, beneficial,
fine, obedient all of the experiment participants offergdodas the
best antonym obad in the above-mentioned elicitation experiment.
Pairings for which the participants suggested matifferent
antonyms in the elicitation experiment are moreelliikto be
contextually limited, i.e. not strongly routinizegs pairs in our
minds, or very weakly conventionalized, more gelheralue to
extreme genre or register restrictions.

In spite of the fact that the test items in both jidgement
and the elicitation experiments were presentedadutontext, the
experimental types relate more to the semantic asidbe pairings
than the formal side. This is also the case in rotheming
experiments such as Becker (1980). In his visualdwecognition
experiment, Becker used two types of stimuli: apos, such as
smartdumh dry—-wet and category-name/category-member pairs,
such asfurniture—chair, dog-collie. They were presented both as
related, i.e.smartdumhb and as unrelated, i.emartdry, and the
same design was used for the categorically relptecs. The cue-
target materials were designed to produce a giuati which the
participants were to predict consciously what atesl target would
be. The problem under investigation concerns thelitions under
which a facilitating effect of an appropriate seti@ancontext
dominates and the conditions under which an intexdeeffect of an
inappropriate context dominates. The experimenhgugintonyms
produces a substantial facilitation effect and igégle interference,
while the category-member relationship yielded omgminal
facilitation but substantial interference. Like &dis et al. (2009),
Becker's investigation also shows that the ordethe test items is
of no importance. What is of importance, howeves,the qualitative
distinctions in terms of strength of relatednessthBin the case of
what Becker refers to as high-typicality antonystsongly canonical
antonyms in our terminology) and high-typicalitytegory-member
pairings, relatively small interference effects bgtubstantial
facilitatory effects obtain. His conclusion is thhe crucial factor is
the type of stimuli. Facilitation dominance pregdibr the condition
that contains consistently strongly related testmg#, while
interference dominance obtains when the test imm@sharacterized
by a wide range of semantic relationship strengths.

In sum, there are indications in the above-mentone
investigations that co-occurrence frequency is rapadrtance for
antonym canonicity. We take this as the springbdata the next
section which concerns the current investigationtiod role of
frequency for strength of lexical affinity of anton couplings.



3. Antonyms and frequency

There is widespread agreement in the literaturewload frequency
and semantic relatedness have facilitating effectsisual lexical
decision performance (e.g. Becker 1979, 1980, Pargh Rosa
2002a, 2002b). Frequent words are recognized &tehigpeed than
infrequent words, and targets preceded by relatiedeg, e.gtable—
chair, are known to be recognized faster than targeésegied
unrelated primes, e.gable-moon Similarly, as already mentioned
above, canonical antonyms have been found to peawh other
more strongly than other opposites or words thatraelated through
category-membership, such asniture—chair, dog—collie(Becker
1980). It has also been shown in semantic primkgeaments that
low-frequency targets produce larger priming efethan high-
frequency targets (Becker 1979, Plaut and BoottOR0@ most of
the literature, frequency refers to individual wdreguencies rather
than to co-occurrence frequency. There are a fe@pons to this in
the priming literature, however. For instance, gdgiifferent kinds of
related words, such as synonyms and various typesategory-
membership relations, Spence and Owens (1990) derats that
co-occurrence frequency in text is significantlyrretated with
strength of association in priming experimentscdmtrast to these
findings, Estes and Jones (2009) show that co-oegce frequency
does not play a role in the explanation of integeafpriming in
expressions such &mon cakehorse doctoandplastic toy

The reasons for using a corpus-driven method forustis
selection in Paradis et al. (2009) and Willners Badadis (2010) and
also in this study are twofold. One reason is talile to establish the
frequency levels for antonyms in naturally occugrinnon-
manipulated text and discourse. The other reasdo iselect test
items for the experiments in a principled way usiagural language
since previous corpus studies have shown that abx¢wvidence
supports degrees of lexical canonicity. Charles &fider (1989),
Spence and Owens (1990), Justeson and Katz (19992),1
Fellbaum (1995) and Willners (2001) have estabtisth@t members
of pairs perceived to be canonical tend to co-o@tuhigher than
chance rates and that such pairings co-occur gignify more often
than other semantically possible pairings (Willn2081).

The same assumptions are made in corpus-basehérgat
of antonym co-occurrence in text (Jones 2002, 2d0nes et al.
2007, Muehleisen and Isono 2009, Murphy et al. 200%hese
studies concern the aspect of frequently co-oamgyriantonyms
serving various contrasting discourse functions fext in
constructional frames such as ‘neither X nor Y’,ifstead of Y’, the
difference between X and Y’. The results attesttie fact that
antonym pairs which are perceived to be good opgmsbccur
frequently in such discursive frames. Similar stisdihave been
performed on data from the CHILDES database (JandsMurphy
2005, Murphy and Jones 2008, Tribushinina (subdjitte=or
instance, using the American English componenthef database,
Murphy and Jones (2008) observe that children ugengms at
earlier ages than experimental studies have shodrttey also use



antonyms for mostly the same discursive purposexdak speakers
do. It has also been shown that lexical accessvaridus levels of
lexical priming may influence word choice and warédiction (Yap
et al. 2009) and lexical priming may also be ageiing factor for
speech errors (Soderpalm 1979, Gainotti et al. 1988ley 1991,
Samson et al. 2007).

As was previously mentioned, co-occurrence has lzem
used in integrative priming experiments, i.e. tegtithe relations
between two nouns, where the first noun is a meddf the second
noun and thereby designates a subcategory of the t@un in that
they jointly name the category (Estes and Jone8)2F®@r instance,
the concepts fotable andvasemay be integrated through a relation
of location fable vasg through causationrgpe burr), through
composition ¢opper po), through time Winter holiday, through
function gketch pe) through partonymyhear paw, through topic
(cowboy film and through productiomwfnd powe}. Estes and Jones
(2009) examined McKoon and Ratcliff's (1992) argunéhat the
frequency of co-occurrence in samples of writtext s the best
estimate of prime-target familiarity but found that-occurrence in
text did not explain integrative priming. Instedestes and Jones
(2009) explain the mechanism of integrative priminging role
assignment, e.g. location or causation, and propibse role
typicality, relation plausibility and compound fdrarity are crucial
factors.

4. Research objective and aims

The results of the studies reviewed in the prevergions suggest a
correlation between co-occurrence frequency andodgess of
antonymy’ of the form-meaning pairings. In line withese results,
we assume that antonyms that co-occur often terwk tassessed as
better pairs than antonyms that do not occur offsen though more
frequent adjectives generally co-occur more ofteamtless frequent
adjectives, we make the assumption that both carosace
frequency and adjective frequency may have indegani@cilitating
effects on word recognition.

Our aim in this study is therefore to find primieffects
that are due to co-occurrence frequency indepelydehindividual
word frequency. We are hereby able to evaluate tlative
importance of co-occurrence frequency for the aytoo relations
on the hypothesis that frequently co-occurring ayes are more
strongly conventionalized as pairings in text aridcaurse. The
prediction that follows from the hypothesis is tlfi@quency of co-
occurrence of pairings speeds up word recognitiodirectly, the
outcome of such an experiment allows us to evaldhee two
approaches to antonymy, thexical categoricalapproach and the
cognitive prototype continuunapproach that were described in
Section 2. The second aim is to establish whetloeoccurrence
frequency can cause a priming effect when two wosate
semantically unrelated. For instance, the adjectiie will be
recognized faster when it is precededitile, since these two words
often co-occur, whereas there is no facilitatinfpaf for the word
plain when it is preceded busy since these two adjectives are
unrelated (see Table 1). The inclusion of semditicarelated word



pairs also allows us to examine possible interactffects between
co-occurrence frequency and semantic relatednessnfore general
level, co-occurrence frequency has rarely been ased factor in
priming experiments. Our results, therefore, commglet existing
findings on priming, and should therefore have iogilons for
models of priming.

5. The experiment

This investigation combined corpus data with betwardl data. We
carried out a visual lexical decision experimemtfbich we selected
material, based on frequency information obtaimedhfthe BNC. In
a visual lexical decision task, words and nonsewseds were
presented to participants on a computer screenpdtieipants’ task
was to press one of two buttons on a button boxaforal word and
the other button for a nonsense word. They wereowaged to
respond quickly and accurately. Their reaction imere recorded,
as well as their errors (incorrect button presgdsjable factors that
influence reaction times are, among others, woedjuency (high-
frequency words are recognized faster than lowdieegy words)
and word length (short words are recognized fabi@n long words
(cf. New et al. 2005)). We controlled for thesetéas in order to
avoid interferences with potential co-occurrenegfiency.

A total of 20 participants were tested: 17 womein 8n
men, aged 19 to 40 years (average age was 24.79.yemst of the
participants were exchange students at the unfierf Lund and
Vaxjo in Sweden. They were recruited through theerimtional
Offices at the two universities. All of them had dlish as their
native language from Australia (1), Canada (1), tsoifrica (1),
Great Britain (7) and the United States of Ame(it@). The reason
for choosing the BNC as a source for data retrigxad a matter of
the size of the corpus rather than the fact thatdhta are British
English. We expect educated native speakers from Emglish-
speaking part of the world to be equally familiathathe test items
we used for the experiment, which are all frequa@immon core’
adjectives in all of the above dialects (see AppeAl. We obtained
the participants’ written consent to use their inpier our
investigation. At the end of the experiment, thegeived a lottery
scratch card as compensation for their time aratteff

Table 2

Materials

The adjective pairs that we used as primes aneéttarg the current
experiment were selected on the basis of frequeocyts in the
BNC. The adjectives that were considered to beablgtitems were
all relatively common, with a frequency of at leaf00 occurrences
in the BNC. We compiled a list of all the adjectipairs that co-
occurred within a sentence. The list consisted2¥#,499 pairs with



token frequencies ranging from 1 to 3,946 (a tatkén frequency of
4,454,280). Table 2 shows the ten most frequengécide pairs.

From the list, we manually identified 233 antonyairg of which we

chose 60 for the experiment, and decided whichetwo adjectives
would serve as the prime and which would be theyetar
Subsequently, we chose another 60 unrelated adjqudiirs from the
same list and matched these with the antonym paitkat the targets
had approximately equal length and frequency (sebklelT3). No

adjective occurred more than once in the experimEm adjective

pairs are shown in Figure 1. Note that the antogins appear to
have slightly higher co-occurrence frequencies ttten unrelated.
We will return to this issue in the analysis.

To the 240 adjectives, we added 287 phonotactically
appropriate but non-existing English words, ggast, solt, voddle
andfoose yielding a total of 527 items. The item pairs werdered
randomly and mixed with the nonsense words in sackay that
there were always one or two nonsense words beteeémrmmet and a
prime, and either zero, one, or two nonsense woetlseen a prime
and a target. The gap between primes and targets waded
randomly in order to make the appearance of thgetaword
unpredictable for the participants.

Experimental procedure

The presentation of the stimuli and the collectidrthe participant
responses were controlled using E-prime softwarehr{8ider,
Eschman and Zuccolotto 2001). An experimental traalsisted of a
time interval of 1500 ms during which the word vpaesented on the
computer screen followed by a 500 ms empty screEme
participants were instructed to press either onevof buttons on a
button box for a real word or a nonsense word. Onelyponses
during the time that the item was on the screenewercorded.
Responses given outside that interval were couagestrors.

The experiment was divided into five blocks. Thestfi
block consisted of 10 practice items (not includedthe 527
experimental items) to make sure that the partitgpanderstood and
followed the instructions correctly. After thatgetexperimental items
were presented in four approximately equally lofagks, giving the
participants the opportunity to relax for a shottile;, and then
continue with the next block when they felt readydo so. The
participants were tested in a silent room.

Analysis

In the analysis, we focused exclusively on the tteadimes to the
target adjectives. We were mainly interested in fiaotors: co-
occurrence frequency (a continuous variable) anthtegness
(antonyms or unrelated). In addition to these twaimfactors, we
also looked at potential confounding factors: ti@ividual frequency
of the target, the length of the target, (the nundfdetters), the trial
number (the moment at which a particular item apgmbdn the



experiment) and the gap size between prime anett€6y 1 or 2

nonsense words). We had two concerns that werertamuze for our

analysis of the data. One was the effect of ptessitterference of

the confounding factors and the main predictorsotAar concern

was that co-occurrence frequency was slightly warizéd across the
experimental items, with the antonyms having a &igiverage co-
occurrence frequency than the unrelated adjecfsess Table 3).

Table 3

In order to overcome these concerns, we disentdriple effect of
the main predictors and the effects of the confmgdactors and
analyzed the results by fitting a multilevel mottelthe data. Due to
its flexibility, the multilevel approach had seviesalvantages. First,
the effects of the main predictors were tested evbdntrolling for
the effects of the confounding predictors. Secamthalanced data
(unless severely unbalanced) were unproblematicttfer analysis
(Singer and Willett 2003). Finally, frequency andra/ length were
continuous variables. This would have been problemir an
analysis of variance but was not for the multileapproach where
predictors may be categorical or continuous.

In the model, reaction time was the dependent biaja
which is predicted from the main factors, the caomiting factors,
and two random factors (i.e., participant and skimuword). We
measured the interaction of co-occurrence frequamcyrelatedness
but also looked at their main effects. The predicti were
straightforward: we expected a (semantic) priminfiect for
antonyms but not for unrelated adjective pairs.

Results

The first row in Table 4 shows the percentagesoofect responses
for the targets. Overall, the participants madeawsably few errors.
The overall percentages of correct responses agipeda99% both
for the antonymic and the unrelated targets. Imabnresponses were
excluded from further analysis. The second rowhef table shows
the average reaction times for the antonymic arel uhrelated
targets. In line with what we expected, responsesartonymic
targets were faster than those for the unrelategets by nearly
20ms.

Table 4

1C



The relation between co-occurrence frequency aadtioe times is
shown in Figure 2. For this figure and for the ®teent analysis,
the reaction times and co-occurrence frequency \egreransformed
in order to reduce skewness and the effect ofarstiiBaayen 2008:
71). The slopes of the regression lines in theréigguggest a very
slight negative relationship for the antonym painsd a very slight
positive relationship for the unrelated adjectiagrf

Figure 2

The analysis started with an initial model contagnall predictors:
trial, item frequency, item length, lag size (Oprl2 words), and the
joint effects (i.e., the interaction plus the maffects) for relatedness
and co-occurrence frequency. The results are givérable 5. This
table gives the estimates of the effects, togethitr their standard
errors. The sign of a coefficient (plus or minugdicates the
direction of the relationship between the predietod the dependent
variable (positive or negative). The last columnows the
accompanying-values, indicating whether the effect of the pcemti
is significant or not. Since the number of obsdoret is rather large
(over 2,000), the-values may be interpreted ascores, and thus
absolute values larger than 1.96 may be considagedficant with
p < .05 (cf. Baayen 2008: 248).

Table 5

Thet-values given in the rightmost column suggest figpmt effects
of trial, target length, and target frequency, foitt of relatedness, lag
size, co-occurrence frequency nor of their intéoactin the next
step, we excluded the interaction term and tested individual
effects of relatedness and co-occurrence frequiendijting two new
models excluding either of these two factors. Theighce statistics
show that the omission of co-occurrence frequersya gredictor
does not give a significantly worse %= 3.609,df = 2,p = 0.165),
but the omission of the relatedness predictor @&es 8.148 df = 2,
p=0.017).

We then continued fitting four simpler models, each
without the co-occurrence predictor and without aythe four
remaining predictors. The results show that lag sian be omitted
from the model without leading to a significantlyorse fit
(X*=0.005,df=1, p=0.943), but none of the other predictors
(target frequency:X®=3.988, df=1, p=0.046; target length:
X?=14.007df = 1,p = 0.000; trial:X* = 5.980,df = 1,p = 0.014) can
be omitted. The coefficients of this final modelthwithe four
predictors are displayed in Table 6.

There is a negative relationship between trial egattion
times, indicating that the participants tend todmee slower towards
the end of the experiment. Similarly, there is gatiwe relationship
between reaction times and the frequency of thgetaindicating
that the participants respond to high-frequencygets faster than to
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low-frequency targets. The positive coefficients felatedness and
target length indicate that responses to antonymfaater than those
to unrelated adjectives, and that responses toefotgrgets are
slower than responses to shorter targets.

Table 6

6. Discussion

As stated in the introduction, previous researdhguexperimental
methods as well as corpus techniques show thatrefation of
antonyms has special status in terms of semaritigry effects and
in terms of co-occurrence in text and discourse thiatl some very
frequent and frequently co-occurring adjectivesdtaut as excellent
members of the category. Antonyms prime each othere often
than other related words and they co-occur in seete significantly
more often than other words. It has also been shivanhthe most
strongly co-occurring antonyms in text are alsodhes that people
judge to be excellent antonyms in judgement expamisi In
elicitation experiments these adjectives elicityomhe or a couple of
antonyms, which we interpret as an indication obodness of
antonymy’ both in terms of semantic relatedness dexcal
association. On the basis of their priming expentseSpence and
Owens point out that frequency of co-occurrencea iinction of
association strength, and unlike the data usedharl€s and Miller
(1989), Justeson and Katz (1991, 1992), Parada. g2009) and
Willners and Paradis (2010), their co-occurrence éatend beyond
the borders of the sentence. They report that pgneiffects do not
seem to decline until some 200 words beyond thaustis word.
However, there are also studies with results tioaitgn a different
direction. Estes and Jones (2009) investigated heindtequency of
co-occurrence in large samples of written languageides better
estimates of prime-target familiarity. They, tosed both adjacent
words and global co-occurrence in text, using Liat&emantic
Association (LSA) for the latter type of co-occurce. They found
no crucial priming effects related to co-occurrefreguency, neither
local nor global.

In spite of the difference of semantic relatedreegsss the
above studies and the different types of experimarging co-
occurrence frequency, the contradictory resultEsties and Jones
(2009) led us to look more closely into whether djuess of
antonymy is a matter of strength of relatednedsacal association
and to what extent frequency of co-occurrence pkaysle for the
status of strongly canonical antonyms. In contrastur own, more
semantically oriented previous experiments, we ghesl this
experiment as a lexical recognition task in oraeptit the spotlight
on the lexical side of the matter. We argued thétig the case that
antonyms which co-occur often in text and discownseconsidered
better antonyms than antonyms that do not co-ooften, then we
would expect such form-meaning pairings to be mst®ngly
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entrenched in memory than less frequently co-oswrpairs of
form-meaning pairings. As a result, the presentatibone member
of a frequently co-occurring pair will facilitatee recognition of the
other member. This will not be the case if the merstof a pair do
not co-occur often.

In order to investigate this state of things, wieced pairs
of adjectives with varying degrees of co-occurrefreguencies for
the BNC. Half of these pairs were antonyms, andbther half were
not related in meaning. We carried out a visual sieci experiment
to see whether we would find evidence of primingrirone member
of a pair to the other. The results showed thatréemgnition of
antonymic targets was indeed facilitated by theimps, which was
not the case for the unrelated pairings. We alsodoa facilitatory
effect of target word frequency on reaction timigsguent targets
were recognized faster than less frequent tar@atsially, however,
we did not find that frequently co-occurring antors; such as
horizontaland vertical, primed each other more than less frequently
co-occurring antonyms, such dsstant and near. This means that
when participants sedorizontal they lower the threshold for
vertical. This effect is not due to the fact thrizontalandvertical
co-occur frequently but because they are semalytiogllated. The
facilitation of the target word also happens in tt&se of less
frequently co-occurring antonyms such akstant and near
Facilitation is thus not likely to be a consequenmfe lexical
association, and it cannot be attributed to famitjizeither, but has a
semantic basis. Similarly, in the case of the wateel test items, we
found no priming effect and no facilitating effetite to frequency of
co-occurrence either.

In our experiment we manipulated lag size betwden t
prime and the target, which is a different procedinom Estes and
Jones’ (2009) experiment on co-occurrence and campamouns.
They used Stimulus Onset Asynchronies (SOA) to stigate
different types of priming and found that both a@s$ative priming
and semantic priming are observed at short (i.@r) and
intermediate  SOAs (approximately 300ms-800ms). Aissive
priming continues to increase in magnitude acroegdr SOAs (i.e.
>1,000ms), whereas semantic priming tends to dissitathose later
SOAs (e.g. Perea and Rosa 2002). Instead of usgsSwe
manipulated the number of words in between stinilitie stimuli
were presented with either zero, one or two noresemsds between
the prime and the target. The reason why we vdhedlistance was
mainly to avoid testing fatigue and monotony andptevent the
participants from developing experiment strategies.

The analysis started with an initial model contagniall
predictors, item frequency, item length, lag si@e 1 or 2 words),
and the joint effects (i.e., the interaction plhe main effects) for
relatedness and co-occurrence frequency. The oetcomm the
analysis suggests significant effects of trialgéarlength, and target
frequency, but not of relatedness, lag size, canoeace frequency
nor of their interaction. It would be interesting tepeat our
experiment using varying SOAs instead of intervgniams.

Other potentially confounding variables may be
participants’ level of word knowledge. Yap et a20Q9) isolate
various variables in order to be able to show aenmuranced picture
and in order to better explain the relation betwpdaming effects

13



and word frequency. Through a multi-stage model lefical
processing consisting of a lexical (perceptualhagtaphic in this
case) module and a semantic (cognitive) moduley tmeasure
processing differences across participants on #sisiof their level
of vocabulary knowledge. They show that the joifteas of
semantic priming and word frequency are criticalgpendent on the
participants’ level of vocabulary knowledge. Yamktalso show that
semantic priming and word frequency do not alwagteract.
Participants with less vocabulary knowledge shovgda priming
effects than participants with higher vocabularyowiedge. The
priming effects among the former group of particiza are
particularly pronounced for low-frequency targetéey argue that
the result is consistent with the idea of a flexildxical processing
system in which participants’ performance is optiedi by relevant
contextual information. In contrast, the lexicabpessing system of
participants with higher vocabulary knowledge appda be more
modular in nature, i.e. the prime provides a hdad-sthat is
independent of how difficult the target is. We dat tieink that
participants’ vocabulary knowledge plays a roleim data, because
the participants are all well-educated speakersh wihiversity
education and all the test items are common wond€nglish,
occurring at a rate of more than 1,000 times incthwpus.

Priming is typically attributed to strength of leal
association and semantic relatedness. Frequerest®tire obtained:
frequent words are recognized faster than rare svd&imilarly, if
words preceded by semantically related primes exegnized faster
than unrelated primes, we have a semantic efféis distinguishes
between association priming, which is caused bicéassociative
strength, and semantic priming, which is due toas#in similarity.
There are a number of theoretical models availatde the
explanation of lexical priming in the literaturessaciation models
such as spreading activation (e.g. Anderson 19838}, expectancy
models (e.g. Becker 1980). There are also morersirably oriented
models such as the distributed representation m@dgl Plaut and
Booth 2000), which assumes priming to occur whendachave
overlapping patterns of activation of semanticdess represented in
different parts of the brain. Moreover, there ig ttompound cue
model (Ratcliff and McKoon 1988), which posits tlaprime forms
a cue which is matched against long-term memorwhith case the
prime—target relation is a result of the extentwtich they are
associated in memory, or in Ratcliff and McKoorésninology, the
extent of the familiarity of the pairing. In theirodel, co-occurrence
in text has the status of being the best prediocfostrength of
familiarity (McKoon and Ratcliff 1992).

This view has been challenged by Estes and Joig€9)?2
who showed that lexical priming also occurs amongssociated,
dissimilar and unfamiliar concepts suchtagseand doctor. Such
priming is said to occur when a prime word can asilg integrated
with the meaning of a target word to create a wypitapresentation.
It was also shown that integrative priming was etéht from
associative and semantic priming but comparabthdm in terms of
prevalence across the participants as well as rafmiwithin
participants. Estes and Jones (2009) argue that fimding
constitutes a challenge to models such as spreaalitigation,
distributed representation, expectancy, episoditriekal and
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compound cue models, and they suggest that it eaxplained by a
role activation model of relational integration.dpite of the fact that
the test items in Estes and Jones (2009) were asmapooncepts,
unlike our semantically related antonyms, the tesoil that

experiment is similar to ours in that they did rfttain any co-
occurrence frequency effects.

7. Conclusion

This study has two important results. It confirhe hypothesis and
previous findings that antonymic targets are feadid by their
primes, but it does not confirm the hypothesis trequency of co-
occurrence facilitates word recognition, either &mtonyms or for
unrelated adjectives. This means that there isatedness effect but
no co-occurrence frequency effect, which in turrangethat priming
cannot be attributed to lexical association. Thmextarget effect we
obtain is a semantic effect, indicating that comealpopposition is
the causeof lexical relation rather than the other way rdtineeffect
of the lexical relation. This piece of evidencedgnsupport to a
conceptual rather than a lexical approach to amgny

Table 1. The experimental conditio

Frequency Antonyms Unrelated word pairs
of co-occurrence

High horizontal-vertical little-nice

Low near-distant busy-plain




Table 2: Most frequent adjective pairs in t

BNC.
new old 3,946
economic social 3,765
black white 3,49¢
new othel 3,49:
economic political 2,816
political social 2,787
othel socia 2,50:
large smal 2,45:
different other 2,377
local other 2,259

Table 3: Descriptive statistics for the target words. kexgies are
log-transformed values.

Antonyms Unrelated
co-occurrence frequency 4.97 3.43
target frequency 8.77 8.99
target length (letters) 5.97 6.02

Table 4. Percentages correct and average Reaction Times.

Antonyms Unrelated
Correct (%) 98.6 98.5
RT (ms) 572 591
Table 5: [Initial[e1]
model.
coefficient standard ¢
estimate error
trial —0.0002 0.0001 2 A5
relatednes 0.005¢ 0.037¢ 0.1t
co-occurrence 0.0030 0.0063 0.48

1€



frequency (log)

CO-0ccurrence freq

0.0082 0.0082 1.01
relatedness
target frequency (log) -0.0208 0.0079 2 g 4+
lag sie —-0.001¢ 0.007¢ -0.2C
target lengt 0.011¢ 0.003: 3.44x
Table 6: final
model
coefficient standard i
estimate error
trial -0.0002 0.0001 2 B0
relatednes 0.027( 0.012° 2.1
target frequenc -
(log) -0.0134 0.0068 1. 98*
target length 0.0124 0.0033 3.80*
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Unrelated Antonyms

8.0
large-small high-low

bad-good female-male

) . long-short
negative-positive

poor-rich right-wrong

littlenice domestic-international different-similar
foreign-prime cold-hot ga)5e _trye
6.00 british-nuclear dark-light

horizontal-vertical
other-sufficient closed—openhard_s‘)ft active-passive
practical-theoretical front-rear

medical-national
current-total
big-realbroad-economic

fast-slow apsolute-relative
acute-chronic empty-full
absent-present

legal-personal

annual-royal ;
) ) clean-dirty . A
. democratic-leading liauid-solid ¥ final-initial
) likely-powerful s5cja|-vast Aabstract-concrete mild-severef,|jing-_rising
4.00P°55'ble‘5”3'9ht " I71’0rmal—particular | basic-complex
comms:e_;—sp?i:k sharp-white compulsory-voluntary beautiful-ugly

rough-smooth

criminal-reasonable clear-vague

clever-stupid
boring-exciting
friendly-hostile healthy-ill

gradual-sudden

— responsible-standard
fine-usual normal-strange

interesting-urban blue-loose

fair-fat raw-sweet

co-occurrence frequency (log)

2.00 previous-terrible honest-pleasant
' recent-thorough guick-tight cruel-gentle odd-regular
bitter-radical decent-essential funny-tragic
brave-pretty
crude-free camfm_tinyfamous—wise
calm-correct
subtle-violent dear—mad
busy-plain
angry-central
0.0

Figure 1. Experimental item pairs. The vertical positiofishe
adjective pairs correspond to their approximatguesncy of co-
occurrence.
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Antonyms Unrelated

7.507

2

2

g

Reaction Times (log)

g

5.00—7 T T T T T T T T T
0 2 4 6 8 0 2 4 6 8

Co-occurrence frequency (log)

Figure 2: Relationship between co-occurrence frequency and
reaction times.
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Appendix A: Experimental items with co-occurrence frequencies.

Antonyms Unrelated

large-smal 7.81 little-nice 6.3(
high-low 7.62 foreign-prime 6.25
bad-good 7.39 british-nuclear 6.03
female-male 7.3¢ othersufficient 5.7C
old-young 7.15 medical-national 5.20
long-short 7.12 great-private 5.05
negative-positive 7.09 appropriate-relevant ~ 5.04
right-wroncg 6.6( effective-simple 5.0z
poor-rich 6.59 big-real 4.97
different-similar 6.51 early-popular 4.93
cold-hot 6.48 current-total 4.89
false-true 6.12 lega-persone 4.8¢
horizontal-vertical 5.97 financial-serious 4.88
strong-weak 5.92 general-late 4.86
dark-light 5.8¢ majol-rural 4.8¢
?n?gﬁzftlignal 5.83 necessary-proper 4.83
hard-soft 5.72 immediate-political 4.81
difficult-eas) 5.72 natura-public 4.8(
spokel-written 5.7C broac-economi 4.7¢
permanent-temporary 5.68 annual-royal 4.65
dry-wet 5.60 heavy-main 4.26
closec-oper 5.57 democrati-leading 4.2:
active-passivi 5.5¢€ deatspecia 4.2z
practical-theoretical 5.54 fresh-whole 4.20
alive-dead 5.53 likely-powerful 4.17
new-usec 5.4t availablesafe 4.1¢€
front-rea 5.3t socia-vas 4,14
empty-full 4.92 black-flat 4.14
acute-chronic 4.88 formal-particular 4.13
absolut-relative 4.88 familiar-importan 4.11
multiple-single 4.8¢ complet-humat 4.0¢
narrow-wide 4.87 possible-straight 4.01
cheap-expensive 4.86 common-useful 3.97
fast-slow 4.8t deey-pink 3.9t
globa-local 4.8(C sharf-white 3.9t
classical-modern 4.78 criminal-reasonable 3.47
thick-thin 4.72 fine-usual 3.09
abser-presen 4.5t responsibl-standar 3.0¢
liquid-solid 4.44 interesting-urban 2.83
clean-dirty 4.43 blue-loose 2.71
final-initial 4.42 fair-fat 2.30
happy-sac 4.3¢ previou«terrible 2.0¢
mild-severe 4.25 raw-sweet 2.08
basic-complex 4.23 honest-pleasant 1.95
abstract-concrete 4.22 recent-thorough 1.95
falling-rising 4.1¢€ quick-tight 1.7¢
cool-warm 4.16 decent-essential 1.79
beautiful-ugly 3.97 bitter-radical 1.61
compulsor:- 3.93 brave-pretty 1.39
voluntary
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rough-smooth 3.53 calm-correct 1.10

norma-strang 3.14 crude-free 1.1C
gradua-sudde! 3.14 carefu-tiny 1.1C
clever-stupid 3.09 famous-wise 1.10
clear-vague 3.09 dear-mad 0.69
boring-exciting 2.8¢ angn-centra 0.6¢
healthy-ill 2.71 subtle-violent 0.6¢
friendly-hostile 2.71 busy-plain 0.69
cruel-gentle 1.95 guilty-proud 0.69
odc-regula 1.7¢ cause-genuine 0.6¢
funny-tragic 1.61 blind-silly 0.69
References

AndersonJohn R. 1983. A spreading activation theory of mem
Journal of Verbal Learning and Verbal Behav2. 261-295.

Baayen, R. Harald. 2008Analyzing Linguistic Data: A Practical
Introduction to Statistics using. Rambridge: Cambridge University
Press.

Becker, Curtis. A. 1979. Semantic context and wioeduency effects in
visual word recognition.Journal of Experimental Psychology:
Human Perception and Performange252-259.

Becker, Curtis. A. 1980. Semantic context effects visual word
recognition: an analysis of semantic strategiddemory and
Cognition8. 493-512.

Divjak, Dagmar and Stefan Th. Gries. 2008. Clustigrsthe mind?
Converging evidence from near synonymy in Russidre Mental
Lexicon3(2). 188-213.

Charles, Walter G. and George A. Miller. 1989. Crigeof antonymous
adjectivesApplied Psycholinguistic$0(3). 357-375.

Estes, Zachary and Lara Jones. 2009. Integrativeimy occurs rapidly
and uncontrollably during lexical processinglournal of
Experimental Psychology38(1). 112-130.

Fellbaum, Christiane. 1995. Co-occurrence and gmgn International
Journal of Lexicographg(4). 281-303.

Gainotti, Guido, Gabriele Miceli, M. Caterina Sitvand Giampipero Villa.
1983. The production of morphological and lexicgposites in
aphasiaNeuropsychologi21(6). 693-697.

Herrmann, Douglas J., Roger Chaffin, Margaret mi€&aand R. S. Wool.
1986. The role of elements of relation definition antonym and
synonym comprehensiogeitschrift flir Psychologi@94. 133-153.

Jones, Steven. 2002Antonymy: a corpus-based perspectit®ndon:
Routledge.

Jones, Steven. 2007. ‘Opposites’ in discoursengpenison of antonym use
across four domaindournal of Pragmatic89(6). 1105-1119.

Jones, Steven and M. Lynne Murphy. 2005. Using @@rgo investigate
antonym acquisitionInternational Journal of Corpus Linguistics
10(3). 401-422.

Jones, Steven, Carita Paradis, M. Lynne Murphy @atbline Willners.
2007. Googling for ‘opposites’: a web-based studyaatonym
canonicity.Corpora2(2).129-154.

Justeson, John S., and Katz, Slava M. 1991. Cormsues of antonymous
adjectives and their contextSomputational Linguistic47. 1-19.

21



Justeson, John S., and Katz, Slava M. 1992. Readgfiantonymy: the
textual structure of a semantic relatiodterary and Linguistic
Computing7. 176-184.

McKoon, Gail and Ratcliff, Roger. 1992. Spreadingtiation versus
compound cue accounts of priming: Mediated primmegisited.
Journal of Experimental Psychology: Learning, Mewomand
Cognition18. 1155-1172.

Miller, George A. and Christiane Fellbaum. 1991m@atic networks of
English.Cognition 41, 197-229.

Muehleisen, Victoria and Maho Isono. 2009. Antonusiadijectives in
Japanese discourskurnal of Pragmaticg1(11). 2185-2203.
Murphy, Gregory L. and Jane M. Andrew. 1993. Thaocaptual basis of
antonymy and synonymy in adjectivedournal of Memory and

Language32. 301-319.

Murphy, Gregory L. 2002The big book of concept§he MIT Press:
Cambridge (MA).

Murphy, M. Lynne. 2003Semantic relations and the lexicdbambridge:
Cambridge University Press.

Murphy, M. Lynne and Steven Jones. 2008. Antonymyhildren’s and
child directed speeclrirst Language 28(4). 403-30.

Murphy, M. Lynne, Carita Paradis, Caroline Willneaed Steven Jones.
2009. Discourse functions of antonymy: a crosstlistc
investigationJournal of Pragmatics41(11). 2159-2184.

New, Boris, Ludovic Ferrand, Christophe Pallier &tarc Brysbaert. 2005.
Re-examining the word length effect in visual woedognition: new
evidence from the English lexicon projeesychonomic Bulletin and
Reviewl3. 45-52.

Paradis, Carita and CarolineWillners. 2007. Antonymdictionary entries:
methodological aspectStudia Linguisitica61(3). 261-277.

Paradis, Carita and Caroline Willners. 2011. Antopyfrom convention to
meaning-makingReview of Cognitive Linguisti€?2).

Paradis, Carita, Caroline Willners and Steven JoR@89. Good and bad
opposites: using textual and experimental techmiqiee measure
antonym canonicityThe Mental Lexicod(3). 380-429.

Paradis, Carita. 2010. Good, better and superbngmts: a conceptual
construal approach.The Annual of Texts by Foreign Guest
Professors Charles University in Prague, Faculty of Phildspand
Arts.

Plaut, David C. and James R. Booth. 2000. Indiidual developmental
differences in semantic priming: Empirical and catapional
support for a single-mechanism account of lexicabcpssing.
Psychological Revied07. 786-823.

Perea, Manuel and Eva Rosa. 2002a. The effectsotidive and semantic
priming in the lexical decision tasRsychological Researds6. 180-
194.

Perea, Manuel and Eva Rosa. 2002b. Does the piapart associatively
related pairs modulate the associative primingceféa very brief
stimulus-onset asynchronies®ta Psychologicd10. 103-124.

Samson, Dana, Catherine Connolly and Glyn W. Hunyshr2007. When
“happy” means “sad”. neuropsychological evidence tioe right
prefrontal cortex contribution to semantic  procegsi
Neuropsychologicd5(5). 896-904.

Schneider, Walter, Amy Eschman and Anthony Zuctol®001.E-prime
user’s guidePittsburgh: Psychology Software Tools, Inc.

22



Spence, Donald P. and Kimberly C. Owens. 1990. daéxto-occurrence
and association strengtiournal of Psycholinguistic Researds®.
317-330.

Singer, Judith and John Willett. 2003. Applied Liadinal Data Analysis:
Modeling Change and Event Occurrence. Oxford UsitePress.

Soderpalm, Ewa. 1979. Speech errors in normal atidofgical speech.
Travaux de I'Institut de Linguistique de Luhdl.

Taylor, John R. 2003.inguistic CategorizationOxford: Oxford University
Press.

Tribushinina, Elena. (submitted). Spatial adjectivéen Dutch child
language: towards a usage-based model of adjeatigaisition. In
Carita Paradis, Jean Hudson, and Ulf Magnusson)(&tisnceptual
Spaces and the Construal of Spatial Meaning. Ewgilirevidence
from human communicatiotnder consideration for publication by
Oxford: Oxford University Press.

Varley, Rosemary. 1991. Reference, sense and antoimythe assessment
of lexical semantic abilities in aphaskphasiologys(2). 149-170.

Willners, Caroline. 2001. Antonyms in Context. A fas-based Semantic
Analysis of Swedish Descriptive Adjectiveiravaux de l'Institut de
Linguistique de LundO.

Willners, Caroline and Carita Paradis. 2010. Swedighosites: a multi-
method approach to goodness of antonymy. In Pébrgo8ann (ed.),
Semantic relations: Theoretical and practical persjives 15-48.

Amsterdam: John Benjamins.
Yap, Melvin, Chi-Shing Tse and David Balota. 20D®lividual differences

in the joint effects of semantic priming and wordduency revealed
by RT distributional analyses: The role of lexizakgrity. Journal of
Memory and Languagel. 303-325.

23



