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Abstract—Recent years have seen an increasing attention given to wireless Personal Area Networks (PANs), which are typically networks with small transmitter-receiver separation. The desire for high data rates has led to an interest in deploying multiple-input multiple-output (MIMO) transmission for such systems, but up until this date there exists, to the authors' best knowledge, no MIMO channel model that enables performance simulations of such systems. An important characteristic of PANs, and at the same time an important difference to regular wireless local area networks, is the interaction between the antenna array and the user. In conjunction with the irregular antenna arrangements that are typical for PAN devices, this has been shown to lead to flexible channel statistics. In this paper we present a MIMO model for PANs that incorporates these effects by prescribing different small-scale statistics and gains to different antenna elements. The proposed model can thus be seen as a generalization of the classical MIMO model for line-of-sight situations. The model is compared to several sets of measurement data and found to provide a very good description of the essential PAN channel characteristics. We also provide a detailed parameterization of the model for a particular PAN scenario.

Index Terms—Personal area networks, channel measurements, MIMO, statistical channel model, irregular antenna arrays.

I. INTRODUCTION

WIRELESS Personal Area Networks (PANs) have gained an increasing interest in recent years [1], [2]. Such networks, commonly defined as having transmitter (TX) and receiver (RX) separated by less than 10 m and located within the same room, usually involve the transmission of high data rates, and for that reason multiple-input multiple-output (MIMO) systems [3], [4], [5] seem especially suitable. This aspect was also recognized and explored in the European MAGNET project [6].

For the efficient design of any wireless system, an understanding of the propagation channel and a suitable model is necessary [7]. PAN channels differ markedly from traditional wireless local area network (WLAN) channels, which was discussed in the recent paper [8]. Three major differences were pinpointed: (i) the distance ranges are typically smaller, (ii) the antenna arrangements can be quite different with non-homogeneous element properties and (iii) an increased influence by human presence close to the antenna devices can generally be expected. These characteristics were found to produce “flexible” fast fading statistics of the channel: different antenna elements are subject to different fast fading statistics, and the fast fading statistics of an antenna element can change significantly even for small movements of the array. It was also noted that the (small-scale averaged) channel gain generally is different at different antenna elements. A model for the complete fading of the single-antenna link was presented in [8], however no MIMO modeling was considered. The current paper alleviates this gap by presenting a novel model that predicts the MIMO capabilities of PANs.

A common modeling method that automatically includes antenna correlation is to use a geometric-stochastic channel model, where scatterers are randomly placed in a geometry and their contributions summed up at the RX [9]. This approach is theoretically possible for any wireless system, but not practically feasible for PANs. This can be explained as follows. The likely reason for the flexible fading statistics observed in [8] lies in the interaction between the antenna and the user. Hence, even small movements of the user/antenna can lead to variations of the antenna patterns, such that different paths are excluded or included at different antenna elements. A geometric modeling of PAN MIMO systems with non-static TX and RX terminals thus requires knowledge of the time-varying antenna patterns for each individual element, which is neither easily measured nor easily implemented.

Several analytical models to include antenna correlation exist in the literature [9], e.g., the “Kronecker model” (see e.g., [10], [11]) and the models by Sayeed [12] and Weichselberger et al. [13], respectively. However, such models rely on the assumption on uniform antenna arrays, i.e., different antenna elements are assumed to follow the same fading statistics, an assumption that is not generally valid for PANs. Polarizations models [14], [15] include different mean powers (by separating co-polarized and cross-polarized power), but to the authors’ best knowledge, no MIMO model that incorporates both the effects of different fading statistics and different mean power at different elements has yet been presented in the literature.

In this paper, we show that PAN MIMO channels can be modeled using a generalization of the well-known line-of-sight
(LOS) MIMO model of [16], i.e., by describing the channel as the sum of a dominant and a fading part. Typical characteristics of PAN systems are obtained by assigning different Ricean $K$–factors and different gains to the channels between different antenna elements. The proposed model does thus not claim to describe the physical reality, but rather aim at constituting a means of capturing the essential channel characteristics. By extensive comparisons to measurement data, we show that our model is able to reproduce realistic MIMO properties in terms of capacity, eigenvalue distribution and antenna correlation. We also provide a detailed parameterization of the model, applicable for a particular type of PAN scenario.

The remainder of the paper is organized as follows: Sec. II draws the outline of the model by providing a narrowband description and Sec. III verifies the modeling approach by comparisons to measurement data. Sec. IV extends the model to include temporal and frequency correlative properties whereas Sec. V provides a parameterization based on measurement data. An implementation recipe of the model is found in Sec. VI, followed by a validation of the model parameterization in Sec. VII and finally, a summary and conclusions in Sec. VIII wraps up the paper.

II. NARROWBAND MODEL

A. The LOS MIMO Model

Our modeling approach relies on the assumption that the channel can be split into a dominant and a fading part. This approach was used by Farrokhi et al. [16], who described the classical LOS MIMO channel for an $M \times N$ channel matrix $H$ by:

$$ H = \sqrt{G} \left( \sqrt{\frac{K}{1+K}} H^{dm} + \sqrt{\frac{1}{1+K}} H^{fd} \right). \quad (1) $$

In (1), $H^{dm}$ is the dominant component of the channel, available to all antenna elements and $H^{fd}$ is the fading component that is randomly varying between different antenna channels (defined as the channel from TX array element $m$ to RX array element $n$, denoted $[H_{mn}]$) and whose entries are (uncorrelated) complex Gaussian with zero mean and unit variance. $K$ is the Ricean $K$–factor of the system, defined as the ratio of dominant power to fading power, and $G$ is the large-scale, local averaged, channel gain. This model thus assumes that the only correlating effect between the antenna channels lies in the dominant component. Furthermore, for linear antenna arrays $H^{dm}$ is given by the array responses $a(\theta)$ as

$$ H^{dm} = a(\theta_r) a(\theta_t)^T, \quad (2) $$

where $\theta_r$ and $\theta_t$ are the angle-of-departure and angle-of-arrival, respectively, and $a(\theta) = [ e^{j k d \cos \theta} \ldots e^{j k d (L-1) \cos \theta} ]^T$, where $k = 2\pi \lambda^{-1}$ is the wave number for a wavelength $\lambda$, for an $L$–element linear array with element separation $d$ [16].

B. Proposed PAN MIMO Model

We now extend (1) by making use of two important characteristics of PAN channels [8], both due to the irregular antenna arrangements causing different antenna element to “see” different environments:

- different antenna channels can experience different small-scale statistics;
- different antenna channels can have different channel gain.

These effects are incorporated into our model by assigning different $K$–factors for the small-scale statistics as well as different channel gains to different antenna channels. To facilitate the latter, it is suitable to split the total channel gain $G$ of (1) into

$$ G = G^{com} G^{rel}, \quad (3) $$

such that $G^{com}$ contains the large-scale effects of distance decay and shadowing that are common to all antenna channels, whereas the gain relative $G^{com}$ is denoted $G^{rel}$, which is individual for the different antenna channels. Our general model can thus be written

$$ H = G^{com} \mathbf{P} \odot ( \Psi_1(K) \otimes H^{dm} + \Psi_2(K) \otimes H^{fd} ), \quad (4) $$

where

$$ \mathbf{P} = \begin{bmatrix} \sqrt{G^{rel}_{11}} & \cdots & \sqrt{G^{rel}_{1N}} \\ \vdots & \ddots & \vdots \\ \sqrt{G^{rel}_{MN}} & \cdots & \sqrt{G^{rel}_{MN}} \end{bmatrix}, \quad (5) $$

$$ K = \begin{bmatrix} K_{11} & \cdots & K_{1N} \\ \vdots & \ddots & \vdots \\ K_{MN} & \cdots & K_{MN} \end{bmatrix}, \quad (6) $$

$\odot$ is the Schur-Hadamard product and we define the matrix functions $\Psi_1$ and $\Psi_2$ as

$$ \Psi_1(K) = [ K \circ [1 + K]^{-1} ]^{1/2}, \quad (7) $$

$$ \Psi_2(K) = [ 1 + K ]^{-1/2}, \quad (8) $$

where $[ \cdot ]^{1/2}$ and $[ \cdot ]^{-1}$ denote the element-wise square root and exponentiation with exponent $-1$, respectively and $\mathbf{I}$ is the $M \times N$ matrix consisting of all ones.

Since the antenna arrays of PANs are less likely to be uniformly linear, a generalized model of the dominant component in (4) also seems suitable. Ideally, we would model the phase (as well as its movement-induced variations) at the different antenna elements exactly, but as mentioned in Sec. I, this procedure requires knowledge about the antenna patterns and their sensitivity to movements. We therefore choose to neglect the phase variations and instead opt for modeling the array

1Though using the notation “specular” and “scattered”.

2We thus inherently use a different approach for the small-scale statistics than in [8], which modeled them as being generalized gamma distributed. Though the model of [8] indeed provides a good description of the fading of a single link, the physical interpretation of the Ricean $K$–factor makes the approach of this paper more appealing for MIMO modeling.

3Note, however, that $\mathbf{P}$ and $K$ contain information about the magnitude of the antenna patterns variations due to movements of the arrays.
responses geometrically. Thus, we let the dominant component be given by (2), but with a slightly more general array response

$$a(\theta) = [e^{jk\Delta_1} e^{jk\Delta_2} \ldots e^{jk\Delta_i}]^T,$$

(9)

where $\Delta_i = \Delta_i(\theta)$ is the difference in geometrical path length, relative the center of the array, for array element $i$ and an angle-of-arrival/departure $\theta$.

A further generalization would include the correlations of the fading channels. We do not treat this here because the simpler uncorrelated model gives, as will be discussed further on, good agreement with reality.

III. MODEL VALIDATION

In this section we investigate whether the proposed model of (4) can provide an adequate description of the MIMO PAN channel. We thus verify its ability to reproduce channel properties by first estimating model parameters from MIMO PAN channel measurements, using those as input to model simulations and then comparing simulated results to those obtained directly from the measurements.

A. PAN Measurements

PAN measurements were performed in an office environment using 3-element handheld devices at each end of the link, i.e., $M = N = 3$ in our evaluations.\(^4\) The antenna arrays consist of slot antenna elements and are irregular in the sense that the elements have different orientation as well as direction (see [8], Fig. 1c). Complex channel frequency responses $H(f)$ were collected using the RUSK LUND channel sounder that performs measurements based on the switched array principle [17]. A frequency range $5.2 \pm 0.1$ GHz was measured, divided into $N_f = 321$ frequency points, using a test signal length of 1.6 $\mu$s.

We define large-scale movement of the terminals as movement of the TX/RX “users,” whereas motion of the terminals only, i.e., while the users are standing still, is referred to as small-scale movement. Furthermore, we define static measurements as those where the only temporal channel variations stem from small-scale movement of the terminals, whereas dynamic measurements are defined as those where there is additional large-scale movement of the terminals or the environment. In the static measurements, 9 measurements with different amount of body shadowing were made for each of the 29 large-scale locations, each consisting of 10 small-scale samples of $H(f)$ recorded while slowly moving the antenna device in front of the user (thus rendering different samples with small spatial offsets). In total, 2610 static measurements were taken between various positions inside the offices, with varying shadowing inflicted on the antenna arrays and a TX-RX separation between 1 and 10 m (for details regarding the measurement setup, see [8]).

Seven different dynamic measurements were recorded, each with a duration of 10 s and a temporal increment of 18.9 ms, thus equating a total of $N_t = 500$ temporal samples. In four measurements, the users of the TX and RX devices were standing still inside an office (i.e., no large-scale movement of the terminals), while six persons were moving randomly within the same office. We distinguish between cases where people were allowed to cross the optical LOS or not, and where the users of the devices were facing each other or not. Additionally, three measurements were made while the users of the antenna devices were walking (i.e., large-scale movement of the terminals); the surroundings were static in this case.

B. Parameter Estimation

For the static measurements, the entries of $P$ and $K$ are estimated based on only frequency domain data, $H = H(f)$, i.e., 321 samples (for simplicity, the dependence on $f$ is omitted in the subsequent equations). Maximum-likelihood estimates (MLEs) $K_{mn}$ are derived using a grid search over $K = 0$ (linear scale) and a range from $-20$ to $20$ dB with an increment of 0.1 dB.\(^5\) The relative channel gain is derived as the average over frequency samples by

$$\hat{G}^{rel}_{mn} = \frac{1}{G^{com}N_f} \sum_f |H|_{mn}^2,$$

(10)

where

$$\hat{G}^{com} = \frac{1}{N_fMN} \sum_{f,m,n} |H|_{mn}^2.$$

(11)

For the dynamic measurements, the statistical ensemble for estimation of $K_{mn}$ and $G^{rel}$ is increased to contain frequency data collected over 5 temporal samples (i.e., a total of $321 \times 5$ samples), a time period over which the channel is considered stationary.

For each measured channel matrix, the estimated parameters $P$, $K$ and $G^{com}$ are used with simulated matrices $H^{dm}$ and $H^{H}$ in order to derive a simulated channel matrix according to (4). Since the body influence makes antenna calibration, and subsequently estimation of the angles of arrival and departure, impossible we reside to letting $\theta_r$ and $\theta_t$ be random variables in the simulation process. Furthermore, to account for a completely arbitrary orientation of the antenna arrays, we let $\theta_r$ and $\theta_t$ be uniformly distributed over $[0, 2\pi)$.\(^6\)

C. Channel Capacity, Eigenvalue Distribution and Antenna Correlation

We derive three comparative measures from the measured as well as simulated $3 \times 3$ channel matrices: (i) the frequency-averaged channel capacity (evaluated for a signal-to-noise ratio $\rho = 20$ dB) given by

$$C = \frac{1}{N_f} \sum_f \log_2 \det \left( I_M + \rho \frac{1}{N} HH^H \right),$$

(12)

where $\cdot^H$ denotes the Hermitian transpose, (ii) the frequency-averaged eigenvalues of $HH^H$, $\lambda_i$, $i = 1, 2, 3$, and

\(^4\)Results only make use of three out of originally four elements, since one element on the TX device was found faulty, see [8] for details.

\(^5\)Note that there exists no closed-form expression for the MLE of $K$ (see e.g., [18]).

\(^6\)We thus use separate reference systems for each side of the link.
(iii) the frequency-averaged correlation at the TX and RX side, estimated by

$$R_{TX} = \frac{1}{N_f} \sum_f H^H H,$$  

$$R_{RX} = \frac{1}{N_f} \sum_f H H^H,$$

respectively. In order to investigate the necessity of the higher model complexity that follows from using individual antenna channel parameters, we perform simulations using our proposed model as well as using the classical LOS model of (1) and compare the results. For the latter case, we derive $\hat{K}$ and $\hat{G}$ as the average of the individual antenna channel estimates, i.e., $\hat{K} = (MN)^{-1} \sum_{mn} \hat{K}_{mn}$ and $\hat{G} = \hat{G}^{\text{com}} (MN)^{-1} \sum_{mn} \hat{G}^{\text{rel}}_{mn}$. Furthermore, we normalize $H$ such that

$$\frac{1}{N_f} \sum_f ||H||^2_F = MN,$$

in order to remove the influence of $G^{\text{com}}$ in the capacity evaluations.

Fig. 1 shows cumulative distribution functions (CDFs) of the measured and simulated capacity for all static measurements, whereas Fig. 2 shows CDFs of the measured and simulated eigenvalues of $HH^H$. We find that the proposed model provides a very good fit to the measurement data, both in terms of predicting capacity and by correctly modeling the underlying eigenvalues. The simpler model of (1), on the other hand, greatly overestimates capacity. This can also be seen by deriving the mean squared error (MSE) between measured and simulated capacity, which is 0.5 for the proposed model whereas the classical LOS model has an MSE of 2.5.

The estimated antenna correlation suggests that the proposed model slightly underestimates capacity. Fig. 3 shows CDFs of the measured and simulated antenna correlation on the TX side (the correlation on the RX side shows similar results), and we find that the proposed model overestimates the correlation between antenna elements somewhat, an effect we subscribe to a positive bias in the $K$-factor estimation.

Using only the frequency domain for estimation provides roughly 11–13 independent samples with the delay spreads we have measured, which in turn leads to an overestimation of $K_{mn}$ (on average) that results in a higher antenna correlation. However, the overestimation of the correlation is very small, which explains why its effect is not seen in the mean absolute error between simulation and measurement (0.01).

Fig. 4 shows measured and simulated capacity for a time-varying measurement: TX and RX are static, whereas a dynamic scattering environment is created by means of randomly moving people, allowed to cross the optical LOS. Again, we find that our model is well capable of describing the measured MIMO properties, which is especially encouraging since these measurements are less influenced by estimator biases due

$^7$Note that even though the measurement is time-varying, model parameters are estimated at every time instant, as described in Sec. III.
IV. EXTENSION TO TIME-VARYING WIDEBAND MODEL

Up until this point, we have seen that the proposed model works well for the narrowband case. Next, we want to extend (4) to a time-varying wideband model by inducing temporal and frequency correlation on the channel matrix, i.e., the channel frequency response matrix is given by

\[ H(f, t) = \sqrt{G^\text{com}(t)} P(t) \odot (\psi_1(K(t)) \odot H^\text{dm}(f, t) + \psi_2(K(t)) \odot H^\text{fd}(f, t)). \]

We assume that the dominant part arrives only at the first delay tap of the total channel impulse response, and rotates with a Doppler frequency \( f^\text{dm}_D \). We can then compute the dominant frequency response of each antenna channel, \( [H^\text{dm}(f, t)]_{mn} \), through a Fourier transform of the corresponding one-tap dominant channel impulse response

\[ [h^\text{dm}(\tau, t)]_{mn} = e^{j(k(\Delta_m(\theta_m) + \Delta_n(\theta_n)) + 2\pi f^\text{dm}_D \tau)} \delta(\tau), \]

where \( \Delta_m(\theta_m) \) and \( \Delta_n(\theta_n) \) are given by (9).

The fading part of (16) can be generated using the sum-of-sinusoids method of [19]. Thus, the channel impulse response of each antenna channel of the fading part, \( [H^\text{fd}(\tau, t)]_{mn} \), is given as a sum of \( Q \) echoes, each with a phase \( \phi_q \), a delay \( \tau_q \) and a Doppler frequency \( f_{Dq} \), by

\[ [h^\text{fd}(\tau, t)]_{mn} = \lim_{Q \to \infty} \frac{1}{\sqrt{Q}} \sum_{q=1}^{Q} e^{j\phi_q + 2\pi f_{Dq} \tau} \delta(\tau - \tau_q), \]

where \( \phi_q, \tau_q \) and \( f_{Dq} \) are random variables and \( \phi_q \) is uniformly distributed over \([0, 2\pi]\). Then, the fading frequency response of each antenna channel, \( [H^\text{fd}(f, t)]_{mn} \), can be derived through a Fourier transform of (18). The modeling of \( f_{Dq} \) and \( \tau_q \) is dependent on the specific scenario we attempt to model, and will hence be treated in the subsequent parameterization section.\(^8\)

V. MODEL PARAMETERIZATION

In this section, we address the question of parameterizing our model, since providing a parameterization is essential for the usefulness of any channel model. We thus give a description of how the model parameters vary and how they should be generated. We thus describe how to model the matrices \( P \) and \( K \), which breaks down to modeling \( G^\text{com} \) and \( K_{mn} \), as well as the Doppler spectrum and delay dispersion of the fading components. During the latter, we also verify that the time-varying wideband model of (16) can faithfully reproduce time and frequency properties.

As noted in Sec. II, the statistical ensemble is limited in the static measurements, especially concerning the estimation of \( K_{mn} \), which suggests that these data do not constitute a good basis for a reliable parameterization. For those reasons, the parameterization we provide in this paper is based only on the dynamic measurements we have at our disposal. However, we stress that the measurements set we base our parameterization on is still sufficiently large to give an adequate parameterization even though we may not be able to model some effects completely. Furthermore, since different fading obviously depends on different types of movement, the parameterization inevitably becomes specialized to the measured scenarios it is based upon. Here, we limit our modeling to situations with no large-scale movement of TX and RX, constant shadowing (i.e., \( G^\text{com}(t) = G^\text{com} \)), and a Doppler spread that is only due to the movement of scatterers (i.e., \( f^\text{dm}_D = 0 \)). We do thus not make the claim that this parameterization is valid for all possible PAN scenarios, but it does serve as an example of parameters for a likely scenario; parameterization of other scenarios is left as future work.

A. Doppler Spectrum and Delay Dispersion

In theory, knowledge of the measurement geometry allows for an analytical derivation of the fading Doppler spectrum. However, such calculations are sensitive to underlying assumptions (e.g., on scatterer densities), and we therefore deem estimation of the Doppler spectrum directly from measurement data a more appealing solution. Such extractions, on the other hand, can only be done when the channel can be considered stationary, i.e., when the relative channel gain and the \( K \)-factor can be considered constant. Due to the previously discussed variations of these parameters, we therefore only use very small time intervals in our Doppler evaluations.

Fig. 5 shows an example of the measured Doppler spectrum, evaluated over 0.2 seconds of one antenna channel from a

\(^8\)We thus model the Doppler spectrum and the fading correlation (or lack thereof) separately. While not being true in a strict sense, this approach is reasonable under our particular circumstances, i.e., given the irregular antenna arrays we are using.
measurement with static TX and RX users. We find that the spectrum is similar in shape to those previously reported for short-range fixed systems [20], [21] which is in line with our intuition; the spectrum is centered around zero Doppler (the Doppler shift of the dominant part). Excluding the contribution at zero Doppler, we find that the fading part of the channel can be well described by a Laplacian Doppler spectrum

\[ p(f_{D_\alpha}) = \frac{1}{\sqrt{2k_D}} e^{-\sqrt{2} |f_{D_\alpha}|/k_D}, \]

where \( k_D \) is the Doppler spread of the fading part, for the vast majority of the antenna channels. We thus let \( f_{D_\alpha} \) in (18) be a random variable with a probability density function (PDF) \( p(f_{D_\alpha}) \), where \( k_D \) is the model parameter of interest. \( k_D \) is extracted for each 0.2 second time interval of each antenna channel of each measurement, and modeled as the ensemble mean.

The individual delays of the fading components in (18), \( \tau_q \), are modeled as exponentially distributed with a decay constant \( \gamma \), following the observations in [8] that the power delay profile of the measured environment is well described by a single exponential decay. The modeling of \( \gamma \) is also described in [8], though we extract new parameter values from the current set of measurement data (see Table I).

In order to verify that the proposed wideband model faithfully can reproduce the temporal and frequency correlation properties of the measurements, we generate PAN MIMO channel realizations according to (16), with \( \tau_q \) and \( f_{D_\alpha} \) modeled according to the above description and \( \hat{P} \), \( \hat{K} \) and \( \hat{G}_{\text{com}} \) estimated from measurement data. By studying simulated Doppler spectra (see Fig. 5 for an example) and power delay profiles we draw the conclusion that the time-variant wideband model is well capable of producing channels with the desired properties.

B. Correlation Between Parameters

The first step in parameterizing \( G^\text{rel}_{mn} \) and \( K_{mn} \) is to determine the correlation between them. Fig. 6 shows \( G^\text{rel}_{mn} \) plotted versus \( K_{mn} \) for all antenna channels of a time-varying measurement where TX and RX are static. Each marker type in the figure corresponds to a particular antenna channel and temporal samples constitute the ensembles of values. For visibility reasons, estimates \( K_{mn} = 0 \) (linear scale) have been plotted at -20 dB. We find that within each antenna channel, \( G^\text{rel}_{mn} \) and \( K_{mn} \) are uncorrelated, but that there is a tendency of correlation between the mean values of \( G^\text{rel}_{mn} \) and \( K_{mn} \). However, in the measurements we have at our disposal, this result is only clearly visible in one case; the top-right ensemble of Fig. 6, which is an antenna channel that makes use of antenna elements directly aimed towards each other. Given the low occurrence rate of this observation, we choose to neglect it and opt for modeling of not only \( G^\text{rel}_{mn} \) and \( K_{mn} \), but also their means, as being uncorrelated.

Next, we analyze the parameter correlation between antenna channels, i.e., we derive the correlation coefficient between \( K_{mn} \) and \( K_{kl} \) for all antenna channels \( \{mn\} \) and \( \{kl\} \) except for \( \{mn\} = \{kl\} \) (and similarly for \( G^\text{rel}_{mn} \)). We find that, for both the Ricean K-factor and the relative channel gain, no correlation coefficients exceed 0.5 in magnitude, which implies that this situation can be modeled reasonably well by assuming that there is no correlation between the parameters of different antenna channels. We thus model the parameters of each antenna channel individually.

C. Relative Channel Gain

Fig. 7 shows CDFs of \( G^\text{rel}_{mn} \) for each antenna channel of (i) the measurement in Fig. 6, a measurement where the users of the TX and RX devices are facing each other, i.e., little body shadowing is inflicted on the antenna arrays, and (ii) a similar measurement where the users of the TX and RX devices are facing away from each other so that their bodies shadow the antenna arrays. Using \( \chi^2 \)-tests with 5% significance level (SL), we find that the dB-valued \( G^\text{rel}_{mn} \) can be well described by a Gaussian random variable. It is also notable that the mean relative channel gain can be

![Fig. 5. Measured and simulated (using (19)) Doppler spectrum of one antenna channel from a time-varying measurement with no large-scale movement of the TX and RX users (evaluated over 0.2 seconds).](image)

![Fig. 6. \( G^\text{rel}_{mn} \) plotted versus \( K_{mn} \) from a time-varying measurement with no large-scale movement of the TX and RX users (dynamic scatterers are not allowed to cross the optical LOS). Different markers correspond to different antenna channels.](image)
quite different for different antenna channels, whereas the corresponding standard deviation (STD) is fairly constant. We thus let

\[ 10 \log_{10} G_{mn}^{rel} \sim \mathcal{N}(\mu_{mn}^G, \sigma_G^G), \quad (20) \]

where we model \( \mu_{mn}^G \) as a Gaussian random variable (verified by another \( \chi^2 \)-test with 5% SL) such that

\[ \mu_{mn}^G \sim \mathcal{N}(0, \sigma_{G_{mn}}^G). \quad (21) \]

Note that the realizations of \( \mu_{mn}^G \) should be adjusted to \( \sum_{mn} \mu_{mn}^G = 0 \) in order to uphold the definition of \( G^{rel} \) and \( G^{com} \). It is furthermore interesting to note that Fig. 7 suggests that \( \mu_{mn}^G \) is affected by the amount of body shadowing; the variance of \( \mu_{mn}^G \) is much smaller in the case of large body shadowing than when no shadowing prevails. However, our measurement data do not allow for a complete model of this observation and we thus have to relegate the matter to future investigations.

With no large-scale movement of TX and RX and assuming a constant shadowing level, we regard \( G_{mn}^{rel} \) as a stationary stochastic process described by its autocorrelation function \( \rho_G(\Delta t) \). Fig. 8 shows \( \rho_G(\Delta t) \) evaluated for the “high body shadowing” measurement of Fig. 7. We find an exponential autocorrelation function

\[ \rho_{G_{mn}}^{G}(\Delta t) = \exp \left\{ -\frac{\Delta t}{k_G^{G}} \ln 2 \right\}, \quad (22) \]

where \( k_G^{G} \) is the 50% coherence time, suitable to describe this process. Since the coherence time shows large variations between different antenna channels, it seems suitable to model it as a random variable. Showing no correlation to other model parameters, we find (using a \( \chi^2 \)-test with 5% SL) that \( k_G^{G} \) can be well described by a lognormal PDF, such that

\[ 10 \log_{10} k_G^{G} \sim \mathcal{N}(\mu_{k_G}, \sigma_{k_G}). \quad (23) \]

\[ \text{CDF of } G_{mn}^{rel} \text{ for each antenna channel from two time-varying measurements with no large-scale movement of the TX and RX users, whereas dynamic scatterers are not allowed to cross the optical LOS.} \]

Fig. 8. Temporal autocorrelation of \( G_{mn}^{rel} \) from a time-varying measurement with no large-scale movement of the TX and RX users, dynamic scatterers not allowed to cross the optical LOS and high body shadowing level.

D. Ricean \( K \)-factor

Fig. 9 plots the CDFs of \( K_{mn} \) for each antenna channel from a time-varying measurement with no large-scale movement of the TX and RX users, whereas dynamic scatterers are not allowed to cross the optical LOS. Users of TX and RX are facing each other, i.e., low body shadowing is inflicted on the antenna arrays.

\[ \text{CDF of } K_{mn} \text{ for each antenna channel from a time-varying measurement with no large-scale movement of the TX and RX users, dynamic scatterers not allowed to cross the optical LOS.} \]
is thus constant, whereas in state S1, we find that the dB-valued $K_{mn}$ can be reasonably well described (using $\chi^2$-tests with 1% SL) by a Gaussian random variable such that

$$10\log_{10} K_{mn} \sim \mathcal{N}(\mu^K_{mn}, \sigma^K) ,$$

(24)

where the standard deviation $\sigma^K$ is constant since it shows only small variations between antenna channels. Similar to $\mu^K_{mn}$, we let $\mu^K_{mn}$ be a Gaussian random variable (verified by a 5% $\chi^2$-test), such that

$$\mu^K_{mn} \sim \mathcal{N}(\mu^K, \sigma^K) .$$

(25)

Furthermore, we note that the transition probability $\beta_{mn}$ shows a strong correlation with $\mu^K_{mn}$ (see Fig. 10), which implies that a strongly Ricean antenna channel is less prone of shifting to the Rayleigh state. We find this well described by a deterministic relationship

$$\beta_{mn}(\mu^K_{mn}) = \begin{cases} 1, & \mu^K_{mn} < -16 \\ -0.053\mu^K_{mn} + 0.15, & -16 \leq \mu^K_{mn} \leq 2.8 \\ 0, & \mu^K_{mn} > 2.8 , \end{cases}$$

(26)

such that the probability of shifting to the Rayleigh state is zero if the antenna channel is “Rician enough.” The transition probability $\alpha_{mn}$, on the other hand, shows no correlation with $\mu^K_{mn}$, but is better described by a random variable. Using a $\chi^2$-test with 5% SL, we find that a uniform distribution

$$\alpha_{mn} \sim \mathcal{U}(0.23, 0.72)$$

(27)

constitutes a good description.

For the same reasons mentioned in Sec. V-C, we can regard $K_{mn}$ as a stationary stochastic process while in state S1. Here, the temporal autocorrelation of $K_{mn}$, $\rho^K(\Delta t)$, can only be determined when $K_{mn}$ is in the S1 state during a sufficiently long time period, which reduces the statistical ensemble somewhat. We find that also in this case, an exponential autocorrelation function

$$\mu^K_{mn}(\Delta t) = \exp \left\{ -\frac{\Delta t}{k^K_{mn}} \ln 2 \right\} ,$$

(28)

is suitable, where the 50% coherence time $k^K_{mn}$ is well described by a lognormal PDF (verified by a $\chi^2$-test with 5% SL), such that

$$10\log_{10} k^K_{mn} \sim \mathcal{N}(\mu^{K}_{mn}, \sigma^{K}_{mn}) .$$

(29)

VI. IMPLEMENTATION RECIPE

Channel realizations of an $M \times N$ MIMO system can thus be generated according to our parameterized model as follows:

1) Select a suitable time window and frequency band for the simulations and select the sampling grid in time and frequency.

2) Determine the large-scale shadowing $G_{com}$ containing distance-dependent decay, shadowing due to environment and body shadowing. Determine at the same time, for each antenna channel, the decay constant of the power delay profile $\gamma_{mn}$ since this parameter is correlated with the shadowing. These parameters are described in detail in [8] and have therefore not been covered in the current paper.

3) Determine the angle-of-arrival, $\theta_r$, and angle-of-departure, $\theta_t$, of the dominant component from $U(0, 2\pi)$.

4) Determine, for each antenna channel, the parameters of the stochastic processes $G_{rel}^{\theta_{mn}}(t)$: (i) the mean $\mu^{K}_{mn}$ from (21) and (ii) the coherence time $k^{K}_{mn}$ from (23).

5) Derive, for each antenna channel, the temporal realizations of $G_{rel}^{\theta_{mn}}(t)$ from (20) and (22).

6) Derive, for each antenna channel, the parameters of the stochastic processes $K_{mn}(t)$: (i) the S1 mean $\mu^{K}_{mn}$ from (25), (ii) the S1 coherence time $k^{K}_{mn}$ from (29) and (iii) the transition probabilities $\alpha_{mn}$ and $\beta_{mn}$ from (27) and (26), respectively.

7) Derive, for each antenna channel, the temporal realizations of $K_{mn}(t)$. Start in S1 if $\alpha_{mn} > \beta_{mn}$ and in S0 otherwise. For each time instant, test if a state transition should be made. While remaining in S1, determine $K_{mn}(t)$ from (24) and (28) until the next state is S0. When changing from S0 to S1, start a new time series of $K_{mn}(t)$, i.e., disregard any correlation to previous realizations.

8) Derive the matrices $P$ and $K$ from (5) and (6), respectively.

9) Derive, for each antenna channel, the fading channel impulse response from (18) using $\gamma_{mn}$ to derive $\tau$ and $k_{D}$ to derive $f_{D}$ from (19). A Fourier transform creates the corresponding frequency response $[H^f_{\theta_{mn}}(f, t)]_{mn}$.

10) Derive, for each antenna channel, the dominant channel impulse response from (17) and derive the corresponding frequency response $[H^d_{\theta_{mn}}(f, t)]_{mn}$ through a Fourier transform.

11) Derive the complete $M \times N$ time-varying channel frequency response $H(f, t)$ from (16).

The model parameters $\sigma_G$, $\sigma_{Gc}$, $\mu_{Gc}$, $\sigma_{K}$, $\mu_{K}$, $\sigma_{\mu_{K}}$, $\mu_{K}$, $\sigma_{\mu_{K}}$, $\mu_{K}$, $\sigma_{\mu_{K}}$, $\mu_{K}$, $\sigma_{\mu_{K}}$, $k$, $\mu_c$, and $\sigma_c$ are given in Table I.

VII. PARAMETERIZATION VALIDATION

In this section we investigate the suitability of the model parameterization in terms of its capability to reproduce MIMO
processes as well as temporal and frequency correlation. This is done by comparing simulated 3 × 3 MIMO channel matrices (where each channel consists of \( N_f = 321 \) frequency points and \( N_t = 500 \) temporal points) derived using the above implementation recipe to measured ones. First, we verify visually that the model produces the proper ratio between strongly fading and weakly fading channels, as well as the correct time and frequency characteristics in terms of having the desired shapes of Doppler spectra and power delay profiles. Then, in order to have a quantitative measure of the model fit, we also derive and compare: (i) the MIMO capacity according to (12), (ii) the rms delay spread and (iii) the rms Doppler spread. The latter two are derived for each measured and simulated antenna channel using 0.2 s time intervals.

The results show a mean/STD of the simulated capacity of \( 15.6/1.7 \) bits/s/Hz (to compare with the measured values of \( 14.5/2.8 \) bits/s/Hz), a mean/STD of the simulated rms delay spread of \( 11.3/2.4 \) ns (measured values \( 12.1/3.3 \) ns; see Fig. 11) and a simulated mean/STD of the rms Doppler spread of \( 5.0/1.3 \) Hz (measured values \( 3.2/1.1 \) Hz). We find that the difference between measured and simulated values is small, and therefore conclude that the parameterized model is well capable of representing the measured PAN scenario. The deviations between measurement and model that we do see are likely caused by the simplifying model assumptions we use, e.g., by omitting correlations between parameters. Another simplification worth mentioning is the Doppler spectrum of the fading part. Whereas the Laplacian spectrum works very well for a majority of the measured channels (as shown in Fig. 5), there are a number of channels where the spectrum has a higher weight on zero Doppler than the sum of Laplacian spectrum and the dominant part can provide (this is likely the reason behind the small overestimation of the Doppler spread). However, since we find no better suited one-parameter spectrum, and the difference in mean rms Doppler spread is small, we still deem the performance of the Laplacian spectrum satisfactory.

VIII. SUMMARY AND CONCLUSIONS

We have presented a MIMO channel model suitable for system simulations of wireless Personal Area Networks (PANs). The proposed model is a generalization of the classical LOS MIMO model which relies on the assumption that the channel can be divided into a dominant part and a fading part, the two being related by the Ricean \( K \)-factor. The key idea of our model is that we can capture the essential characteristics of PANs by prescribing different fading statistics (through the Ricean \( K \)-factor) and channel gain to different antenna channels (defined as the channel from TX array element \( n \) to RX array element \( m \)). In this context, we found it suitable to split the total gain of an antenna channel into one part that is common to all antenna channels, and one part, the relative channel gain, that is individual to each antenna channel. The proposed model was also extended to the time-varying wideband case by providing a means to include delay dispersion and Doppler spread.

A model can be validated in two senses, by answering the questions: (i) does the model description present an adequate representation of what we seek to model, i.e., is the model complexity high enough to capture the desired effects, and (ii) is the model parameterization representative to describe the measured scenarios in general? To answer the first question, we compared simulated results on capacity, eigenvalue distribution and antenna correlation to those derived from several sets of measurement data. From the good match we obtained, we concluded that our model is valid in the sense that realistic MIMO characteristics can be obtained if we can adequately describe the model parameters.

The answer to the second question is no. With our available data set, we do not claim our provided parameterization to cover any PAN. However, it is our opinion that the model is general enough to be used for other PAN scenarios, once they have been parameterized and furthermore that the detailed parameterization we provided in this paper well represents a particular PAN scenario (no large-scale movement of TX nor RX and an assumed constant shadowing level). For such situations, we found that the relative channel gain can be described as a stationary stochastic process, whose mean and coherence time varies between antenna channels and modeled the Ricean \( K \)-factor as a Markov process with two states: \( K = 0 \) (“Rayleigh state”) and \( K \neq 0 \) (“Rice state”).

![Fig. 11. The ensemble of rms delay spreads extracted from measurements, compared with that obtained from channel simulations according to the implementation recipe.](image)
described the transition probabilities and found that while in the Rice state, $K$ can be modeled as a stationary stochastic process, with different mean and coherence time for different antenna channels.

The paper was rounded off by an implementation recipe and thus provides everything that is needed to be used in system simulations, though the model parameterization is obviously best suited for situations similar to those covered by our measurements. Some correlative effects (e.g., the connection between relative channel gain variance and shadowing, or the correlation between the relative channel gain and the Ricean $K$-factor), could not be fully investigated due the limited number of measurements and are thus amongst the matters constituting a good basis for future investigations.
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