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K.J. Astrém and G. Olsson

ABSTRACT

This report covers the second year of the project process control
at the Division of Automatic Control at Lund Institute of Tech-
nology. The research has been divided into four fields: Process
Identification, Numerical Methods for Optimal Control, Adaptive
Control and Applications - mainly Thermal Boilers and Nuclear
Reactors. Apart from the progress made in these areas the report
also covers some efforts that have been made to promote the app-

lications of the results to industrial problems.
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1. INTRODUCTION

The project is part of a long range program in the area of
process control. A program covering a period of three years
is given in [1]. The results obtained during the first year
is reported in [2]. This report covers the results obtained
during the second year. A detailed program for this is given
in [3]. We have essentially been able t6 follow the plans.
The only major difference is that we have devoted much more
effort to practical industrial applications of process iden-
tification than was anticipated in the plans. This has had
the consequence that theoretical work on nonlinear identifi-
cation has been somewhat delayed. Based on the results ob-
tained we have also formulated a new three year program [U4]

with detailed plans for the year 1969/70 [5].

All research activity at the Institute has been centered

around the process control project. Contributions have been
given by the three research engineers supported by the Swe-
dish Board of Technical Development (STU) as well as students
and staff of the Institute. The work has been organized so

that the research engineers have acted as project leaders in
the areas: Process Identification, Numerical Methods of Opti-
mal Control and the Boiler Control Project. The major coordi-
nating function has been done by Gustaf Olsson and Karl Johan
Astrdm. This report covers the total activity on the process
control project also parts which are not directly supported

by STU.



2. PROCESS IDENTIFICATION

This work has had a dual purpose to obtain models and to
get insight into the properties of different identification
schemes. The main effort has been devoted to measurements
of nuclear reactor dynamics in collaboration with AB Atom-
energi and distillation column dynamics in collaboration
with National Physical Laboratory in England. The colla-
boration with AB Atomenergi is a direct result of the

contact meeting held in Lund in December 1967.

Some progress has also been made in the area of real-time
identification. A real-time version of the maximum likeli-
hood estimation (MLE) method has been developed. Simulations
indicate that the method is asymptotically efficient for
first order systems. For systems of higher order, however,
this does not seem to be the case. The reason for this is

not yet clearly understood.

We have also started a collaboration with the Institute of
Information Theory of the Academy of Sciences in Prague,
and we have at present a guest worker Jaroslav Valis from

the Institute.

2.1 Identification of linear process dynamics (I. Gustavsson)

The program package for maximum likelihood identification of
disturbances and linear process dynamics has been tested with
artificially generated data and has also been used for identi-
fication of several industrial processes. The description of
the program package is given in a report [C:17]. The results
of w the identification with the maximum likelihood method
have been compared with results obtained with various other
identification methods, for instance correlation analysis and

least squares estimation.

Programs for identification of linear dynamics from the impulse

response have been written [D:RE53].



Problems requiring further investigation have appeared during
these studies. Tor instance it has turned out that the ordinary
spectral analysis tends to give a remarkable error in the esti-
mates of the phase, even far below the Nyquist frequency. Further:
more the least squares method often gives a high order model,
even when the disturbances seem to be small. Strongly correla-

ted measurement noise cannot be easily detected direct from the
output signal, which even in the presence of such noise is smooth
Thus 1t may be difficult to choose identification method only

by observing the input/output sequences.

Processes which have been studied are among others nuclear reac-
tor dynamics [C:13], evaporation [D:RE361, distillation, drying
section of a paper machine [D:RE42]. Data have been received
from AB Atomenergi, Studsvik, Perstorp AB, Perstorp, National
Physical Laboratory, London, and Billerud AB, Billerud. For most
of the applications the different identification methods have
given comparable results. The models seem to be reasonable ac-

cording to the a priori knowledge of the processes.

In some cases, however, certain differences between the results
from the different identification methods have been found. These
problems have been studied by identification of artificially ge-
nerated data. The identification of industrial processes has
given important information on what problems that can arise in
such cases. Examples of such problems are choice of input sig-
nal, sampling interval, structure of the model and identifica-
tion method. Some insight in the effect of the choice of samp-

ling interval has been provided [C:7].

When using the maximum likelihood method two problems arise.

One of them is to choose the appropriate order of the model,

the other is to choose the appropriate time lags. Furthermore

if the process has several inputs it will be difficult to sim-
plify the obtained model. For none of these cases the available
statistic tests seem to be quite satisfactory. They seem to give
models with too many parameters. Until now only one multivariable
system has been investigated, the drying section of a paper

machine [D:REL2].



Preliminary contacts have been taken with several other com-
panies and these contacts will probably result in a number of
practical applications of the available identification methods.
The i1dentifications techniques developed now seems to have reached
a reasonable state of maturity so that it seems worthwhile to

spread theilr use.

2.2 Real-time identification (J. Wieslander)

Identification methods :ican be dividéd 'intd thiree ggroups ‘regar-
ding their way of operation.
e off-line methods e.g. the ML-method

e on-line method e.g. recursive least squares

® real-time identification methods

The main feature of the real-time methods is their ability to

track the parameters of time-varying systems. The knowledge of

the values of the system parameters in real-time is of great

importance in the design of adaptive controllers.

The activities of the Institute concerning real-time identifi-
cation algorithms has been focused at the Kalman filter approach.
The algorithm obtained in this way has been implemented on
various computers with encouraging results with respect to core-

requirements as well as computing times.

The algorithm has been tested on simulated data with good re-
sults. This experiment was demonstrated at a seminar on iden-

tification methods for industry .=:. . 1in October 1968 [F:1].

Experiments on industrial data has beensand i&:being made on data

obtained from measurements on a paper mill dryer.

A difficult and important problem is that of stability of the
‘estimator algorithm. To gain insight into the behaviour of the

algorithm simulations on a hybrid computer has been made.

The results mentioned above will be described in [C:18] and
[C:19]. A method for real-time identification using least

squares techniques was described in [C:10].



3. ADAPTIVE CONTROL

The area of adaptive control has been persued with a relatively
low priority. Several exploratory investigations have been per-
formed. As a result of this we have now definite plans for a

more extensive research in the year 1969/70. See [5]. Different

adaptive schemes proposed in literature have been compared.

3.1 Theoretical studies (B. Wittenmark)

The idea of formulating the adaptive problem as an optimal con-
trol problem for a markov process has been persued. The charac-
ter of the solutions of the functional equations obtained have

been investigated. [C:5].

It has also been demonstrated that a reasonably large class of
adaptive processes can be represented by the following Marko-

vian model
x(t+1) = Ax(t) + Be(t)
y(t) = Cx(t)

where e(t) is gaussian noise and C is a .function of the control
gsignal u(t). The purpose 1s to control the system so that

N
V(N) = E ¢
t=

S y(£))?
1

is as small as possible.

Many of the phenomena found in adaptive systems have been ob-

served also in this simple model.

Suppose y = 0, the system is of second order and C = [1 u(t)],
then

V(N) = E
t

n o=

) (e, (£) + ult) Xz(t))Q

If‘xl(t) and x2(t) were known exactly the lossfunction would be

zero with the control strategy



x_ (t)
alt) & = (1)

Xz(t)

Now since X and X, are not known they have to be estimated.

Using a Kalman filter as estimator, a possible control strate-
gy 1is
Xl(t[t—l)

u(t) 3 = p——— (2)
Xz(t|t—l)

where Xl(t|t—l) and X2(t|t—l) are estimates of Xl(t) and xz(t)

based upon observations up to time t-1.
The strategy (2) -is not & good one if the estimatesc.are jpoar ~and

~

if X, is near zero, then it sometimes gives a greater lossfunc-

tion than no control at all.
Next look at just one step. Minimize
Vo= Blxy(0) + ulDe, (8% |y(t-1), y(t-2) ...}
Now 1t can be shown that
~ A 2 2
' = — —
Vo= (xq(t|t-1) 4 u(t)xZ(t|t 17+ ult) py,(8) + u”(t) p,, (1)

where plz(t) and p22(t) are elements in Kalmans variance matrix.
Minima is obtained for
xl(t]t—l)xz(t|t—l) t Py, (0)

u(t) = - = 5 (3)
x2(t|t—l) t Dy, (1)

If the variance is zero, e.g. if the estimate is exact, (2) and

(3) give the same control law.

As (3) only minimize for one step this control law does not make
anything to get better estimates. This type of control is called

non-dual.

A control law which also acts to get better estimates is called
dual control. To get a dual control one have to iterate the

lossfunction backwards using a Dynamic Programming technique.

When using the nondual control law one sometimes can get strange

results.



e The controller gives up and puts u(t) almost to zero

e u(t) is almost zero for long timevcAfter many timesteps

the regulation turns on again and we get a proper control.

e Burst phenomena, this is best shown with a figure.
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These phenomenas are not complete understocod yet, but we

have through simulation got a good insight.

3.2 Comparison of different adaptive schemes

The work with investigation of implemented adaptive regulators
has continued. The Minneapolis-Honeywell regulator earlier des-
cribed by Syding and Sogndahl [D:RE20 and D:RE26j has been fur-
ther investigated through digital simulation. The regulator was
easy to implement on a digital computer and the subroutine con-
tained only about 15 FORTRAN statements. The results of the di-
gital simulations were compatible with the results obtained with

the analog version of the regulator [D:RE41].



4. NUMERICAL METHODS FOR OPTIMAL CONTROL

Two main projects have been persued. Subroutines which can be
used in a package for automatic synthesis have been developed
and analysis of the numerical problems associated with the so-
lution of the Riccati equation has been worked out. Much of
the work has been done as a direct result of practical problems
in the applications projects. Some interesting numerical ex-
periments have also been done in the area of large systems. A
list of programs presently in use is given in Appendix E. The
programs will not be finalized until the computing Centre in

Lund has the new computer installed.

4.1 Computer programs for synthesis (P. Hagander)

A package for solving linear systems of equations and for in-
version of matrices, recommended by Forsythe, has been coded,

and test programs are written.

The main idea of the package is that inversion of a matrix is
seldom necessary. The matrix Tle, for instance, is from given
T and Q best computed by solving the system T X: T Qs where
q; are the columns of Q and x; are the columns of the wanted

matrix T_lQ.

Subroutines and test programs for transformations of a linear
dynamic system S(A,B,C,D) are coded and applied to various
samples. The routines can also be used to obtain the transfer
function and to test observability and controllability for
both single and multivariable systems. The fact that observa-
bility and controllability (reconstruction and feedback) are

dual problems has simplified the package very much.

4.2 Large systems

The intention is to find out where the difficulties with large
systems do occur, when the accuracy in the computing methods

no longer is enough. The heat equation in one dimension is si-
mulated on a digital computer with models of various order, and

the step and impulse response are calculated by means of series



expansion of exp(A-*h). Astonishing few difficulties arise, pro-
bably because the A matrix has no elements outside the super

and subdiagonals and is extremely stable.

If the model is transformed to companion form (corresponding

to the transfer function) a significant loss of accuracy occurs.

This is an important result, and it might be valuable for the
choice of structure in identification, for example. It will be
further investigated. In this area has also been written a

MS thesis on decomposition of large systems [D:REU6].

4.3 Time optimal control of a nonlinear system

For the problem to raise a pendulum in minimum time by horizon-
tal acceleration of the pivst point (absolutly constrained
control) is a strategy deduced by intuitive reasoning. It is
also proved that this control fulfills the Pontryagin necessary

conditions for optimality. (Report to appear).

4.4 Linear quadratic control package (K. Martensson)

The development of program packages for linear quadratic control
has now been completed. In the report [C:14] algorithms for

the solution of the sampled problem are presented. Typical usage
of the sampled version is the implementation of optimal control

on process computers. The program has been used to design regu-

lators and filters for a boiler. See section 5.

The sampled version together with the previously published con-
tinuous version [C:2] is a powerful +tool to design regulators
for multivariable systems. Some MS theses [D:RE38] have been
initiated to examine further possibilities to use linear qua-

dratic theory in the design of control systems.

The so called Riccati equation
98 - aTs 4 s - SBQ2'1 - 8Ts +
dt
plays an important role in the linear quadratic theory. Analysis

of this equation has made it possible to extend the theory to



more general cases. These results will be presented in a report

to appear.

Studies have also been carried out concerning the possibilities
to design suboptimal regulators. This is important when dealing

with systems of very high orders e.g. distributed systems.



5. APPLICATIONS

The main effort has been devoted to control of thermal boilers.
The boiler project has been completed during the year. The re-
sult has been a method for mathematical modeling and a scheme
for digital control of a boiler which has been simulated on the
hybrid facility of the Research Institute of National Defense.
We have also taken several steps in order to find new projects
in the area. It is our opinion that unless experimental data
can be obtained, it is of no use to persue the theoretical
work further. In collaboration with Sydkraft we have therefore
in June this year carried out identification experiments on &: -
160 MW aggregate. (This is a direct result of the contact mee-
ting with power industry in October 1968).

In collaboration with Kockums AB we have also planned experi-

ments on a marine boiler.

The models of thermal power stations could also be very useful

in connection with studies of power systems.

Apart from the boiler project we have also investigated spatial

oscillations in nuclear power reactors.

An extensive evaluation of process control computers has also
been done in connection with the planning of an experimental

facility.

A thermal experimental system has also been planned and the

building initiated.

5.1 Thermal boilers (K. Eklund)

Linear models of the drum-downcomer-riser loop have been deve-

loped. The models are described in [C:9].

This report presents a comparison with the dynamic properties

of linear models of different order. The influence of some phy-
sical parameters on the model dynamics has also been investiga-
ted. The model is a FORTRAN program and input data is construc-
tion data for the boiler. In a MS thesis [D:RE48] the model has

been expanded with two superheaters and one desuperheater.



In cooperation with Kockums Mekaniska Verkstad measurements
will be made on the drum boiler of a tanker. These measure-
ments will be used for the identification of the dynamics of
the boiler. The work has been initialized and the measure-
ments are planned to be made during October-November 1969. In
cooperation with Sydsvenska Kraft AB similar measurements have
been made on a 160 MW power station boiler during June 1969.

A MS thesis work to derive a model from physical equations

for this boiler has been made [D:RES55]. This work uses the

earlier developed models.

A comparison between models based on physical equations and
measurements will alighten the possibilities to derive reliable

dynamic models from construction data.

The control of the drum pressure and drum level has been studied.
The control laws developed are based on linear quadratic control
theory. The control law also included a Kalman filter for the
estimation of the state variables. The load disturbances were
modelled from measurements as a stationary stochastic process.
The control situation was simulated on a hybrid computer. These
simulations gave valuable information of the sensitivity of the

Kalman filter to parameter variations.

The boiler studies have given some special results concerning

the model building technique.

Numerical model building

It is a very tedious work to develop a mathematical model of an’
industrial process of some complexity. The work usually invol-

ves the following steps:

o Describe the process by basic physical equations

L Compute steady-state solutions

] Linearize system equations

L Reduce linearized equations to state space form Z(A,B,C,D)

The first step is often the least time consuming one. The work
to carry out the three last steps is , however, very extensive.
A systematic approach to the modeling problem which allow a com-
puter to do all the tedious work was developed. The results are

presented in [C:8].



It is also interesting to note the connection with numerical
identification. For example badly known equations could be

identified and physical equations could be used otherwise.

5.2 Spatial instability in nuclear power reactors (G. Olsson)

In large nuclear power reactors there is a spatial stability
problem depending on the fission product xenon, which has a
very big neutron cross section. Stability is affected by para-
meters such as core size, flux level, spectrum and temperature
feedbacks. In this study the axial stability of pressurized
water reactors is focused. The purpose has mainly been to ana-
lyze the influence of nonlinear terms, such as control rods

and temperature feedbacks. In order to solve the space-depen-
dent equations the core is first divided into two parts, why
the xenon process can be described as a forth order nonlinear
system. In the linear approximation and for symmetric equili-
brium flux two of the eigenvalues are independent of core para-
meters. The two remaining eigenvalues can be studied analytical-
ly by a second order submatrix. When the number of core mesh-
points is increased the stability boundary for 20 meshpoints
can be extrapolated out of 2, 3 and Y4 meshpoints within an

accuracy of a few percent.

The nonlinear behaviour of the two-point model shows both
stable and unstable periodic solutions as well as a very strong
dependence on rod configuration. This behaviour has been com-
pletely verified by digital simulations of a nonlinear model,

written earlier [C:20].

A number of computer simulations has been supplemented to the

analytical studies [C:21].

5.3 Evaluation of process computers (G. Olsson)

An extensive evaluation of process computers has been done du-
ring the year [C:22]. In [4] is presented the projects which
will be worked out on the computer. In order to fit the require-
ments from different applications, which are planned we made

a detailed specification list of hardware and software. The



main specifications were high’'internal arithmetic capacity, a

disc system, high level language and a disc oriented monitor.

The preliminary study included over twenty computers. The ma-
nuals and prices were studied and interviews were made to those
who have experiences on different computers. A meeting with in-
dustrial people was held one day in April 1968 where process
computer problems were discussed. About ten computers remained

after this study.

The next stage was a test of the internal capacity of the com-
puters. A number of tests of standard routines and applications
were run on different computers and computing times were com-
pared. It was found that the efficiency of the FORTRAN compilers
for certain routines varied considerably between different com-
puters and that some compilers did not use the available hard-

ware efficiently.

As a disc system is essential for our applications we continued
by testing the system of one computer which was available. As
the other disc systems were not available in Sweden, we had to

study manuals only.

Twelve computer firms were asked for quotations. Eight of them
answered. PDP 15-30 was the cheapest computer, which fullfilled
the specifications. The computer is supplied with a fixed head
disc and analog input-output channels. It will be delivered in
March 1970.

The study of process computers has been extended to the whole
small computer market in Sweden. The market is extremely expan-
sive and a report in this area is never quite actual but [C:22]

gives the state just now.

5.4 Thermal rod system (B. Leden)

A thermal system representing a partial differential equation
will be examined experimentally tied to a process computer.
Problems in the area of identification and control of multi-

variable and infinite order systems shall be examined.

The system consists of a metal rod where temperature can be
controlled by regulators at the ends. The temperature can be

measured in different points of the rod by thermistors.



The electronic equipment required has been built up around

the

system. The temperature which is measured by thermistors is con-

verted to electric voltage between plus and minus 5 volts,

sponding to 20° - 30°%C temperature interval, with an error
0
0.02 “C.

The temperature regulators consist of two Peltier-elements
on each side of a silver wedge. The elements are connected

a power amplifier via a PID-regulator.

It is possible to get a temperature rise of 1° in 4 seec at

boundary.

corre-
of

placed
to

the



6. CONTACTS WITH INDUSTRY

The industrial development in the area of control is presently
in a very dynamic stage, mainly due to the advent of cheap
process control computers. A close contact with industry is

judged to be very valuable both for us and for them. The major

motivations are

® to provide industry with hints from theoretieal tedls

preséntly available
® to give a realistic foundation for theoretical work
o to find new problems

It is our policy to act vigorously in order to contribute to-

wards bridging the gap between theory and practice.
Several forms of contacts have been tried

courses

°
° contact meetings ("kontaktdagar")
® joint projects

°

trips

6.1 Courses

Two courses for industrial people have been given during the

year. In October a two days course on identification was held

in Lund in collabowation with '"Svenska Teknologfdreningens avdel-
ning for reglerteknik". About forty persons participated. The pro-

gram is given in [F:1] and a brief report in [F:2].

In March a four days course was held by the Institute in Ritt-
vik. The course was arranged by "Svenska Teknologf8reningen
(STE)". It had the theme "Reglerteorier i omdaning" (New Ideas
in Control Theory). The interest for the course was very high
from the industry and about sixty attendants came. The same
course 1is already planned to be held in next spring. The pro-

gram is presented in [F:3].



6.2 Contact meetings

In order to establish new contacts with industry we have tried
a system with contact meetings in Lund. Up to now we have had
four meetings which have been successful. Several concrete re-

sults have come out of the meetings.

Three of the meetings were held before 1.7.1969 but are men-
tioned because of the works which have been done after them

[F:41-[F:5].

In cooperation with Sydkraft (see section 5.1) measurements on
a 160 MW boiler have been made. Problems from Sydkraft on pro-
duction planning have ak¥so been treated in three MS .theses

works (see section 6.3). AB Atomenergi has provided data from

Agesta nuclear reactor for identification (see section 2.1).

One meeting was held during the preliminary study of process
computers in April 1968. Users from industry were present and

computer problems in control were discussed.

In October 1968 [F:6] a contact meeting with power industry
people was held during two days. Swedish State Power Board,
Sydkraft, AB Atomenergi, OECD Halden Reactor Project and ASEA
were represented. As a result of the meeting we are going to
tackle problems in power distribution. The cooperation with
Sydkraft and AB Atomenergi is already mentioned. With Halden
we have already got experimental data which now are analyzed.
With ASEA there are several projects going on (see section

6.3).

6.3 Joint projects

6.3.1 ASEA

A problem on container handling has been proposed by ASEA.
This 1s an interesting application on nonlinear control theory
and has also a big commercial interest. The problem is to find
how a container should be moved from for example a qual to a
storage place in minimal time due to all constraints which may

appear. The Job will be done by Krister Martensson.



6.3.2 ASEA-ATOM

In large nuclear power reactors there is a strong need to know
the power distribution in the core more exactly than is possible
today. One wants to find a way to mix measurements from the in-
core detectors with theoretical calculations. The problem was
studied in detail during a week in August 1968 by Gustaf Olsson.
It was found that Kalman theory offers a solution but the very
high dimensionality of the problem offers tremendous numerical
problems. The problem is going to be studied in smaller scale
in the laboratory at the process computer and the thermal rod

system.

£.3.3 Billerud AB

The Institute has a joint connection to Billerud AB through a
techn.lic. thesis work, being done by Bengt Pettersson. Optimal
control theory has been found to be very useful to solve pro-
duction planning problems. The problem is to find the best way
to run the chemical and other preparatory processes before paper

machines with respects to planned interrupts in the factory.

During one month February 1969, Gustaf Olsson visited the fac-
tory at Gruvdn when the production planning system was to be
implemented at the process computer IBM 1800. At the same time
measurements were made on a paper machine in order to identify
the dynamics on the drying section. It has resulted in one MS

thesis [D:RES57].

6.3.4 Billman Regulator AB

In cooperation with Billman has been made measurements tempera-
ture in different parts of a house in Malmd. Identification ana-
lysis of the dynamics from heat exchanger to the flats has been
made and will be presented in two MS theses. Mathematical models
for the heat exchangers have been evaluated in order to compare

the experiments. [D:RES9], [D:RE60].

6.3.5 OECD Halden Reactor Proiject

In Halden a program is running for computer control of the reac-
tor plant. In this work there are two subjects which are of com-

mon interest to us. Gustaf Olsson has had contact together with



ASEA-ATOM in the problem of reconstruction of the power distri-
bution in core. Halden has also provided experimental data from
the reactor which is presently analyzed by Gustaf Olsson and

two MS theses works.

6.3.6 Sydkraft AB

Besides the cooperation on the 160 MW boiler (see section 5.1)
two theses have been written [D:REY43],[D:RE56]. Dynamic program-
ming has been used in order to optimize the power distribution
from thermal boilers. Even spinning reserve has been accounted

for.

6.3.7 Other industries

A MS thesgis [D:RE54] has been made for Bolinder-Munktell AB. It

handles the problem of controlling the transmission ratio of a

hydrostatic transmission of a tractor.

Contact has been taken by Munkfors Bruk AB. Problems on control

of furnaces and rolling mills have been discussed. No work has

started yet.

With SAAB, Division of Missile Control, we have discussed pro-
blem of identification of the time variable dynamics of a missile.

The work has not started yet.

At AB Isotopteknik in Stockholm much work have been done by use

of radicactive stuff in order to measure all kinds of flows. The
radiocactive element i1s inserted at one point and by nuclear
measurements the propogation of the flow can be measured. The
method has mainly been used to track water pollution in lakes
and rivers and flows in paper industry plants. Experimental data.
have been given by the firm and we are going to identify the dy-

namics.

In cooperation with Kockums AB experiments are planned on a ma-

rine boiler (see section 5.1).



6.4 Trips to industries

During April 1969 a four days trip was made to industries in
the middle part of Sweden [F:7]. The trip was possible due to
a contribution of the "Universitetskanslers&dmbetet". Following

industries were visited

SAAB J6nk8ping and Link&ping
ASEA Vi&steras
AGA Stockholm

Johnsson-Institutet,Nyndshamn

The trip has already resulted in specifie projects with three
of the firms, SAAB, ASEA and Johnsson-Institute (see section

6.3) and further discussions are planned.



7.

[1]

[2]

[3]

L4]

[5]
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