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Ultra-Wideband Communications using Hybrid Matched Filter Correlation Receivers
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Abstract—Transmitted-reference (TR) schemes for time-hopping impulse radio (TH-IR) ultra-wideband (UWB) communications allow the use of simple receiver structures that are able to combine energy from different multipath components without channel estimation. A conventional TR receiver consists of a simple delay-and-multiply operation combined with an integrator. On the downside, it shows a performance loss due to non-linear operations on noise terms (generation of noise-noise cross-terms) when forming the decision variable. This paper describes a hybrid receiver structure for UWB communications that reduces these noise-noise cross-terms by first performing a “matched filtering” operation matched to the time-hopping sequence of pulses. The receiver retains most of the simplicity of the conventional TR receiver, but requires an analog correlator for the time-hopping sequence of pulses. The performance the proposed receiver is analyzed in both AWGN and multipath channels. For the AWGN case, the exact expression for the bit error probability is obtained, which takes into account the non-Gaussian nature of the noise-noise cross-terms arising in the correlators. In the multipath case, both inter-frame interference and multipath interference from the reference pulse to the data pulse are considered, and approximate closed-form expressions are derived based on the assumption of a large integration interval. Also approximate criteria for optimal integration interval are obtained for the best receiver performance. Simulation studies are presented to analyze the performance of the proposed receiver structure and to confirm the theoretical analysis.

Index Terms—Ultra-wideband (UWB), impulse radio (IR), transmitted-reference (TR), multipath channels, inter-frame interference (IFI), receivers.

I. INTRODUCTION

ULTRA-WIDEBAND (UWB) communications systems are defined as systems that have either a relative bandwidth of more than 20%, or an absolute bandwidth of more than 500 MHz. The report and order of the Federal Communications Commission (FCC) in the U.S. [1] allowed unlicensed operation of UWB communications, which has greatly increased the interest in these systems. UWB communications have traditionally been associated with impulse radio (IR) [2], [3], which is well suited for low-data-rate communications, and most of the academic work on UWB has concentrated on IR for the last 10 years. The recent formation of the IEEE 802.15.4a group, which will establish a standard for probably UWB-based low-data-rate communications, has also created considerable commercial interest for such systems [4].

An IR system transmits information by modulating the amplitude or position (delay) of very short (on the order of 100 ps to 2 ns) pulses. In order to permit several users to communicate simultaneously, a bit is not represented by a single pulse, but rather by a sequence of pulses, where the position of each pulse is determined by a pseudo-random sequence assigned to each user. The symbol duration is divided into $N_f$ intervals called “frames”, each of which contains one pulse. The pseudo-random sequence that determines the locations of the pulses within the frames is called a time-hopping (TH) code [5], which reduces the probability of “catastrophic collisions” between two simultaneously transmitting users.

Due to the wide bandwidth, IR receivers can resolve many multipath components in the received signal, and have to add them up in order to “collect” all the received energy [6]. The optimum scheme to achieve this is a Rake receiver, combined with a receive filter matched to the received pulse [3]. This scheme provides a high degree of delay diversity; as a matter of fact, the fine delay resolution has long been considered a major advantage of UWB systems. However, the Rake requires a fairly complicated receiver structure, with one despreader (correlator, Rake finger) for each multipath component to be received. Therefore, often only the strongest, or a few of the strongest, paths are used to form the decision variable [7], [8]. This, of course, means that the receiver does not collect energy from all the multipath components and therefore there is a performance loss compared to the ideal case. Furthermore, a Rake receiver needs to estimate the channel impulse response in order to obtain the correct Rake weights [9], [10].

All these issues have led to an increased interest in so-called “transmitted reference” (TR) schemes [8], [11]-[14]. Reference [11] first suggested the scheme for UWB, and also presented some experimental results in a companion paper [15]. In a TR scheme, channel estimation and despreading is done in one simple step. For that purpose, two pulses are transmitted in each frame. The first pulse is not modulated and is called the reference pulse. The second pulse, which is modulated, is separated by a time delay $T_d$ from the first pulse, and is called the data pulse. The receiver uses pulse-pair correlators to recover the data, which means that the signal is multiplied by a delayed version of itself. Each multipath component results in a peak at the output of the multipler
with the same phase (which is determined by the value of the data symbol), and therefore these contributions from multipath components can be summed by an integrator. The integrator output is detected in a conventional way to make a decision on the transmitted data symbols. The scheme thus shows a fundamental similarity to differential detection.

The advantage of TR schemes is the fact that they allow for very simple receiver structures. Their main drawback stems from a reduced signal-to-noise ratio (SNR). This reduction is partly due to “wasting” energy on the reference pulses that are not carrying any information. More importantly, the differential detection gives rise to excess noise related to the multiplication of noise contributions in the received reference pulses with the noise contributions in the received data pulses. Those cross-terms are especially troublesome in a UWB receiver: the input to the multiplication operator has a very low SNR, because those are the signals before the despreading operation. This results in large noise-noise terms that are integrated over a certain time interval. References [8] and [12] suggested averaging the reference pulses over several pulse durations, in order to reduce the noise in the reference pulses, and thus also the cross-terms. For the same reason, [8] and [12] suggested averaging the reference pulses over a certain time interval. References [14], [17], [18] made the same suggestion.

Another important issue to consider in TR systems is the interference between the pulses. There can be both inter-frame interference (IFI) and interference between the reference and the data pulses. Almost all of the previous studies ignore the effects of those interference terms [12], [14], [17], [18] 1. In this paper, we introduce a new differential receiver structure that has a performance similar to that of [8]. The proposed receiver requires an analog correlator for the TH sequence of pulses, but is otherwise easier to implement. We also present a performance analysis that is more general than the previous results. Specifically, the new contributions of our paper include:

- we present a receiver structure that requires only symbol-rate sampling, not frame-rate sampling, while greatly reducing noise-noise contributions
- we analyze the effect of the non-Gaussian nature of the noise-noise cross-terms
- we analyze a system that uses BPSK as modulation format, and polarimodulation of the pulse sequence. BPSK gives a better receiver SNR [21], and the polarity randomization results in a transmit spectrum that better exploits the FCC mask [22]
- we analyze the impact of IFI, and the interference from the reference pulse to the data pulse. This is vital for systems with moderate to high data rates
- we simulate the performance of a TR scheme in the standardized IEEE 802.15.3a channel models [23].

The paper is organized the following way: Section II describes our new hybrid receiver structure, and discusses the implementation issues of the scheme. Section III derives the exact distribution of the noise in the system and obtains BER expressions in AWGN channels. Section IV provides the BER expressions for delay-dispersive channels, and the rules for optimal integration interval. Next, we present simulation results that confirm our theoretical analysis, and analyze the performance in the standardized IEEE channel models. A summary and conclusions wrap up the paper.

II. TRANSCEIVER STRUCTURE

A. Transmit Signal

The transmit signal from an IR TR system consist of a reference signal and a data signal. The transmitted signal is given by

$$s_{TX}(t) = \sqrt{E_s/2N_f} \sum_{j=-\infty}^{\infty} d_j[w_{tx}(t-jT_f - c_jT_c) + b_{j/N_f}(t - jT_f - c_jT_c - T_d)],$$

where $b_{j/N_f} \in \{-1, +1\}$ is the binary information symbol with $N_f$ denoting the number of frames per symbol, $T_c$ is the chip duration, $T_f$ is the frame duration, and $T_d$ is the delay between the reference pulse and the data pulse. We assume that $T_d = \Delta T_c$, where $\Delta$ is a positive integer. The $c_j$ denote a (pseudo-)random integer sequence with values between 0 and $N_c - 1$, which determines the TH sequence; $N_c$ is the number of chips per frame. The $d_j$ denote a pseudo-random sequence of +1 and −1 that ensures a zero-mean output and is also helpful in shaping the transmit spectrum [22] according to the FCC rules [1]. We assume that the support of $w_{tx}(t)$, the unit-energy transmit waveform, extends only over one chip duration. $E_s$ denotes the energy per transmitted symbol, and the symbol duration, $T_s$ is given by $N_fT_f$. Note from (1) that there are one reference and one data pulse related to each frame, and the data pulse in one frame can overlap with the reference pulse in the next frame if there is no constraint on the TH codes. But conventionally, the TH codes are selected so as to contain both the data and the reference pulses in the related frame. But there can still occur IFI due to multipath propagation.

B. Conventional TR Receiver

Let $r(t)$ denote the received signal. The first step at the receiver is to pass $r(t)$ through a receive filter. As recommended by [8], this filter should be wide enough not to introduce any signal distortions, and just limit the available noise. The filtered receive signal $\hat{r}(t)$ is multiplied with a delayed version of itself, and integrated over a finite interval $T_{int}$ determined by the excess delay and signal duration to achieve maximum SNR. The output of the integrator at time $t_k$ is thus

$$\xi(t_k) = \int_{t_k}^{t_k+T_{int}} \hat{r}(t) \hat{r}(t-T_d)dt. \quad (2)$$

In [8], it is assumed that sampling occurs during each frame; the sampled (and A/D converted) $\xi_k$ are then further processed to yield estimates of the received bits.
Fig. 1. Building blocks for the basic hybrid receiver. Note that the sampling circuit performs symbol rate sampling.

C. Hybrid Receiver Principle

As mentioned above, a main performance degradation of the TR receiver is due to the noise-noise cross-terms created by the multiplication process in a conventional TR receiver. As the input SNR of a spread spectrum UWB receiver is low, the noise-noise cross-terms are non-negligible - in contrast to conventional differential detection [21]. The key idea of our new receiver is to perform a despreading before the multiplication operation. Thus, the SNR of the inputs to the multiplier is higher, and the relative impact of the noise-noise cross-terms is lower.

Fig. 1 shows a block diagram of the receiver. The receiver contains a filter matched to the reference signal. This filter results in a peak from the reference signal and a delayed peak from the data signal for each multipath component of the channel. The phase of these peaks are random, they depend on the channel. It is critical that this filter is matched to the whole pulse sequence representing one symbol, and not just the basis pulse within a frame. Subsequent processing is similar to the conventional TR receiver: the output of the filter matched to the reference signal is delayed by \( T_d \) and multiplied with itself. This product has also a peak for each multipath component, but the phases are now aligned and determined only by the data symbol. Then, the resulting signal is integrated over \( T_{	ext{int}} \). This operation collects the contributions (that now are in phase) from several multipath components, but also contributions from noise and interference. The output of the integrator is the decision variable, the sign of which determines the bit estimate. The hybrid detector scheme is similar to the synchronization scheme proposed in [24] for preamble-based synchronization in OFDM systems and shares many of its advantages.

Mathematically speaking, we pass \( r(t) \) through a receive filter matched to the following template signal for the \( i \)th information bit:

\[
s_{\text{temp}}^{(i)}(t) = \frac{1}{\sqrt{N_f}} \sum_{j=1}^{(i+1)N_f-1} d_j w_{rx}(t - j T_f - c_j T_c),
\]

where \( w_{rx}(t) \) is the received UWB pulse, which is usually modelled as the derivative of \( w_{tx}(t) \) due to the effects of the antenna. For the analysis we assume that the received pulse shape is known and that the analog correlator is perfectly matched to the transmitted sequence of pulses. In case of mismatch, the autocorrelation function has to be adjusted accordingly later on in the analysis. The output of the matched filter can be expressed as

\[
\tilde{r}(t) = \int r(\tau) s_{\text{temp}}^{(i)}(\tau - t) d\tau.
\]

Since the receiver uses the despread signal \( \tilde{r}(t) \), instead of \( r(t) \), in the multiplication operation, the terms in the multiplication have a higher SNR, and the strong influence from the noise-noise terms can be decreased or almost eliminated. The SNR of the terms is increased by a factor \( N_f \) compared to the conventional TR scheme, where \( N_f \) is the number of monocycles per symbol. Note that the effect of that averaging is similar to averaging over several reference pulses as suggested in [8]; i.e., reducing the noise-noise cross-terms. However, when comparing the receiver structure to that of [8], we find important differences. The Choi/Stark receiver samples the signal at least once in each frame to allow the averaging of the reference pulses. The sampling, as well as the subsequent A/D conversion and digital processing of the sample values, thus occurs at the frame rate. Our scheme performs a filtering matched to the transmit sequence, followed by the multiplication, and sampling at the data rate. As the data rate is typically orders of magnitude lower than the frame rate, operating at such low rates allows large savings in the complexity and especially the power consumption of the transceiver.

The proposed receiver relies on that analog filters matched to the pulse sequence are available. These might, depending on the choice of parameters, be hard to realize since they require long analog delay lines with high requirements on delay accuracy. It is anyway of interest to evaluate the performance of such a receiver structure to make it possible to judge whether it is worth, for the specific case, making some extra efforts in such analog correlators. Moreover, the proposed receiver structure provides an upper bound for the performance of conventional TR receivers, as will be investigated. The main difference from a conventional TR receiver, from a complexity point of view, is the analog matched filter. For the conventional receiver one still needs an analog delay and possibly the ability to make an average of the reference pulses. Also the conventional TR receiver requires frame-rate sampling, whereas the proposed receiver uses only symbol-rate samples. Therefore, the proposed receiver can be preferred for if the cost of the analog correlation operation can be compensated by low-rate sampling and high performance. In other words, throughput and cost requirements are important factors in selecting the type of the receiver.

III. TRANSMISSION OVER AWGN CHANNELS

When \( s_{TX}(t) \) in (1) is transmitted over an AWGN channel, the received signal can be expressed as

\[
r(t) = \sqrt{\frac{E_s}{2 N_f}} \sum_{j=\pm \infty} d_j w_{rx}(t - j T_f - c_j T_c) + b_{\lfloor j/N_f \rfloor} w_{rx}(t - j T_f - c_j T_c - T_d) + \sigma n(t),
\]

where \( \alpha \) is the channel attenuation, and \( n(t) \) is a zero mean white Gaussian process with unit spectral density. Depending on whether we consider a baseband or bandpass signal, \( n(t) \)
is a real or complex Gaussian process, respectively. The estimator in the AWGN case can be expressed as

\[ \hat{b}_i = \text{sign}\{\tilde{r}(0)\tilde{r}(T_d)\}, \]

where \( \tilde{r}(t) \) is the output of the matched filter as shown in (4). Of course, in practice one would not use this receiver for an AWGN channel, but this scenario serves as a benchmark and it is also used to explain some properties of the receiver. Note also that no integration is used in the AWGN case because there are no multipath components to combine.

The signal component of \( \tilde{r}(0)\tilde{r}(T_d) \) is given as

\[ E_s \alpha R^2(0) b_i, \]

where \( R(t) = \int_{-\infty}^{\infty} w_{rx}(\tau)w_{rx}(\tau-t) \, d\tau \), while the energy of the signal-times-noise contribution is \( E_s \alpha \sigma_s^2 R^2(1) \), so that (without the noise-noise cross-terms), the SNR would be

\[ \text{SNR} = \frac{E_s \alpha}{4 \sigma_s^2 R(0)}. \]

This result can be easily explained intuitively: it is the SNR of an ideal Rake receiver, plus a 6 dB penalty. A 3 dB penalty arises from the fact that half of the signal energy is used for the reference pulse. The other half arises from the fact that the “local oscillator” is noisy, and actually contributes as much noise to the receiver output as the “desired signal”. The SNR is further decreased (from its value of Eq. (8)) by the noise-noise cross-term, whose variance \( \sigma_n^4 R^2(0) \) is especially relevant at low SNRs. Fig. 2 plots the SNR of the decision variable in AWGN for different values of \( E_s/N_0 \), when using \( N_f = 40 \) frames per symbol for a coherent IR scheme, our proposed hybrid receiver and a correlating receiver without averaging of the reference pulses. For the hybrid receiver, the theoretical values of the SNR are also shown.

The effect of the noise-noise cross-terms can clearly be seen for low \( E_s/N_0 \). The breakpoint where these cross-terms become dominant is determined by \( N_f \) and is shifted towards low \( E_s/N_0 \) for a large \( N_f \).

It is important to note that the noise-noise cross-terms do not have Gaussian statistics. Rather, they are the product of two Gaussian random variables, so that their probability density function (pdf) is given by [25]:

\[ p_r(x) = \frac{1}{\pi \sigma^2} K_0 \left( \frac{|x|}{\sigma^2} \right), \]

where \( K_0(x) \) is the modified Bessel function zero-th order, second kind [26], and \( \sigma^2 \) is the variance of the underlying Gaussian process. Note that the structure of this noise is different from the one occurring in [8]. The total noise contribution consists thus of the sum of statistically dependent Gaussian and Bessel-distributed terms.

The following lemma expresses the exact probability distribution of the decision variable under some conditions.

**Lemma 3.1**: Assume that the TH sequence is constrained to the set \( \{0, 1, \ldots, N_m - 1\} \), where \( N_m = N_c - \Delta - 1 \), with \( \Delta = T_d/T_c \) being an integer. Then, the decision variable can be expressed as

\[ \tilde{r}(0)\tilde{r}(T_d) = b_i R^2(0) E_s \alpha + N, \]

where the conditional distribution of \( N \) given the information bit \( b_i \) is given by

\[ p_N(n | b_i) = \frac{1}{2 \pi \sigma_n^2 R(0)} \int_{-\infty}^{\infty} |z + cb_i| \exp \left\{ -\frac{1}{2 \sigma_n^2 R(0)} \frac{(n - cz)^2}{(z + cb_i)^2} + z^2 \right\} \, dz, \]

with \( c = \sqrt{\frac{E_s \alpha}{\pi R(0)}} \).

**Proof**: See Appendix A.

For equiprobable information bits, the bit error probability (BEP) can be calculated from (10) as

\[ P_e = 0.5 \int_{-\infty}^{0} p_N(n - 0.5 \alpha E_s R^2(0) | b_i = +1) \, dn + 0.5 \int_{0}^{\infty} p_N(n + 0.5 \alpha E_s R^2(0) | b_i = -1) \, dn. \]

Then, from (11), the following BEP expression can be obtained, after some manipulation, as

\[ P_e = \frac{1}{\sqrt{2 \pi R(0) \sigma_n^2}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2R(0)\sigma_n^2}} Q \left( \frac{cz + 0.5 \alpha E_s R^2(0)}{\sqrt{R(0)\sigma_n^2} |z + c|} \right) \, dz, \]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} \, dt \).

Fig. 3 shows the simulation results for a TR scheme using \( N_f = 40 \), and compares them to the evaluations of (12). The results are in a very good agreement. Also the performance of the optimum receiver is plotted as a benchmark performance criterion.

**IV. Transmission over Frequency-Selective Channels**

For all practical purposes, IR systems always operate in frequency-selective channels. The high time resolution of the system ensures that different multipath components can be resolved very well. As a matter of fact, this fine resolution, and the associated high degree of delay diversity, is one of
the major advantages of UWB systems. It is thus necessary to analyze the performance of our receiver in frequency-selective channels.

A. Channel Model

The following channel model is considered [27]

\[ h(t) = \sum_{i=0}^{L-1} a_i \delta(t - iT_r), \]

(13)

where \( L \) is the number of multipath components, \( T_r \) is the channel resolution (\( T_r \leq T_s \)) and \( a_i \) is the fading coefficient of the \( i \)th path. The channel is assumed to be normalized; that is, \( \sum_{i=0}^{L-1} a_i^2 = 1 \). Note that this model is completely general, as long as \( 1/T_r \) corresponds to at least the Nyquist sampling rate. Propagation channel models with random arrival times (e.g., [28], [23]) can be resampled and represented in the form (13) for any given system bandwidth. Even a chip-spaced channel model \( 1/T_r = 1/T_s \), with \( 1/T_s \) smaller than the Nyquist frequency, is a good representation of a general channel, and further simulations (not shown here) have shown only small deviations of the BER compared to the case of oversampled models.

The following assumptions are made in order to facilitate the theoretical analysis:

- The TH sequence \( c_j \) in (1) is constrained to the set \( \{0, \ldots, N_m-1\} \), where \( N_m = N_c - Q - 1 \), with \( Q \) being a positive integer determining the integration interval as explained later in this section.
- There is a guard interval between the symbols so that no inter-symbol interference (ISI) exists.

However, we stress that IFI, as well as interference from the reference pulses to the data pulses, is possible. This is an important generalization compared to [8].

B. General Theory

The received signal can be expressed, from (1) and (13), as

\[
r(t) = \frac{E_s\alpha}{2N_f} \sum_{j=-\infty}^{\infty} \sum_{l=0}^{L-1} a_l d_j \int_{t-\delta}^{t+\delta} \left[ w_{rx}(t - jT_f - c_j T_c - lT_r) + \sigma_n n(t) \right] dt \]

(14)

From \( r(t) \) in (14) and the template signal in (3), the despread signal \( \tilde{r}(t) \) in (4) can be expressed, for the \( i \)th symbol, as

\[
\tilde{r}(t) = \frac{E_s\alpha}{2N_f} f_{b_i}(t) + \sigma_n n_w(t),
\]

(15)

where

\[
f_{b_i}(t) = \sum_{j=1}^{(i+1)N_f-1} \sum_{j'=1}^{(i+1)N_f-1} \sum_{l=0}^{L-1} a_l d_j d_{j'} \left\{ R(t + (j' - j)T_f + (c_{j'} - c_j)T_c - lT_r) + b_l R(t + (j' - j)T_f + (c_{j'} - c_j)T_c - lT_r) \right\}
\]

and

\[
n_w(t) = \int_{-\infty}^{\infty} s_{temp}^{(i)}(\tau - t) n(\tau) d\tau,
\]

(17)

with \( s_{temp}^{(i)}(t) \) as in (3).

Although the expressions seem complex, (15) basically expresses the output of the analog match-filtering in Fig. 1 as the summation of a signal and a noise term. Then, the information bit is estimated as the sign of the integral of the multiplication between the despread signal and its delayed version:

\[
\hat{b}_i = \text{sign} \{ \xi(t) \} = \text{sign} \left\{ \int_{T_a+QT_c}^{T_a+QT_c} \tilde{r}(t) \tilde{r}(t - T_d) dt \right\},
\]

(18)

where \( Q \) is an integer that determines the integration interval. Note that the detection algorithm is basically the conventional delay-and-multiply operation applied on the despread signal \( \tilde{r}(t) \). In this case, the decision variable can be expressed as

\[
\xi(t) = \int_{T_d-T_a}^{T_d+QT_c} \tilde{r}(t) \tilde{r}(t - T_d) dt = S + N_1 + N_2,
\]

(19)

where \( S \) is the desired signal part, \( N_1 \) is the noise-noise term and \( N_2 \) is the signal-noise term, the closed form of which can be found in Appendix B. Note that the noise terms \( N_1 \) and \( N_2 \) are uncorrelated random variables.

Using these results, the BER can now be expressed as

\[
P_e = 0.5 Q \left( \frac{0.5 E_s\alpha f_{T_a+QT_c}^{T_a+QT_c} f_{-1}(t) f_{+1}(t - T_d) dt}{N_f \sqrt{\sigma_n^2 (Q + 1) N_f^2 \sigma_1^2 + 0.5 \sigma_n^2 E_s \alpha \sigma_2^2 (1)}} \right)
\]

(20)

\[
+ 0.5 Q \left( \frac{-0.5 E_s\alpha f_{T_a+QT_c}^{T_a+QT_c} f_{-1}(t) f_{-1}(t - T_d) dt}{N_f \sqrt{\sigma_n^2 (Q + 1) N_f^2 \sigma_1^2 + 0.5 \sigma_n^2 E_s \alpha \sigma_2^2 (-1)}} \right),
\]

where \( \sigma_1^2 \) and \( \sigma_2^2 \) are given in Appendix B.

The special case of no IFI makes it possible to simplify the terms in this expression, the details of which can be found in Appendix C.
C. Optimal Integration Interval

For a given TR system, the integration interval needs to be optimized in order to minimize the BEP [29], [30]. The approximate BEP expression in (20) can be used to obtain an optimal integration interval, equivalently \( Q \) in (18), for that purpose.

For the case of no IFI and no interference between the reference and the data pulses, a simpler expression can be obtained for optimal \( Q \) values assuming a chip-spaced channel model (\( T_c = T_s \)). After some manipulation, \( \sigma_2^2(b_i) \) in (48) can be expressed, from (46), (50) and (3), as

\[
\sigma_2^2(b_i) = N_f^2 \int_{-\infty}^{\infty} \left\{ \left| s_{\text{temp}}(\tau - t - T_c) + b_i s_{\text{temp}}(\tau - t) \right| dt \right\}^2 d\tau,
\]

which can be reduced to

\[
\sigma_2^2(b_i) = 2N_f^2 \int_{-T_c}^{QT_c} \int_{-T_c}^{QT_c} I(t_1, t_2) dt_1 dt_2,
\]

where

\[
I(t_1, t_2) = R(t_2 - t_1) \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} a_{l_1} a_{l_2} R(t_1 - l_1 T_c) R(t_2 - l_2 T_c).
\]

Note that \( \sigma_2^2(b_i) \) is independent of the information bit \( b_i \) in this case. Therefore, the optimal \( Q \) value can be calculated, from (19), (58), (47) and (22), as follows:

\[
Q_{\text{opt}} = \arg \max_Q \left\{ \frac{1}{\sqrt{Q+1} \sum_{q=0}^{Q} a_q^2} \right\}.
\]

In order to get a simpler expression in the limiting case of very narrow UWB pulses, consider a pulse shape of an impulse function. Then, \( \sigma_2^2(b_i) \) becomes

\[
\sigma_2^2(b_i) = 2N_f^3 E_R R(0) \sum_{q=0}^{Q} a_q^2,
\]

and the signal part becomes \( 0.5E_s E_R \alpha \sum_{q=0}^{Q} a_q^2 \), where \( E_R = \int_{-\infty}^{\infty} R^2(t) dt \). Hence, the optimal \( Q \) can be obtained as follows:

\[
Q_{\text{opt}} = \arg \max_Q \left\{ \frac{0.5E_s E_R \alpha \sum_{q=0}^{Q} a_q^2}{\sqrt{\sigma_n^2 \sigma_2^2(Q + 1) + \sigma_n^2 E_s E_R R(0) \alpha N_f \sum_{q=0}^{Q} a_q^2}} \right\}.
\]

Note that if the noise-noise term, the first term in the denominator, is negligible, then it is always better to integrate over more multipath components. However, if the noise-noise term is not negligible, there can be a certain \( Q \) value, after which it is worse to combine more multipath components, since addition of noise-noise terms becomes more effective than the desired signal component at that point. When the noise-noise term is very large compared to the signal-noise term, the optimal \( Q \) value is approximately given by

\[
Q_{\text{opt}} = \arg \max_Q \left\{ \frac{1}{\sqrt{Q+1} \sum_{q=0}^{Q} a_q^2} \right\}.
\]

V. PERFORMANCE EVALUATION

In this section, we perform computer simulations in order to study the properties of the proposed hybrid system and verify the theoretical analysis.

In the simulations, we have considered channel models from the IEEE 802.15.3a standard [23]. Those channel models, which were designed for 7.5 GHz bandwidth, are bandpass filtered for a simulation of a 500 MHz wide system. The polarity codes and the TH codes are randomly generated from the sets \{-1, 1\} and \{0, 1, 2\}, respectively.

Fig. 4 plots the theoretical BEP curves versus SNR for the four different IEEE channel models, CM-1, CM-2, CM-3 and CM-4. For each channel, the integration interval (equivalently \( Q \) in (18)) is roughly optimized and the systems are simulated with those optimal \( Q \) values. The number of frames per symbol, \( N_f \), is 3, the number of chips per frame, \( N_c \), is 100 and the chip duration \( T_c \) is 2 ns. The distance between the reference and the data pulse is 50 chips; that is, \( \Delta = 50 \). From the figure, it is observed that the performance gets worse from CM-1 to CM-4 since the channel delay spread gets larger, which increases the effects of the IFI and reference-to-data pulse interference.

In Fig. 5, \( N_c = 25 \), \( N_f = 10 \), \( T_c = 2 \) ns and \( \Delta = 12 \) are used in CM-1, and the theoretical and simulation results are compared for the conventional receiver and the hybrid receiver for different values of \( Q \). We observe that as \( Q \) increases the theoretical and simulation results get closer. This is expected since the approximate BEP expression is derived under the condition that the noise-noise term is negligible.
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Fig. 5. BEP versus SNR for the conventional receiver and the hybrid receiver for different Q values. \( N_c = 25, N_f = 10 \) and \( \Delta = 12 \) and a realization of CM-1 is employed.

condition of large Q values; that is, Lemma 1.1 states that the noise-noise term converges in distribution to a Gaussian random variable as \( Q \to \infty \). We here see clearly that the hybrid receiver outperforms the conventional TR receiver.

Using the same parameters as in the previous case, we plot, in Fig. 6, the BEP performance of the system in CM-1 for different Q values at SNR = 18 dB. From the figure, we deduce that for small Q values, the integration interval is small and therefore very little signal energy is collected. As Q increases to larger values, more signal energy is collected, hence the BEP decreases. However, after a certain point, the collected signal energy becomes less significant than the collected noise-noise and/or interference terms. Therefore, the BEP increases as we increase Q further. From the figure, the optimal value is observed to be at \( Q = 11 \).

For the next simulations, \( Q = \Delta = 12, T_c = 2 \) ns, \( N_c N_f = 512 \); that is \( N_f = 512 \). For a fixed symbol time and energy, the number of frames per symbol is varied and the BEP is plotted in Fig. 7 for CM-1. From the plot, it is observed that the frame size does not matter up to the point where IFI becomes dominant. After the frame duration is 16 chips (\( N_c = 16 \)), and thus the IFI becomes significant (due to \( \Delta = 12 \) and the channel spread), the BEP increases.

For the final simulations, \( N_c = 50, N_f = 6 \), \( T_c = 2 \) ns and SNR = 18 dB. Fig. 8 plots the BEP versus \( \Delta \), which is the distance in chips between the reference pulse and the data pulse. As observed from the figure, for small values of \( \Delta \), the BEP is high due to the severe interference between the reference and the data pulses. For very large \( \Delta \), the BEP is also high since the IFI becomes dominant in that case. Therefore, the optimal value should minimize the total effects of the interference between the reference and data pulses and the pulses from different frames.
VI. Conclusions

In this paper we have analyzed a hybrid matched-filter TR correlation receiver. The proposed receiver performs matched filter detection before correlating (multiplying) the data symbol with the reference symbol. Therefore the SNR in this multiplication operation is much better compared to the SNR in the corresponding multiplication for the conventional TR receiver, and the proposed receiver does not suffer from large noise-noise terms. After the multiplication, the signals from different multipath components have the same phase and therefore they can be integrated to capture signal energy from the whole, or a large portion of, the impulse response. We have found that the impact of the non-Gaussian nature of the noise on the BEP can be significant, and given exact closed-form equations for both the resulting variance and the average BEP. We have then analyzed the BEP performance in multipath environments. Lifting restrictions of previous treatments of the topic, we have included the effect of IFI as well as interference between the reference pulse and the data pulse.

Including the effects of IFI is crucial for optimizing the receiver design of TR systems. Requiring frame durations that are larger than the maximum excess delay of the channel severely restricts the frame rate, and thus the processing gain due to multiple frames, in a TH-IR system. Extremely long frame durations also mean that the peak-to-average ratio of the transmit signal becomes high, which is undesirable both from a hardware point of view, and from a frequency-regulation point of view (note that the FCC report and order [1] limits the admissible peak-to-average ratio).

It is also important to consider the case that the delay between the data pulse and the reference pulse is smaller than the maximum excess delay of the channel. In many systems, the delay in the receiver is implemented by delay lines. However, it is not straightforward to build delay lines on the order of 10-100 ns (typical values for channel maximum excess delays). Therefore, interference between reference pulse and data pulse will occur in practice.

The results of our paper are thus important tools for system design and computation performance of TR IR systems with practically relevant operating parameters.

A. Proof of Lemma 3.1

The despread signal $\tilde{r}(t)$ is the convolution of the template signal in (3) and the received signal in (5), as shown in (4). Therefore, the decision variable can be calculated as

$$\tilde{r}(0)\tilde{r}(T_d) = \left( \sum_{i=0}^{N-1} \frac{E_s}{2N_f} x_t(i) \sum_{j=0}^{N_f-1} R(0) + b_{ij/N_f} R(-T_d) + n_w(0) \right) \cdot \left( \sum_{i=0}^{N-1} \frac{E_s}{2N_f} x_t(i) \sum_{j=0}^{N_f-1} R(T_d) + b_{ij/N_f} R(0) + n_w(T_d) \right),$$

with $n_w(t)$ given by

$$n_w(t) = \frac{\sigma_n}{\sqrt{N}} \sum_{j=0}^{N_f-1} d_j \int n(\tau) w_{tx}(\tau - t - jT_f - c_j T_c) d\tau.$$

The assumption in the lemma makes sure that no data pulse overlaps with the reference pulse in the next frame. Therefore, it can be shown that $n_w(0)$ and $n_w(T_d)$ are uncorrelated, hence independent due to the Gaussian nature. Also using the fact that $T_d \geq T_c$ and that $R(x) = 0$ for $|x| \geq T_c$, we get

$$\tilde{r}(0)\tilde{r}(T_d) = b_i R^2(0) \frac{E_s}{2} + N,$$

where

$$N = \sqrt{\frac{E_s}{2} R(0)(b_i X + Y) + XY},$$

with $X = n_w(0)$ and $Y = n_w(T_d)$.

In order to obtain the probability distribution of $N$, we first define the mapping from $(X,Y)$ to $(N,M)$ as

$$N = c(b_i X + Y) + XY,$$

$$M = Y,$$

where $c = \sqrt{\frac{E_s}{2}} R(0)$. Then, the inverse transform can be expressed as

$$X = \frac{N - cM}{M + b_ic},$$

$$Y = M.$$}

Using the fact that $p_{X,Y}(x,y) = \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)}$ with $\sigma^2 = \sigma_n^2 R(0)$ and obtaining the absolute value of the determinant of the Jacobian as

$$|J(n, m)| = \left| \frac{1}{m+b_ic} \right| = \frac{1}{|m+b_ic|},$$

we get [31]

$$p_{N,M}(n, m|b_i) = \frac{1}{|m+b_ic|} p_{X,Y} \left( \frac{n-cm}{m+b_ic}, m \right)$$

$$= \frac{1}{2\pi\sigma^2} \frac{1}{|m+b_ic|} \exp \left\{ -\frac{1}{2\sigma^2} \left[ \frac{(n-cm)^2}{(m+b_ic)^2} + m^2 \right] \right\}.$$
B. Distribution of noise terms

From (15), the signal part $S$ of the decision variable in (19) can be expressed as

$$S = \frac{E_s \alpha}{2N_f^2} \int_{T_d - T_r}^{T_u + QT_c} f_b(t) f_b(t - T_d) dt,$$

(36)

where $f_b(t)$ is as in (16). Note that $S$ is basically the autocorrelation of the signal part of the despread signal $\hat{s}(t)$ in (15). Similarly, the noise-noise term $N_1$ in (19) can be obtained from (15) as

$$N_1 = \sigma_n^2 \int_{T_d - T_r}^{T_u + QT_c} n_w(t) n_w(t - T_d) dt,$$

(37)

the distribution of which can be approximated as shown in the following lemma:

**Lemma 1.1:** As $Q \to \infty$, $N_1/\sqrt{Q + 1}$ is asymptotically normally distributed as

$$N\left(0, \sigma_n^4 \int_{-\infty}^{\infty} \left| l_q(\tau, \hat{\tau}) + 2l_q(\tau, \hat{\tau})l_{q+1}(\tau, \hat{\tau}) \right|^2 d\tau d\hat{\tau} \right),$$

(38)

where

$$l_q(\tau, \hat{\tau}) = \int_{T_d + (q-1)T_c}^{T_d + qT_c} s_{temp}(\tau - t) s_{temp}(\hat{\tau} - t + T_d) dt.$$

Proof:

$N_1$ in (37) can be expressed as $N_1 = \sigma_n^2 \sum_{q=0}^{Q} N_{1,q}$ where

$$N_{1,q} = \int_{T_d + qT_c}^{T_u + (q-1)T_c} n_w(t) n_w(t - T_d) dt.$$

(40)

From (17), $N_{1,q}$ can be expressed as

$$N_{1,q} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} n(\tau_1) n(\tau_2)$$

$$\cdot \int_{T_d + qT_c}^{T_u + (q-1)T_c} s_{temp}(\tau_1 - t) s_{temp}(\tau_2 - t + T_d) dt d\tau_1 d\tau_2,$$

(41)

where $s_{temp}(t)$ is as in (3).

It can be shown that $\{N_{1,q}\}_{q=0}^{Q}$ are identically distributed and form a 1-dependent sequence, since the $N_{1,q}$ and $N_{1,r}$ become independent for $|q - r| > 1$. This is because the sets $\{\tau_1, \tau_2\}$, for which the innermost integral is non-zero, are disjoint for $|q - r| > 1$, and the result follows since $n(t)$ is a white Gaussian noise process. Since $\{N_{1,q}\}_{q=0}^{Q}$ form a 1-dependent sequence, (38) and (39) can be evaluated for any $q$ in $[0, Q]$.

From the first assumption in Section IV-A, it can be shown after some manipulation that $E\{N_{1,q}\} = 0$ and

$$E\{N_{1,q}^2\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} l_q^2(\tau, \hat{\tau}) d\tau d\hat{\tau},$$

(42)

where $l_q(\tau, \hat{\tau})$ is as in (39). Similarly, the correlation term can be obtained as

$$E\{N_{1,q}N_{1,q+1}\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} l_q(\tau, \hat{\tau}) l_{q+1}(\tau, \hat{\tau}) d\tau d\hat{\tau}.$$

(43)

Using the central-limit argument for 1-dependent sequences [32], the asymptotic distribution of the noise-noise term, as $Q \to \infty$, is obtained as

$$\frac{1}{\sqrt{Q + 1}} \sum_{q=0}^{Q} N_{1,q} \sim N\left(0, E\{N_{1,q}^2\} + 2E\{N_{1,q}N_{1,q+1}\}\right),$$

from which (38) follows, using (42) and (43).

Note that Lemma 1.1 states that when the integration interval is large, the noise-noise term is approximately a zero mean Gaussian random variable.

From (15), the signal-noise term $N_2$ in (19) is obtained as

$$N_2 = \frac{E_s \alpha \sigma_n^2}{2N_f^2} \int_{T_d - T_r}^{T_u + QT_c} \left[ f_b(t) n_w(t - T_d) + n_w(t) f_b(t - T_d) \right] dt.$$

(44)

From (17) and the fact that $n(t)$ is a white Gaussian process, we observe that $N_2$ is a Gaussian random variable since it is a weighted integral of $n(t)$. After some manipulation, it can be shown that

$$N_2 \sim N\left(0, \frac{\sigma_n^4 E_s \alpha}{2N_f^2} \int_{-\infty}^{\infty} |h_b(\tau; 0, T_d) + h_b(\tau; T_d, 0)|^2 d\tau\right),$$

(45)

where

$$h_b(\tau; x, y) = \int_{T_d - T_r}^{T_u + QT_c} f_b(t - x) s_{temp}(\tau - t + y) dt.$$

(46)

Now consider the total noise $N = N_1 + N_2$. It can be shown from (37) and (44) that, $N_1$ and $N_2$ are uncorrelated because of the structure of the noise $n_w(t)$ in (17) and short UWB pulse durations. Hence, the approximate distribution of the total noise $N$ can be obtained from (38) and (45) as

$$N \sim N\left(0, \sigma_n^4 (Q + 1) \sigma_1^2 + \frac{\sigma_n^4 E_s \alpha}{2N_f^2} \sigma_2^2(b_i)\right),$$

(47)

where

$$\sigma_1^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |l_q^2(\tau, \hat{\tau}) + 2l_q(\tau, \hat{\tau})l_{q+1}(\tau, \hat{\tau})| d\tau d\hat{\tau},$$

(48)

$$\sigma_2^2(b_i) = \int_{-\infty}^{\infty} |h_b(\tau; 0, T_d) + h_b(\tau; T_d, 0)|^2 d\tau.$$

(49)

C. Special Case: BEP with no Inter-frame Interference

When the frame intervals are sufficiently large and the TH sequence is constrained in a certain interval, there can occur no IFI in the system. However, there can still be interference from the reference pulses to the data pulses, as those are typically spaced more closely. In the case of no IFI, we can obtain simple expressions for BEP for a chip-spaced channel model ($T_r = T_c$).

Assume that $N_m \leq N_c - \Delta - \max\{Q, L\}$. Then, $f_b(t)$ in (16) can be expressed as follows:

$$f_b(t) = N_f \sum_{l=0}^{L-1} a_l [R(t - lT_c) + b_l R(t - (\Delta + l)T_c)].$$

(50)
Hence, the signal part in (36) can be expressed as

\[ S = \frac{E_a \alpha}{2} ((S_1 + S_2) + b_l (S_3 + S_4)), \quad (51) \]

where \( S_1, S_2, S_3 \) and \( S_4 \) can be shown to be given by

\[ S_1 = \sum_{q=0}^{Q} \left[ A(a_{q-1} a_{q+\Delta-1} + a_{q} a_{q+\Delta}) + C(a_{q} a_{q+\Delta} + a_{q-1} a_{q+\Delta}) \right], \quad (52) \]

\[ S_2 = \sum_{q=0}^{Q} \left[ A(a_{q-1} a_{q-\Delta-1} + a_{q} a_{q-\Delta}) + C(a_{q-1} a_{q-\Delta} + a_{q} a_{q-\Delta}) \right], \quad (53) \]

\[ S_3 = \sum_{q=0}^{Q} \left[ A(a_{q+\Delta-1} a_{q-\Delta} + a_{q+\Delta} a_{q-\Delta}) + C(a_{q+\Delta-1} a_{q} + a_{q+\Delta} a_{q}) \right], \quad (54) \]

\[ S_4 = \sum_{q=0}^{Q} \left[ A(a_{q}^2 + a_{q+1}^2 + 2C(a_{q}-a_{q+1})) \right], \quad (55) \]

where \( A = \int_0^{T_c} R^2(t) dt = \int_{-T_c}^0 R^2(t) dt \) and \( C = \int_{-T_c}^{T_c} R(t) R(t+T_c) dt \). Note that \( a_l = 0 \) for \( l > L - 1 \) or \( l < 0 \).

From (52)-(55) \( S_1 + S_2 \) and \( S_3 + S_4 \) can be expressed as

\[ S_1 + S_2 = \sum_{q=0}^{Q} \left[ (a_{q+\Delta} + a_{q-\Delta})(Aa_{q} + Ca_{q-1}) + (a_{q+\Delta-1} + a_{q-\Delta-1})(Aa_{q-1} + Ca_{q}) \right], \quad (56) \]

\[ S_3 + S_4 = \sum_{q=0}^{Q} \left[ A(a_{q}^2 + a_{q+1}^2 + a_{q+\Delta-1} a_{q-\Delta} + a_{q+\Delta} a_{q-\Delta}) + C(2a_{q-1} a_{q} + a_{q+\Delta-1} a_{q-\Delta} + a_{q+\Delta} a_{q-\Delta}) \right]. \quad (57) \]

Note that when \( \Delta > L > Q \), the signal part in (36) can be expressed as

\[ S = b_l \frac{E_a \alpha}{2} \sum_{q=0}^{Q} (A(a_{q-1}^2 + a_{q}^2) + 2C(a_{q-1} a_{q})) \] \( \cdot (58) \]

which corresponds to the case that no collision occurs between the reference and the data pulse.

The noise term \( N = N_1 + N_2 \) can be shown to be distributed as in (47), where \( \sigma_2^2(b_l) \) in (49) is now given by

\[ \sigma_2^2(b_l) = \int_{-\infty}^{\infty} \left[ h_0^2(\tau; 0, T_d) + h_0^2(\tau; T_a, 0) \right] d\tau. \quad (59) \]

Then, the BEP expression is obtained as

\[ P_e = 0.5 Q \left( \frac{0.5 E_a \alpha (S_1 + S_2 + S_3 + S_4)}{\sqrt{\sigma^2_1(Q+1) \sigma^2_1 + \frac{\alpha^2 E_a^2}{2N_f} \sigma^2_2(1)}} \right) \]

\[ + 0.5 Q \left( \frac{0.5 E_a \alpha (S_3 + S_4 - S_1 - S_2)}{\sqrt{\sigma^2_1(Q+1) \sigma^2_1 + \frac{\alpha^2 E_a^2}{2N_f} \sigma^2_2(-1)}} \right). \quad (60) \]
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