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ZITEGLER-NICHOLTES AUTO~-TUNERSES

Karl Johan 8striom

Abstracts

Mathods for automatic tuning of PlD-regulators based on
Zieglevr~hNicholss phase and amplitude wmargin design oriteria
arve presented. The technigues may be used to provide

auto-tuning for simple regulators. The msthods are
non—-parametric and insensitive to wodelling evrors  and
disturbances. Theay will also give the major  dynamic

characteristics of the process e.g. the do-gain and the
dominant time constants. The techniguss may thevefore also
be wused to give initial wvalues for many other types of
adaptive regulators.
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i« INTRODUCTION

Many schemes have been proposed for adaptive control. See
2.9. the recent survey Astrdm (1721 whare many refsrences
areg given. Model reference adaptive control MRACY and
self-tuning regulators (STR> arve two common approaches:
which are closely relatsd. & self-tuning regulator can be
thought of as composed of threse partsy an ovdinary linear
regulator with wvariable paraneterss a pavameter estimstor
and a static systam which perforns  control design
calculations based on the estimated parameters. Thare are
wmany different wavys to choose technigues for pavamster
sstimation and control design.

Adaptive technigues may be used in many different ways. In
the applications discussed in this paper the purpose is to
obtain technigues to tune regulators automatically. The word

In this paper some sinple auto-tunervs are proposed. The
simplicity is obtained by choosing simple design methods and
gimple estimation technigues. The stavting point is the well
known Ziegler-Nichols tuning procedure ¥for PlD-vegulators.
This method is based on knowledge of only one point on the
Nyguist ocurve of the open loop system. A& very siaple
egtimation procedurse which determines this point is
proposed. The method has the advantage that a pevturbation
gignal is genervated sutomatically. This perturvbation signal
is in  fact close to optimal for the particular estimation
problem.

The Zisgler-Nichols design method novrmally gives closed loop
systems with poor damping. Modifications with better damping
ara also nresented. Dther design procaduras far
PiD-regulators which give prescoribed phase and amplitude
marging ave also described.

It is also possible to tune PID-vegulators by conventional
techniques based on self-tuning regulators or modal
reference adaptive controly see Wittsmmark and Astedm (19300
and Landauy (127%3. The method proposed in this paper has two
advantages over these approaches.

Conventional adaptive control based on parameter estimation
requires apriori knowledge of the dominating time constant.
This is vequirved in order to obtain a prior guess of the
sampling period. There are technigues to adjgust the sampling
period automaticallys see Kursz (1979  and Astrdm and
Zhaoying (1981), These technigues will however not work if
the initial guess is off by an order of magnitude. The
methods proposed in this paper will #not reguive aprioed
knowledge of the time scale of the process. Thevefore they
may also be used to initialize more sophisticated




gelf-tuners.

Conventional approaches to self-tuning PID control result in
a wiproprocessor code of a few hilobyvtes. The code for the
proposed schemes is at least an order of magrnitude smallar.
The proposed methods may therefore conveniently be
incorporated even in very simple regulators.

The major drawback of the methods proposed in this paper
compared to conventional adaptive technigues is  that they
ave limited to tuning of simple control laws of the PID

type.

The paper is organized as follows: A brief review of the
principles of self-tuning control is given in Bection 2. The
Ziegler~Nichols design method is reviewed in SBection 3.
Modified design methods which give prescribed phase and
anmplitude wmavrging.: are also given in Bection 3. All design
procedures require at one point on the Nyguist tuvve of the
open loop system is shown. Methods for estimating of such
points are given in BSection 4. The methods ave based on
introduction of nonlinear elenents in  the closed loop which
give rise to a limit ovele oscillation. This gives an
automatic generation of a test signal for the sstimation.
Methods for determining of the period and the amplitudes of
the oscillation arve also discussed in Section 4. Resulis
from simulations and laboratory experiments arve given in
Section 2. Some concluding remarks ave given in Section 4.

2. PRINCIPLES OF BELF-TUNING CONMTROL

& schamatic diagram of a self-tuning regulator is shown in
Fig. 1. The regulator can be thought of as composed of three
partsy a regulator with variable parametersy a paramster
estimatory and a block which performs design caloulations.
The control design block is a good stavting point for the
dasign of a self-tuner. When the design procedure is known
it is wmasy to ses what information about the process that is
necessary for the design. This gives guidelines for Finding
a suitable parvameter estimator. Notice that in Fig. 1 the
parameter estimation is done in closed loop. To ensurs a
good tuning in a short time it may be necessary to introduce
perturbation sighnals during the tuning period.

When a self-tuner is used for automatic tuning the blocks
which represent parameter estimation and control design in
Fig. 1| are only connected when it is desired to tune the
ragulator. Thay are disconmected when the tuning is
completed. The system then obperates as an ovrdinary constant
gain vegulator.
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Figure Z. Block diagram of the closed loop system.
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Figure 3. Nyguist cuvve for the transfer function of the
PrOCESS .
Table 1. -~ The Zieglervr-bMichols design rules.
Regulator Gain K I-time Dt ime
P 0.5 k

o
PI G.d K .8 t

o
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the numerical values given in the table.
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Assuming that one point on the Nygulist curve is known it is
possible to use other design methods. With PI or PID controld
it is for exanple possible to move the given point on the
Mygquist curve to an avbitrary position in the complex plana.
This is indicated in Fig. 4. By changing the gain it is
possible +to move +the Nyguist cuvrve iwn the divection of
Gliwr». The point A may be moved in the orthogonal direction
by changing integral orv devivative gain. It is thus possible
to move a specified point to an avbitrary position. This
idea can be used to obtain design methods. By moving & to a
paint on the unit civele it is possible to obtain systems
with a prescribed phase-margin. Analogously it is possible
to obtain closed loop svystems with a given amplitude marvrgin
by wmoving the point & to the negative veal axis. & few
examples are given b2low.

Example 1 -~ PI control with a specified phase margin.
If the point where the Nyguist curve intersects the negative
imaginary axis is known it is possible to obtain & system
with a given phase margin by Pl-control with positive
proportional and integral gains. Let the intevsection occur
for the fregusncy md and let the transfer Ffunction of the

process be L. Sse Fig. 3. The problem is thus to find a

him G
L Glioo
lw
N
Re G
A\ Gliw) N fw Gliew)
Figure 4. - Shows that a given point on the Nyguist curve

may be moved to an arvbitrary position in the G-plane by Pl
PR ovr PID conteol. The point & may be wmoved in the
divrections Gliwdy Gliwr/iw and iwGlind by changing
proportional: integral and derivative gain respectively.




bim G
7 .
——0(icw )
lew d
A 4D \ N
. Re G
B
Gliw
)
Figure 5. -+~ Illustrates design of a Pl-regulator with a

given phase-mnargin.

regulator so that the point D in the figure is moved to B.
This way be accomplished by a suitable choice of
proportional and integral gaing in a Pl-regulator.

Ta see how the parameters of the regulator should be chosen
obsevrve that the loop transfer function with Pil-control is

i
K (1 4+ == G(g),
=T Giwl
i
Since the argument of the complex number G(imd) is -nw/2 the

condition

1
argi{l + ———me Yomo o -
iw T i
d i

ol

gives a loop trangfer function with the argument ¢ —n at the
1]

fraquency mdﬁ It foliows from this condition that the

integration time should be chosen as

i
T = A tanm ¢ = === t tan 4 L
i s} d i 2 n d i

whare hd = Eﬂ/md is the coritical period under pure integral
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control. The loop transfer function has unit gain at w  1F

=t
K J/é b ey [Gliw 3] = 1
w T u

o i

Combining this expression with eguation (1) gives the
following formula for the regulator gain

F ]

B 52 oo om i = Kk sin b
¢t d) i

whare kd is the critical gain under pure integral control.

Notice that ths approach is closely related to  the
Zieglev-Nichnls approach in  the sense that the regulator
parameters ave detevmined siwply From one point on  the
Nyquist cuvrve.

I3

A drawback with the design mathod in Examples 1 is that the
syatan may be unnacessarily slow because the orossover
frequency is chosen as the freguency where the Nyguist curve
of the process intersects the negative inmaginary axes. With
PI control it is. howsver» not possible to have a crossover
fFraguency which corresponds to the point where the Nyguist
ourve of the process intevsects the negative real axis
because the integral time is positive in a Pl regulator.
With PID control & higher orossover freguenty may be
obtained. An sxample of such a design method is given below.

Example 2 - PID contvrol with specified phase mavgin.

Consider a8 process with the transfer function G. The loop
transfer function with PID control is

1
Kei o+ g (g
w1 STd STiJ G(s

fAssune  that the point © where the Nyguist cuvve of O
o

intersects the negative real axis is known. The argument of
the loop transfer function at o is then

arg (1 + i T + o b=,




Requiring that the argument is ¢ ~ n the following condition
i

is abtailned

T = —ie = tan b €32
o d w T 1t

Thers are many Td and T which satisfy this condition. One
i

possibility is to reguive that theve is & constant ratio
between T and T e.g.

T =4 7T (a4

Equation (3} then gives a second order eguation for Td which

has the solution

Furthevmores simple calculations show that the loop transfer
funetion hes unit gain at w  if the regulator galn is chosen

o
as
cos &
. il s
K o= mmmfmm¥w = K cos ¢ (D
jGliw 2| o i
tad
where k is the oritical gain. Compare Fig. 3. There are
o
many other possibilities. The parameter T may e.g. be

i

chosen so that w T has a given value.
o i

The design rules are thus given by the eguations (33 (4D
(5 and (&3, Table 2 gives the results for diffevent values
of the phase margin.

A comparison with Table 1| shows that the design is closely
rialatad to the Zieglevr-Nichols design wmethod. The gain is
slightly higher but the integration time and the devivation
times are longer.

L1
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Table 2 - A phase margin design rule.
i Gain K It ime D=t ime
Hi]
50 B3.87 k 3,595t .14 t
o o o
45 .71 k 0.77 0,20 t
c ol
&0 0.580 k 1.29 ¢ 0.30 t
o o C
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There are mahy possible variations of the design methods for
pip-regulators given in  this geetion. A1l methods ave
closely related because they arve hbased on information about
the process to be controlled in tevrms of one point on the
Nyguist curve of the process. The points where the Mygquist
curve intersects the real or the imaginary axes are simple
choices. Dther points on the Nyguist curve may be chosen.
See Higglund (19813, The design methods wmay also be
modified. Other relations between T and Td than those given
i

by (4) may also be used. Other oriteria like amplitude
mavrgin or damping may be chosen instead of the phase-margin,
it is also possible to have design methods which are based
on knowledge of move points on the Myguist cuvrve.

Specifications on phase and amplitude wmargins do not
guarantes good pervformance of the closed loop systew. The
following modification was therefore used. It was required
that the Nyauist curve intersects the civele with radius 0.5

at an angle of & = 45°.
i

4. PARAMETER ESTIMATION

Ten obtain a self-tuning regulator  according to  the
principles discussed in Section 2y the design principles
described in Section 3 should be combined with a pavamater
estimator. Suitable estimation methods are discussed in this
saction.

in the original Ziegler—Nichols schems the oritical gain and
the critical freguency are detevmined in the following way.
A proportional regulator is connected to the system. The
gain  is gradually increased until an opscillation is
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obtained. This procedure is not =asy to do automatically.
Another aethod §For auvtomatic detesramination of specific
points on the Nyguist curve is therefore proposed.

The method is based on the observation that a syvstem with a
phase lag of at least w at high freguencies may oscillate
with periogd © under velay control. To determine the point ©
o
in Fig. 3 the system is connected in a feedback loop with a
relay as is shown in Fig. 6. The ervvor & is then a peviodic
sigrnal and the parameters k and w can be detevaninad from
o o
the firgt harmonic componsnt of the oscillation.

Let d be the relay amplitude and let a be the amplitude of
the First harmonic of the svrovr signal. & sinple Fourier
series expansion of the relay output then shows that the
relay may be dascvibed by the eguivalent gain

W= 2d " €7
o na

To obtain the point where the Nyguist ourve intersects the
negative imaginary axiss an integrator may be connected in
the loop after the relay. To obtain other points on the
Nyguist curve components with a known phase shift way be
introduced into the loop. Bee Hagglund (197813,

A sinmple velay conbrol experiment thus gives the information
about the process which is needed in ovder to apply the
design wmethods. Notice in parvticular that the estimation
maethod will automatically generate an input signal to the
process which has a significant freguency content at o .
o
This ensures that the point A can be determined accurately.
See Mannevrfelt (19810,

Process

G(s)

Figure 4. — Relay control of the process.
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Difficulties

There ave some difficulties associated with the proposed
method. If the process has a phase lag less than 180 degrees
the asyvstem shown in Fig. & will not oscillate. An
oscillation may be generated by introducing an integrator in
the system. I¥f the system still does not oscillate it ig
strictly positive real. It may then oonvaniently  be
controlled by relay feedback. Tt wmay also happen that the
Myguist curve intersects the negative real axis at  many
points. Comparve Fig. 7. The closed loop systew obtained with
relay control may then oscillate with several fregquencies.

It way also happern that the system is such that the
approximative analysis fails. Ses Graham and McRuer (197413,
This may ococuyr if the evror signal has a larvge content of
higher havmonics. In many practical problems the transfer
function of the process will however decay rapidly. The
signal at the process output is then nearly sinuscidal and
daescribing functions will work very well., It is a good
reseavch problem to find precise conditions for this.

To complete the desecription of the estimation method it is
aleo necessary to give methods for automatic determination
of the freguency and the amplitude of the oscillation. This
may be done in many different ways.

Detection of peaks and zero crossings

The period of an oscillation cen easily be determined by
measuring the times bestweern zervo-crossings. The awmplitude

%hw G
bima
oA & \V7 4
N Re G 1/ Ke G
Figurse 7. — hdNyguist couvrves with several interssctions of
the negative real axis. Usecillations wmay occur  atbt  the

frequencies indicated by dots in the figure.
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may be determined by wmeasuring the pesk-to-pesak wvalues.
These esstimation methods are very easy to isnplement because
they are based on counting and comparisons only.

Bince the describing function analysis is based on the first
harmonic of the oscillation the sianple estimation technigues
reguire that the first havrmonic dowminates. IFf this is not
the case it may be necessary to filter the signal before
measuring. See e.g. Astbrdm (19753,

Least squares estimation

More elaborate estimation schen2s may also bhe used to
determine the amplitude and the period of the oscillation.

The period may be estimated based on the obsevvation that a
gsinusoidal fFuncbtion with period T satisfies the linear
difference equation

yity =~ & yit-h) + yvi{t=2h} = 0Oy 20
where kb is the sampling peviod and

8 = 2 cos{Zrh/T).
The period can thus be obtained by estimating the parvamster
8 in (9 by least sguaves and computing an sstimste of T

from

-1

i A
T 2rh/cos  (6/2). £2)

L

Bince the signal wmay have a non-zero average it should be
high—pass Ffiltered before sstimation. Altesvnativelyy the
parameters 91 and ¢ of the model

yitd - 61y(tmh) 4+ vy it=2h) + @ = 0
could be estimated.

Whan the period T is obtained the awplitude may be obtained
From the solution to the following least sguares problem

N
b e
i z Cytkhy = @ sin wkh ~ 0 cos wkh - 6 1
& wd 1 2 a
k=1
whare

w = 2n/T.

A estimate of the awplitude is then given by




14

g
it
N
E
£
o
b M[
ol

Extended Ralman filtering

The peviod and damping of an osecillation may also be
detevmined by extended Kalman filteving. This is based on
the obsevrvation that a2 signal which is the sum of a sinusoid
and a constant may be represented by the following
differential sguations

dx

et SR /K
dt 23
dx,

e m e BEN /N
dt LS
dx.,

e wm 5]

dt

d

A

dt

¥y o= M 4+ X

Y 1 4

The states of this wmodel may be estimated by an extended
Kalman Ffilter. See Jazwinski (19703 and Balchen et al
(19743 . The period and the amplitude of the oscillation are
then given by

>
i

A
T = x

ol

There are many possibilities to cowmbine different sstimation
schemngs. A orude estimate of the period may .g. be obtained
by determining peaks and zero corvossings. The estimate !
obtaeined ecould then be refined by Ilesast sguares or by !
extended Kalman filteving. When discussing this it should {
also be kept in wmind that the design rules are based on

fairly crude chavactevizations of the desired performance.

Thus it wmakes little sense to obtain very accurate
estimates.




Z. BIMULATIONS AND EXPERIMENTS

A number of sinulations and exupsriments have been performed
in ovrder to find out if a useful auto-tuner may be designed
based on the ideas described in the previous ssctions.
Conssquences of using estimators having different coumplexity
have also been exploved. The results are summarized in this
section. Some representative sxamples are also praesented.

There are several practical problems which must be solved in
order to implement an auto-tuner based on the ideas

described previously. It is necassary  to  acocount  for
measuvrenant noises level adjustmsaty satuvation of actuators
and avtomatic adjustment af the amplitude of the

gscillation.

Measurement noise may give ervors in detection of peaks and
z@ro orossings. A dead-zone  in the relay in Fig. & is a
simple way to reduce the influsnce of measuremsnt noise.
Filtering is another possibility. The estimation schemes
based on least sguares and extended Kalman fFiltering can be
made less sensitive to noise.

When the regulator is switohed on it wmay happen that the
process  output iz  Favr from the desired egquilibrium
condition. It would bg desirable to have the regulator reach
the eguilibrium automatically. For a prooess which has
finite low freguency gain there is no guarantes that the
desirved steady state will be achieved with relay unless the
ralay amplitude is sufficiently lavge. To guarantes that the
output can actually reach the reference value it may be
nacessary to introduce manual or automatic reset.

It is highly desirable that the velay amplitude is adjusted
avtomatically. & reazonable approach is to make sure that
the oscillation is a given pevcentage of the adwissible
swing in the output signal.

s ooy G e S ki W Chuem $T1AY 8050 eenes o Bos Seorm €T (oRes ARTES Srees 4

The consequences of using sstimation schemes of different
conplexity have bheen exploved by sismulation. In these
experinents processes having different dynamics have besen
regulated with differvent types of auto—tuners. The effscts
of measurement noise and load disturbances have bean
investigated. Although work still remains to be done the
sxperinents have shown that the simple estimation wethod
based on zero-crossing and peak detection works very wsll.
The expeviments also indicate that simpleminded level
adjustwment methods often are satisfactory. & repressntative
simulation of a siaple auto-tuner is given bslow.
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& simple PI  auto-tuney based on the design waethod given in
Example 1 has been sismulated. The design procedure in
Example 1 was used and it was vrequived that the Nyquist
curve intersects the ocirvele with radius 0.5 at an angle of
45°%, A small dead-zone was also added to the raelay to make
the system less sensitive to measurement noise.  An
integrator was introduced into the process in ovder to be
able to determine the interssction of the Nyguist curve with
the negative imaginavy axis. Compare Fig. 5. This integrator
will also automatically ensure that the output  will
ascillate around the set point during the experiment.

The perviod was estimated From the zero orossings and the
amplitude by peak detection. The amplitude of the
oscillation was adjusted automatically in the following way.
A prior valug was given. The amplitude was estimated by
detecting the peak during the first §Ffull peviod of the
oscillationy starvting at the ¥First zero cocrossing. The
amplitude is then recalculated to give the desired evvor
amplitude which was chosen as O.1. The peviod and the
amplitude ave then determined by analysing thres §full
paeviods.

— f—/—_—.-——_
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Figure 8. -~ Simulation of a Pl auto-tuner applied to a
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regulator is applied to processes with a8 wide vaviation in
the process gain. The gain is changed by a factor of 10 up
and down in comparvison with the reference case. The initial
valug of the relay amplitude is 0.1 in all cases. The
amplitude settles to 3 0.3 and 0.03 respectively. The
tuning algorithm gives an integration time of 0.44 in all
cases. The gain is 4.5 0.446 and 0.044 respectively. The
experiment wverifies that the algorvithwm behaves in the
desired wayv.

Variations in process bime constant

Similarly Fig. 10 shows corrvesponding vesults for variations
in the process time constant. The initial value of the relay
amplitude is 0.1 in all cases. The amplitude adjusts to
0.01% 0.07% and ©.77. The regulator gain tunes to 0.65 in
all cases. The integration time tunes to 285y 2.4 and 0.25
respectively.

Effects of load disturvbances and measuremnent noise

It is of considerable practical interest to know how the
system reacts to load disturbances and measurement noise.
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Figure 10. ~ Simulation of a PI auto-tuner applied to a
A
process with the transfer function Gz = 1/01+8T) . The

process time constant T is S 1 and 0.2 in Ay By and C re-
spectively.
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The performance of the auto-tuner is illustrated in Fig. &
where control of a process whose dynamics is descvribed by
four cascaded First order lags is shown., The Figure shows
olzarly that the auvto-tuning algorithm psrforms well. The
amplitude adjustment works well during the estimation
period. The relay amplitude is iwnitially too large (0.5) but
the algorvitham adjusts it to 0.146 which gives an evrror
amplituds of G.078 which is close to the desirved value 0.10.
The period is estimated to tdwza?l which is close ¢o the

correct value 3.7%. An estimate of the oritical gain under
pure integral control can be calculated From (7). This gives
2.12 which is also clos2 to the covrvect value 1.92. These
numbers arve  in good agrsement with experiences §from other
applications of describing function analysis. Accuracies of
period and amplitude of the order of a few peroent ave =2.49.
reported in Graham and MoRuer (17612,

Fig. © also shows that the system responds well to set point
changes. NMotice in parvticular that the modified design
procedure gives much  better damping than the normal
Zieglevr—hNichols rule.

Variations in process gain

Fig. % shows how the closed loop system bshaves when the
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Figure 7. - Simulation of a Pl auto-tuner applied to a
. . .. |

process with the transfer fFunction G(s) = K/(1+0.288) . The

process gain k is 0.1 1 and 10 in A+« Be and C respectively.
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Fig. 11 illustrates the behaviour of the system under suech
conditions. The measurement noise was sinulatsd as white
noise added to the process output. The figure shows that the
performance doss 1ot deteriorate appreciabls whean
disturbances are added. The siwple algorithm is in fact very
rubust with respect to wmeasurvement noise. A peak detection
overestinates the awmplitude in the presence of measurvement
noise. A consequence of this is  that the gain will decrsase
with increasing noise level. Using the zero crossing wmethod
the period is underestimated when there is high frequsnoy
measuransnt noise. The regulator gain will thus decrease
with increasing noise level and the integral action will
increase. The effects of these desirable properties arve
illustrated in Fig. 12, The tuning algorithm gives the gain
0.2 an 0.01% and the integration times 0.4 and 0.05 in A and
B respectively.

A D et pi amiee wenes wrsh P B S paion ehwaa s Wams cunts 45003 Soann

Several of the algovithms have been applied to control of
laboratory processes. See Elfgren Cigals., in these
experiments the algorithms have been coded in Pascal on a
DEC L8I 11703, Differvent processes have been sinulated on
analog computers. Small laboratory processes have also been
controlled. The genesral results found in the sinulationss
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Figure 11. - Simulation of the svstem with measurement

noise and load distuvbances v. The standard deviation of the
measurensnt noise is G.03,
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Figure 12. - Simulation of the system with variable noise
lavel. The standard deviation of the measurement noise is
0.1 and 0.3 in A and B respectively.
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that the simple algovithes work well, arve also supported by
expariances From the labovratory experingnts. A
rapresentative experinent is described below.

Darivative action is oftan useful in tewmperature contvrol. A
few simple experiments werve designed in order to investigate
problems where PID-control may bg beneficial. A& lamp with a
cavbon filament was controlled. The surface temperature of
the lamp bulb was measured using a thevmocouple. The current
through the lamp was controlled using a2 conventional
thyristor system. A picturs of the process is shown in
Fig. 13,

The algovithm used in this case was an auto-tunar based on
the Ziegler-Nichols design method. The critical gain and the
gvritical period were determnined by detecting peaks and zevo
crossings. The amplitude of the oscillations during the
gstimation phase was controlled automatically. A simple
regulator  with wvery low gain and integral action was
introduced in orvder to provide an automatic start.

Fig. 14 shows 2 typical experimental result. Notice that a
fairly high gain is needed. The control signal is noisy.
This is due to the high gain and to the faoct that the
Zieglev—Nichols design gives a oclosed loop system with a
poor damping. The sffects of the noise can be veduced
gignificantly by a slight wmodification of the
Zieglev-Nichols rule.

Figure 13. - Svsten used for temperature control.
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Figure 14. - Result from axperimants with temperature

control using a PiD-regulator with auto-tuning.

b COMOCLUSIONS

Thare are wmany possibilities to introduce auto-tuning in
regulators of the PID type. Self-tuning vegulators based on
minimum varviance control or pole placement design may be
configured in such a way that the regulators obtained

carvespond to PID control. Such approaches have been
considered by Wittermark et al (1980 and Wittenmark and
Astrdm 19203, These types of regulators have the

disadvantage that sowme information about the time scals of
the process must be provided apriovi. This is necessary in
order to obtain a reasonable estimate of the sampling period
in the regulator. There arve some possibilities to tune the
sampling period automatically. Differvent schemes have been
proposed by RKurz (1980) and Astvrém amd Zhaoying (19513,
These methods willy howesvers only work well for moderate
changes in the process time constants.
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The method proposed in this paper does not suffer from this
disadvantage. It may be applied to processes having widely
differant time scales. The testsignal which is gesnerated
avtomatically by the algorithm will have a oconsidevable
gnergy at the crossover freguency of the process.

Conventional self-tuning regulators bpased on recursive
estimation of a parvametric model reguires a computer codse of
a few kilobytes. The algorithms proposed in this papesy which
are based on determination of zevro crossings and peak
detection may be programmed in a few hundred bytes. It is
thus possible to use these wmethods also in very siaple
regulators.

The methods proposed will of course inherit the limitations
of the PID algorithms. They will not work well for problems
where more complicated regulators are required.

The experiences reported also indicate that +the simple
versions of the algovithws work very well and that they are
robust. It thus appears worthwhile to explore these
algorithms further,

The algovithms discussed in this paper may be used in
several different ways. They wmay be incorporated in single
loop controllers to provide an option for automatic tuning.
They may also be used to provide the apriori information
which is vequirvred by more sophisticated adaptive algovithms.
When combined with a bandwidth self-tuner like the one
discussed in Astrdm (1978300 it is possible +to obtain an
adaptive regulator which wmay set & suitable closed loop
bandwidth avtomatically.
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