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Abstract

The paper summarizes experiences of development and uses of
interactive software for cowmputer aided design of control
systems. Differsnt principlss for intervaction with users

having wide ranges of experiences and knhowledge arve
discussed. A comprehensive set of pachkages for modeling:s
identification, analysis:» simulation and design are
described. Problems associated with structuring»
portabilitys maintainability: and extensibility are
discussed. Experiencaes from deavelopment and use of the
packages in teaching and industrial environments are

discussed. Sowme views on future development of CAD for
control systems are also given.

Expanded version of papers presented at the 18th and 20th
IEEE Confersnces on Decision and Controls San Diegos CA
and the GE-RPI workshops Schenectadys NY.
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1. INTRODUCTION

Thirty years ago pencilsy papers slide rules and analog
computers were the wmajor tools for amalysis and synthesis of
control systems. The methods and the tools were so simple
that an sngineer could mastevr both problems and tools. Many
new mathods for analysis and design aof control systams have
emarged during the last 30 years. These methods differ from
the classical techniguss. They are more sophisticated
amnalytically and thsir use reguire extensive calculations.
At extensive subroutine library is requived to apply these
methods to a practical problem. Even 1if such a library is
availabls it is a major =ffort to write the software
necessary to solve a particular problem. This means that
modern control theory is costly to use. Another drawback is
that the problem solver isnteracts with his tools (the
computer? via intermediaries (programwmersi. This easily
leads to confusion and mistakes. Th2 intensive interaction
between problam formulation and solution is also lost.

Based on experience fram industrial application of wodern
control theory in the early sixties it was clear to me that
wodern control theory could be used very successfully in a
research laboratory or at a university. It was howasver
equally clear that the methods would not be widely used in
novrmal engineering practice unless the proper tools ware
developed. A numbasr of projgscts wers therefore carried out
in order to explore the possibilities of developing the
oroper tools for using control theory cost effectively. This
paper  summarizes results and expariencas  from these
projects.

Tha progects wers based on the idea of cowmbining an
engineer’s intuition and overview with digital computing
pPOWE . The approach included developmant of design
techniguses and design of man—machina interfacess for
interactive use of the cowputer. Graphics was important for
rapid man—-machine cowmmunication.

The paper is organized as follows. A brief overview of
the projgects is given in Section 2. Interaction principles
are discussed in Section 3. The comprehensive set of program
packages which is aone result of the projects is described in
Section 4. Somg special problems associated with large
systems are discussed in Section S. Experiences fromwm use of
the packages in university and industrial envirvonments are
presented in Section 4. Sections 7 and & give suggestions
for future work and conclusions.

2. THE PROJECTS

A brief overview of the projgscts Eryn: were carried out
are given in this section.



The objectives of the projects were2 to make advanced
methods for modeling: analysis and design of control systems
2asily accessible to engineerss researchers and students and
to explore the potentials of interactive cowmputing for
control system design.

Background

Whan the projects were initiated avround 1970 we had
extensive experience of analog simulation» programming in
Fortrans Basics and APL. There was common consensus about
the power of digital computation and the superiority of the
man—machine interaction 1in analog simulation. We were
familiar with ths sase of debugging and running programs in
an interactive implementation like APL. But we were also
aware of the limited portability of such programs and of the
difficulties of sxtending such systems.

The software was developed in close interaction with the
users. A system outline was sketched. The ideas were
discussed in seminars. A system of wmoderate size was
implemented and tested by several users. The system was then
modified. In the initial phases we were also quite willing
to scrap 2 system and start all over again. As the projescts
progressed we got a wmuch better feel for what could be done
and how it should be done. It also becams clear that a
fairly comprehensive package was necessary to esvaluate the
ideas. Such packages wers also developed. They went through
many revisions to  iwmprove portabilitys wmodularity and
efficiency.

Constraints

What can be done with interactive computing depends wmuch
ot the available hardware. Since the hardware has undergone
a revolutionary devslopment over the past ten years it is
useful to describe what was available in ths projects. When
the activity was stavteds in 1971y we had access to a DEC
PDP 13 with 32 kbytes of corse wmemory» a 254 kbytes disk and
a storage oscilloscope. After a few years the activity was
moved to large mainframe computers. We are currently using a
DEC Vax—-11/750 with 2 Mbyte of fast memory and a 300 Mbyte
disc for most of the work.

Dur sponsoaring agency (8TU? also introduced constraints
by insisting that the prograwms should be portable and useful
to industry. One way to achieve this was to use standard
Faortran.



Results

The projects have resulted in a comprehensive set of
program pachkages Ffor modeling:s identification:s analysis,
simulation and design of control systewms. We have several
vears axperisnce of using Lthase packages in different
snvironments. Idsas on the use of graphics and interactive
computing in future systems have also been developed. Aan
overview of the results are given in the next sections.

-
S

. INTERACTION PRINCIPLES

When designing a systam for man—-machine interaction it is
important to realize that there is a wide range of users,
from mnovices to experitsy with different abilities and
demands. For a novice who needs a lot of guidance it is
natural to have a system where the computer has the
initiative and the user is gently led towards a solution of
his problem. For an expert user it is much bettar to have a
systam where the user keeps the initiative and where he gets
adviceg and and help on  request only. Attempts of guidance
and control by the computer can le2ad to frustration and
inefficisncy. It is highly desirable to design a system so
that it will accomodate a wide range of users. This makes it
more universal. It also wmakes it possible to gradually shift
the initiative from the computer to the user as he becomes
more proficisnt.

To obtain an efficient wman-machine interface it is
desirable to have hardware with a high cownunication rate
and a communication language with a good expression power.
When our praojects were started we were limitsd to a teletype
and a storage oscilloscope. There were also limited
axperiences of design of wman—-machine interfaces. The
predominant approach was a guesstion—and—answer dialog. See
&.g. Rosenbrock £1974).

In our projgects it was discovered at an =arly stage that
the simple question-and-answar dialog was too rigid and very
frustrating for an experienced user. Th2 main disadvantage
is that the computer is in command of the wark rather than
the user. This was sven more pronounced because of the slow
input—output device (teletype? which was used initially.

Our primary design goal was to develop tools for the
expert. A secondary goal was to make the tools useful also
for a novice. To make sure that the initiative would vemain
with the user it was decided to make the interaction command
oriented. This was also inspired by experiences from
pragramming in APL. Use of a comwmand dialog also had the
unexpected effect that it was possible to create new user
detined commands easily. It was thus possible to use the
packages in ways which were not anticipated whan they were



designed. The decision to use cowmmands instead of a guestion
and answer dialog thus had far reaching conssquences. A more
detailed discussion of the different types of dialogs and of
our experiences of them is given in Wieslander (197%3. Today
there is a wide range of experiences of desighning
man—machine interfaces in many different Ffields. Our own
conclusions agree well with those found in  Newman and
Sproull (1977, and Foley and wvan Dam (17213 although their
conclusions are based on different hardware.

The structure of the commands we introduced will now be
described. The general form of a command is

NAME LARGL LARGZ... ¢« RARG1 RARGZ...

A command has a name. It may also have left argumsnts and
right arguments. The arguments may be numbers or names of
objects in a data base. In our packages the objects are
implemented as files because this is a simple way to deal
with objects having different types. A few examples of
commands are given to further illustrate the notion of a
command. The command

MATOP § « A ¥ B + C

simply pevforms the matrix operation expressed to the right
of the arrow.

The caowmand
POLOP 5 « A # B + C
performs the same operation on polyvnomials.
The command
INSI U 100
YPRBRS 4 7
YEXIT
generates an input signal of length 100 called U. The

command has options to generate several input signals. The
options are selected by additional subcownands. PRES is a

subcommand which selects a PRBS signal. The optional

arguments 4 and 7 indicate that the PRBS signal should

change at most every fourth sampling period and that its
7

pariod should be 2 -1. The subcommand EXIT denotes the end
of the subcommands.

The command



DETER ¥ « S5YST U

generates the response of the linear system called SYST to
the input signal U.

The command
ML PAR &« DAT N

fits an ARMAX model of order N to the data in the file
called DAT and stores the parameters in a file called PAR.

The command
OPTFEB L. CLSYES +« LDOSS 2YS

computes the optimal fesdback gain L and the correspaonding
cloged loop system CLSYS for the system SYS5 and the lass
function LOSS.

Short_form _commands_and dsfault values

Inh a comwnand dialog it is highly desirable to have simple
commands. This is in conflict with the reguirement that
commands should be sxplicit and that it may sowmetimes be
desirable to have wvariants of the commands. These opposite
requirements may be resolved by allowing short forms of the
cammands. The standard form for the simulation command is
SIMU. If o other command starts with the letter § it iss
howevers sufficisnt to type § alone. It may also b= useful
to bhave a simple way of renaming the commands. We have
expevimented with short form commands and renaming
mechanisms. These functions ares howsvers not implemented in
our standard pachkages.

A similar wmechanism may be used for commands which use
arguments by iwntroducing a default wmechanism sSo that
previous values of the argumsnts are ussd unless new values
are specified explicitly. The concept is illustrated by an
example.

The syntax diagram Ffor the command SIMU is shown in
Fig. 1. The diagram implies that any Fform of the command

which is obtained by traversing the graph in the directians
of the arrows is allowed. For exampls ths command

[MARK Increment

3 . CONT
Start times{Stop time}- © _ _ _ File name
MAR
SIMU -

Fig

1 Syntax diagram for the command SIMU.



SIMU G 100

simulates a system From time O to time 100. If we want to
repest the simulation a second time with different
parameters it suffices to write

SImMu

The arguments O and 100 are thsn taken as the previously
used values.

It follows from Fig. 1 that start and stop times and the
initial time increment may be specified. It is also possible
to mark curves by the argumsnt MARK. A simulation may also
be continued by using the end conditions of a previous
simulation as iwnitial values. This is done by the command
extension CONT. The vesults of a simulation wmay also be
storad in a file.

Macros

The commands are novrmally read from a terminal in a
command driven systsm. It iss  howevers useful to have the
option of reading a seguence of commands fram a file in
storage instead. Since this is analogous to a macro facility
in an ordinary programming language the same nomenclature is
adopted. See s.g. Wegner (1%42). The construction

MACRDO NAME
Command 1
Command 2
Command 32

END

thus indicates that the commands 1+ 2 and 3 are not executed
but stored in memory. The command sequence is then activated
simply by typing NAME.

Macros are convenient for simplification of a dialog.
Command sequences that are commonly used may be defined as
macros. A simple macro call will then activate a whole
sequence of commands. The macro facility is also useful in
order to generate ne2w commands. Macros may also be used to
rename commands. This is useful in order to tailor a system
to the needs of a particular user.

The usefulness of macros wmay be extended considerably by
introducing commands to control the program flow in a macros
facilities for bhandling local and global variables and by
allowing macros to have arguments. By having commands for
reading the keyboard and for writing on the terminal it is
Slso possible to implement menu driven dialogs using macros.

Arn interactive CAD program based on a command dialog with
a macro—facility may be viewed as an extendable_high_level
problem solving_ language.
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It is important 1in interactive systews to  have test for
avoiding errvors. It is thus useful to check data types and
to test problems for consistency whensver possible.

lwmplementation

It is straightforward to implement a command driven
interactive program. The structure used in all packages is
shown in Fig. Z. The wmain loop reads a commands decodes it
and performs the regquired actions. All parts of Fig. 2
except the action routines are implemented as a package of
subroutines called Intrac. These subroutines pevform command
decodings file handling and plotting. Intrac also contains
the macro facility. Macros may have formal argumentss local
and global variables. They perwmit conditional and repeated
execution of commands as well as nested use of macros. There
are read and write commandss which can be used to implement
menu dialogs. It is possible to wix command mode and
question modey since the execution of a wmacro may be
suspanded and resumsd latev. A description of Intrac is
given in Wieslander and Elwmgvist (1772 and Wisslander
(1720a) The commands available in Intrac are listed in
Appendix F.

To build a packages using Intrac it is necessary to write
the action routines 1.e. ths subroutines that performs the
desired tasks. The commands are then entered in the command
table of the command dscoder. It is also easy +to add a
command to a package: to wove commands between packages and
to create special purpose packages. Intrac may thus be
viewaed as a tool for converting a collection of Fortran
subroutines into an  interactive package. Intrac has also
bean used to implement other packages by other groups.

Intrac

Initialize

_ Decode noBBo:ad

Normal
- Keyboard
Macro

£ Skeleton flow chart for a command driven program

Fig._=2
with a macro facility.



The structurse with a commonn user intsrface for all
packages is advantageous for the user because the
interaction and the macro commands arse the same in all
packages. This simplifies learning and use of ths packagss.

How_to_choose commands?

The selection of commands is one of the major issues when
designing a CAD package. The commands determine how useful a
package is and how sasy it is to learn. It is important that
commands are complets in the sense that they allow use of a
wide range of technigues in an area. Dtherwise the designer
will only try those approaches for which commands are
availabls. Commands should also have a considerable
gxpression_power so that a control system designer can do
what he wants with a few commands. The commands should also
reflect the natural concepts from a theoretical point of
view. This would make it easy for a user well versed in
control theory to use a package. The commands should also be
few_and_siwmple so that they are easy to learn and ramember.
This is of course in conflict with reguirements on
completeness and expression power. Selection of commands is

thus a good sxercise in engineering desigh.

RBased on experisnces from our projects we have arrived at
some design principles. A set of basic commands which
correspond to the elewments of the theory and which allow
coverage of a certain problem argea are first determined.
Simplifications and sxtensions are then gensrated using the
macro facility.

4. PROGRAM PACKAGES

The initial gxperiments indicated that interactive
program packages could be powerful problem solving tools.
The wnecessity of considering a wide range of problems when
developing the tools was also apparent. If this is wnot done
it is =asy to arrive at specialized solutions which are
difficult to gensralize and extend. To work with programs of
reasonable gize a family of intevactive program packages for
modelings, identification» siwmulations analysis and design of
control systems were developed. The packages are all based
on the comnwoth user interface Intrac which was discussed in
Section 3. The different packages are listed in Tables 1
which also summarizes some data about them. Brief
daescriptions of the diffsrent packagss are given below. The
commands used in the packages are listed in the appendices.
There are also a large number of macros available for all
packages.



10

Table_1 — Examples of program sizes
Numbeyr of Source code Program size
comnands lines kbhytes

Intrac 17 7 000 70

Idpac ) 37 000 470

Modpac 7 41 Qoo S70

Simnon 24 25 000 ZA0

Synpac 44 Z 000 LZ0

Polpac 32 IZ2 000 4£0

Idpac

Idpac is a package for data analysis and identification
of linear systems having ons output and many inputs. Time
series analysis of ARMA and ARIMA wmodels is a special case.
The package has commands for manipulation and plotting of
datas correlation analysiss spectral analysis and parametric
system identification. There are also commands for model
validation and simuwlation. The basic techniques used for
parameter estimation are the least sgquares method and the
maximun likelihood msthod. By using the macro facility it is
however possible to gsmerate commands for most of the
parameter estimation methods which ares proposed in
literature. It was actually in the development of Idpac that
the power of the macro concept bscams apparent. In the early
Idpac versions there were many commands necessary to cover
the available identifications mathods. It was» hawever:
discovered that almost all methods could be obtained by
combinations of correlation analysiss spectral analysis»
least squares and maximum likelihood estimation. Commands
ware thus constructed to give primitives for these
operations and the special methods were then implemented as
macros which used the primitive commands. This approach is
also a pedagogical way to structure the problem area.

Idpac can be viewsd as a convenisnt way of pachkaging the
rasearch in systems identification that has been done at our
department for a period of 15 years. Idpac has gone through
several steps of develogpment. It grew out of the software
described in Astvdm et al (17453, The latest version 1is
described in Wisslander ((1980b). The paper Astrdm (172300
gives the relevant theory for the parametric identification
methods. It also contains a comprehensive set of examples of
using Idpac. A summary of the commands are given in Appendix
A. Descriptions of some of the Idpac macros are given in
Gustavsson (19793, Typical examples of using Idpac are given
in Gustavsson and Nilsson (1977).
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Modpac

There are many ways to describe a control systeam.
Nonparametric methods in the time and frequewncy domain can
be wused. Parametric descriptions like state equations.
rational transfer functions and fractions of matrix
polynomials may also be used. There are also many ways in
which state equations can be transformed. For digital
control is is necessary to go between continuous time and
discrete time representations. All these problems can be
handled by Modpac. The package also has facilities for
finding the HKalman decomposition of a system and for
calculating observers. Modpac is described in Wieslander
€1730c). A list of the commands in Modpac is given in
Appendix B.

Simnon
Simnon is a package for interactive simulation of
nonlinear continuous time systems with discrete time

regulators. The package also includes noise generators:
time~delayss a facility for using data files from Idpac as
inputs to the system and an optimizer.

Simnan allows a systam to be described as an
interconnection of subsystems. There are two types of
subsystemsy continuous time systems and discrete time

systems. This makes Simron well suited for simulation of
digital control systems. The characteristices of Simnon are
illustrated by an example.

Listing 1 gives a description of a fesdback loop
consisting of a continuous time process called PROC and a
digital PI regulator called REG. The process is an
integrator with input saturation. The interconnections are
described by the connecting system CON.

The following annotated dialog illustrates how Simhon is
used.
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CONTINUOQUS 3SYSTEM PROC

"Integrator with input saturation

Input u

Output vy

State x

Der dx

upr=if u{-0.1 then -0.1 else if u{0.1 then u glse 0.1
dx=upv

END

DISCRETE SYSTEM REG

"PI regulator with anti-windup
Input yr vy

Output u

State i

New ni

Time t

Tsamp ts

esyr—y

v=k*e+i

u=if viulow then ulow else if v{uhigh then v else uhigh
ni=i+k*h*¥e/ti+u-v

ts=t+h

k=1l

tiz1

2.5

ulow:-1

uhighs1

END

CONNECTING SYSTEM CON

"Connecting system for simulation of process PROC
"with PI regulation by system REG

yr[REG1=1

y[REG1=y[PROC]

uLPROCI=ulREG]

END

Listing 1 — Simnon description of a simple control loop
consisting of a continuous time process and a
discrete PI regulator.
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thus correspond to a regulator without wind-up. The actual
actuator limitations corrvespond to dlow=-0.1 and uhigh=0.1.
The commands

PAR ulow:-0.1
PAR uhigh:0.1

change the parameters and the command SIMU now generates the
curves shown it thick lines in Fig. Z. MNMotice the drastic
improvements due to the nonlinearity in the regulator.

The first version of Simhnon was implemented in an MS
project. Simnhon has gone through several stages of
development. See Elmgvist (19775 and (1%772. A 1list of the
commands in Simnon is given in Appendix C.

Synpac

Synpac is a state space oriented design package. It
includes facilities for calculating state feedback and
Kalman filters for continuous and discrete time LBG
problems. It also has facilities for transforming continuous
time problems into discrete time problems.

An sxample illustrates some features of Synpac. Consider
the standard LOG problem

dx = Axdt + Budt + dv
dy = Cxdt + de
where {v} and {e} are Wiener processes with Joint

incremental covariances

R R

dv dvl]T 1 12
cov = i
de de T
1

R

3
5

Let the control problem be to minimize

T
T T T

m% X nﬂugﬁxaﬂu + 2x aﬁugu uft) + u (LI uctd|dt.
= -

"-.I

<

Furthevrmore assume that a digital regulator will be used and
that sampling periods from 0.5 to 5 s are of interest.

Assuma that a system description which contains the
matrices Ay By O ma, mHﬁ. R_» QH. DHJ and E_ has been
introduced in a file called C8YS: and that the design
parameter i.e. the paramneter which will be modified in the

designs is the 3Z+3 =laement of the matrix QH. The following

- %



macro then executes the design

MACRD DESIGN ALPHA
ALTER &1 = 5 ALPHA
FOR H = 0.2 TO 5 STEP 0.3
SAMP DSYS &« CBYS H
TRANS @ DSYS « CBYS H
TRANS R DSYS « CS8YS5 H
ODPTFR L « DSYS
KALFI K « DSYS
CONNECT CL5YS « DSYS K L
SIMU Y X « CLSYS UREF
PLOT ¥c(i) X(7) X<(=2) XEC1Y U
NEXT H
END {iMACROZ

Line numbers have been introduced only to be able to
describe the algorithm. A& macyro with the name DESIGN and the
parameter ALPHA is defined on line 1. The macro definition
ehnds on line 13. The 343 element of the matrix 81 is
assigned the value ALPH& on line 2. Line 3 1is a repetition
stateament which repeats the commands 4 through 11 for
sampling periods 0.5 to 5 with an increment of 0.S5. The
system description is sampled on line 4 and the criterion
and the covariances are transformed on lines 5 and &. The
command on line 7 computes the optimal state feedback matrix
L and the command on line 2 computes the Kalman filter gain.
The comwmand on line ¥ forms a closed loop system composed aof
the original system *the Kalman filter and the state
feedback. The command on line 1¢ simulates the closed loop
system with a reference input UREF. The command on lins 11
plots state variables 19y 7 and 5» the estimate of the first
state and the control signal. The following dialog
illustrates how the macro may be used

EDIT FILE CSYS
INPUT UREF « STEP
DESIGN =

DESIGN =

The system file is first edited. A step is generatsd as a
command sigrnal and the macro design is executad with

-

parameters I and .

The example illustrates som= Synpac commands. It also
shows how a macro may be used to create a special purpose
command.

Synpac was the first package that was implemented. It was
based on the Fortran programs described in Astrdm (174633 A
test version was made as an MS projgect. The current version
is described in Wieslander (1920d3. A list of the commands
in Svnpac is given in Appendix D.
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Polpag

Polpac is a polynomial oriented design package for
wmulti—-output single-input systems. It includes algorithms

for pole placemsnts minimum wvariance controls and LGEG
control. The package allows classical design using root loci
and Bode plots. Rogot loci may be drawn with respect to

arbitrary parameters. A list of the commands in Polpac is
given in Appendix E.

The programs wers initially written in FORTRAN for a
minicomputer PDP-13. A considerable effort was also devoted
to developmsnt of subroutine libraries and programming
standards. See Elwmgvist =t al (12743, Wieslander (127773 and
Eowell (19772. The advantags of using a large wmain frame
computer for program development was soon apparent. The
program developmsnt was thersfors moved to a Univac 1102 at
the Lund University Computing Center. More powerful program
develapmant tools like Pfort could then be used. Sse Ryder

12753, Since there was a considerable interest from
gexternal groups to use the programss a substantial effort
went into making the software portable This included

development of Fortran routines for files: character and
string handling. A plotting library 1in Fortran was also
developed. These routines are interfaced with a well-defined
small set of installation dependent routines. A& result of
the efforts is that the packages are indeed portable.
FPackages are currently running on the following computers:
PDP—-15s PDP-11s DEC-10s WVAX—-11/730, NOVA-Zs Nord-100,
ECLIPSEs IBM-1200, IBM-340: CDC-1700s CDBC-£400, HP-3000,
Honeywells SEL-3Zs Univac 110%, PRIME-7S0.

5. LARGE SYS5TEMS

When working with the projects it was found that there
ware certain problems where interactive computing is not
feasible. These problems typically involve large systems
where it can easily happen that the computing time required
is so large that it doss not make sense to wait for the
results at the terminal. We experienced this in connection
with identification and simulation of large systewms.

For identification of large systems we found that it was
better to use a batech program which allows an interactive
start up and an interactive inspsction of the results.
LISPID is an example of such a program. This program allows
astimation of paramsters in linear stochastic systems with
arbitrary parameterization and in special types of nonlinear
systams. See Kallstrdm et al (1%74&3.
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Dymola

Another problem was also encountsred in connection with
modeling of large systems. It is straightforward to write
down and check the balance equations. It is howsver a major
effort to reduce the equations obtained to forms that are
suitable for simulation and control design. The language
Dymola which admits a simple description of a large
hierarchical system was therefore developed. Sse Elmgvist
C127&2s C127%a) and (197%b). Experimental softwares which
operates on ths basic system description and generates
simulation programs e.g. in Simnons,s and linearized system
gquations have also been developsd. We belisve that this is
atn iwmportant step towards effective methods for dealing with
large systems.

4. EXPERIENCES OF USING THE PACKABGES

The packages have been used at ouvr departments at other
vniversities, and in industry. The early use of the packages
provided very good fesdback to their development. There has
bozen a continuous dialog between users and implementors at
all stages of the development. WVery valuable input was
provided by visitors to the department. They often had
different ideas on how to use the programs.

All staff members of the department and a large number of
the students: who have done ME and PhD dissertationsy have
used the packages. The programs have been used in soms of
our advanced coursaes and in ecourses for industrial
audiences. They are now being introduced also in eleamentary
courses. The bottleneck for this has been the availability
of a sufficient number of graphic terminals. By using the
packages it has bheen possibles to focus on concepts and ideas
in the lectures and to work with realistic examples with
considerable detail in exercises and projects.

The simulation language Simnon is used as a standard
language Ffor documsnting wmodels. The availability of a
library of realistic wmodels of different complexity is of
course very beneficial in teaching. Simnon has been used in
an interesting way in a forthcoming book on computer
controls Astvrdm and Wittenmark (122343, which makes extensive
use of simulation. All simulation results are implemented as
Macvros in Simnon which ars accessabls from the student
terminals. This means that the students may conveniently
check tha results and also look into effects of variations
of data. Simnon has also been used in many applied projscts
at the institute. A typical example is a study on modeling
and simulation of a wind turbines Bergman et al (19817,

We have found Idpac to be a wvery good tool to tesach
system identification. It is possible for the students to



1=

gain a lot of experience by working with real data. Idpac

has also been used in wmany industrial progects. Typieal
axamples are given in &strdm and Kallstrdm (19746) and
Kallstrdm and Astrdm (1921). Trouble shooting in the paper
industry has e.g. besn anothsyr interssting application area.
See lLundgvist and Nordstrdm (19200 and Johansson et  al
{17207

Similarly we have found that BSynpac is an excellent tool
for teaching LEBG design. The students can work with
realistic problems with reasonable effort. Synpac has also
been used to design control laws for digital flight control
systems. These contral laws have also been Fflight tested.
See Astrdm and Elgcrona (1974 and Folkesson =t al (19252).

The programs are used by a number of industries in Sweden
and to a limited extent outside Sweden. To spread khowlsdge
about the packages ws have given a numbsr of courses on the
use of interactive computing. It has bsen our expeariences
that the average engineer can use of the tools quite well
after a one week course. The macro facility is very useful
because it makes it possible to tailor a few special
commands for the standard nesds of each user.

7. FUTURE WORK

Computer aided design of control systems is still in its
early stages. Thare are a number of packages like ours. An
overview of some packages are found in Atherton (19313
Edgayv (19313 Ednunds (12773 Frederick (1732), Hashimoto
and Takamatsu (17213 Lammsns and van den Boom (17277)
Munvro (19772 Rosenbrock (1774 Tyssd (19212 and Wisslander
(177%by. More refershces are also found in these papers.
Special workshops and symposia devoted +to CAD  for caontrol
systems have been organized by IFAC, GE-RPI: awnd IEEE £SS.
See Mansour (19772 Leininger {17323y GSpang and Gerhart,
C19721)s Harget and PFPolaks (1782). Cowputer aided tools are
also popular in wmany other fields e.g. mechanical design and
VLSI design. The seminal work on computer graphics by Newman
and Sproull 19773 and the text Foley and van Dam (19523
contain much material and many rerersnces.

The field is in a state of rapid develaopment dus to an
increased understanding of the techrnology and the drastic
development of computer and graphics hardware. It is safe to
predict that future computer aided desigh tools will be much
more powerful than the packages described in this paper.
Some speculations on future development are given in this
sectian.
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The virtual memory reqguilrament for each package 1is less
than 1 Mbyte. A packagse can run on a computer having a
primary storage of 128 kbytses. They requirs fast floating
point operations for reasonable efficiency. The packages
could be implemsnted on a computer like the IBM personal
computer with an Intel 2057 floating point processor. A good
Fortran compiler is required to do this with a reasonable
effort.

The personal computers which are projgected to appear
within a few years have specifications like: a primary
mamory of =2 Mbytess a secondary memory 100 Mbytess a
computing speed of one megaflop/s and a price less than
20k$%. See Dertouzos and Mosess (172203, These computers are
also expscted to have a high resolution bit wmapped color
graphics display. With computers like this it is possible to
have single user work—stations with packages which are much
mare sophisticated than all our current packages. The
existence of computers like Apolles Lisas PERRD and Sun make
the predictions guite credible.

There has been a drastic development of the computer
output devices. A teletype is capable of writing at a speed
of 10 ch/s (110 Baud). A regular terminal connected to a
17.2 kBaud channzl can write a scresen i.e. 20 x 24 ch in a
second. & good vector graphics terminal can refresh up to
100G 0G0 long vectors or a million short vectors per second.
A high resolution bit mapped display may rafresh T12 x 512
pixel frames at rates of &0 frames/s (15 Mbit/s).

The input devices have unfortunately not developed at the
same2 rate. We still have ordinary keyboards. See Montgomery
C19E2). A very good typist may type at a rate of 2 ch/s. A
normal engineer types considerably slower. Pointing devices
like roll balls: mouses and touch panels have been invented.
These devices way perhaps be used to increass the input rate
indivrectly by combining the rapid output rate with feedback
via the picking device (dynamic menus). Speech input 1is
another possibility. There are however no indications of a
more drastic increass in the input rate.

Graphics has played a major vole in enginsering. The
first books used in enginesring education were books of
drawings of machines by Leonardo da Vinci. Graphical
reprasentations have been used extensively aver since.
Graphies in the forms of Bods diagramss Nichols chartss root
locis block diagrams and sigral flow diagrams are important
tools in classical control theory. Modern control theory has
however not been wmuch influenced by graphiecs. This can
partly be explained by lack of proper tools for graphics.



The situation wmay change drastically in the future because
good graphics hardware will be available at a reasonable
cost.

The_man-machine_interface

A high bandwidth information transmission is required for
att efficient man—maching communicatian. This implies a high
rate of transmission of symbols and & high information
content in each symbol. The user interfaces in our packages
were designed for teletypes combined with graphic terminals
having storage scresns and data rates of 4500 Baud. These
were the only tools available at reasonable cost when our
design was frozen. A storage scope is wvery limited. Curves
way be shown but they can wnot be erased individually. Bit
mappad graphics is faster and much more flexible. Individual
picture slements may be changed instantaneously. This makes
it possible to zoom: scoroll amd pan a picture. Color and
animation add extra dimensions. Imaginative use of color
graphics is still in its infancy in CAD packages for control
systems. Interesting ideas have been proposed by Polak
173z in connection with applications of optimization
techniques. Animation has not been used much. It is clear
that we have a lot to learn from designers of video gawes.
See Perry 2t al (1982,

The information content of sach symbol is related to the
sxpression power of the commands. Dur experience indicate
clearly the need for having a CAD language with considerable
gexpression power. It would be nice to describe all
operations using notations similar to those used in system
theory. An =xpression parser is neseded. Macros are very
useful to increase the efficiency of the man—-machine dialog.
More flexible contraol structures and more powerful commands
than those used in Intrac would be desirable. One possible
extension is the system Dslight which is based on the
language RATTLE developed by Nye et al ((1781). Other
possibilities arge to replace Intrac by languages with an
interactive implementation like Apl, Lisp or Logo or an
interpretive threaded language like Forth. See Winston and
Horn (12213 Abelsons (19223 and Koggess (17322,

Short form commands and default values are two simple
techniques for increasing the efficiency of the man—machine
dialog. More sophisticated technigues like conceptual

dependency are found in semantically oriented programs for
processing natural language. Ses  Schank (19753 and Schank
and Abelson (17773. It would be interesting to explore how
these ideas can be incorporated in CAD systems. Another
possibility is to have an operator comnunication which is
more oriented towards graphics. Interesting ideas in this
direction are demonstrated in Elmgvist (1922).
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The numerical algorithms for ths design primitives are
key slements in the software. There have been major advances
in numerical software for linear algebra over the past
vears. & substantial effort has gone into subroutine
packages such as Eispacks Garbow 2t al (19773 and Smith et
al ¢i?74£)y and Linpacks Dongarra et al (1979), which are now
available in the public domain. & similar effort has not yet
been devoted to the wnumerical calculations required for
analysis and design of control systemss although libraries
are maintained at many departments. The numerical problewms
that arise in automatic control avre however starting to
receive attention from humerical analysts. Ses van Doren
C12813y Hammarling (17223 and Laub» €1720). This is crucial
for the future development.

Most data processing in current packages is inspired from
numerical analysis. The powars of noh—numeric data
processing have not been exploited. It would be highly
desirable to have facilities for symbolic wmanipulation. This
can 2.9. be used for model simplifications geweration of

code for computing equilibrium points, generation of
simulation codes limearizations etc. If symbolic
manipulations are included it is also possible to generate
code for realization aof the control laws. Symbolic
calculations were not used in our packages because of the
limited computing facilities available. It is however

feasible in future packages.

When transfering our packages we have noticed that their
power increases considerably if an experienced user is
around. The possibilities of providing the packages with a
rule basad expert system or an advisory systems Barr and
Faigenbaum (17221, is therefore very appealing. It is an
intevesting research problem to find out if expert khowledge
in identificationy analysis and design of control systems
can be incorporated in the packages.

The source code for the smallest package described in
this paper is about 30 000 lines of source code. A future
package wmay be an order of magnitude larger. A good
programming environment and efficient software tools are
necessary to develop and wmaintain such systems. Fortran was
usad in our packages to make them portable. It is howsver
unlikely that future systems will be written anly in
Fortran.

Fortran libraries like Eispacks Linpacks (hopefully also
a control packagels and some graphics package will probably
be used. Although Intrac was written in Fortran it is not
convenient to do so. Pascal would be wuch wore conveniants
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particularly if we want to include formula manipulation and
the other featurses that we may expect in a future system. It
is thus likely that future systems will be implemented using
several programming languages. One indication of this is the
design package ISER-CSD which is written in Fortran and
Pascal. See Suleyman (1730). This system 1iss however:
restricted to one computer system.

Another possibility is to base the interaction on an
existing language with an interactive implementation like
Apls Lisp or Logo. Systems based on Lisp will bs extendable
automaticallys symbolic wmanipulations are also esasy to
implement. There are good pragramning environments for Lisp
which have beernn used to iwmplement very large systems.
NMatural language interfaces and expert systems ave also
aoften written in Lisp.

The programming language Adas Dod (17203 which will be
avalilable in a few years time 1is another interesting
alternative. The basic subroutine libraries can conveniently
be implemented as packages in Ada. A wide range of libraries
can be expected to bs available for Ada. Since Ada supports
the concept of tasks it will also be possible to apply ideas
fram concurrent programming. A good programming environment
which will be a substantial help in software development is
also planned for Ada. The deciding factor will probably
depend on how well Ada will be accepted.

Some computationss such as simulation and identifications
are qguite demanding computationally. The preoblem solving
would be more efficient and convenient if the the user could

perform several tasks like plotting: editing and report
writing in parallel. This wmode of operation is particularly
useful for a system with windowing. See Goldberg et al
1783,

Our packages were developesd from scratch. Future packages
may be expected to use ready made modulss to a much larger
extent.

Descriptions of control systewms problems require flexible
data structures. Many problems may be characterized in terms
of arrays only. Arrays will go a long way to describe linear
systems in sState space form and to describe sighnals. Many
problems can be solved using a watrix language like Matlab»
Moler (172303 and one of its extsnsion zmﬂﬁwxx. Walker et al
(1782). It is» howevers: clears that it is very useful to
also have polynomialss rational functions and good gensral
structurss for linear and nonlinear systems. In sowe cases
it is also wvaluable to describe syst=ms as hierarchical
interconnections of subsystems.
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For simple systems with only ons data typ=s like
matricess all data may be stored in a stack or in a simple
array. In our packages which used more sophisticated data
structures the data was stored in files. Dur experiences
indicate that it would be very uwuseful +to have a wmore
flexible system. It is probably a very good idea to build a
system around some general database system. The need far
multiple descriptions of a system is one special problem
which 1is conveniently solved using databases. A typical
example is when a systewm is represented both as a transfer
function and as a state equation. Small systems are not much
of a problem becausse it is =sasy to transform Ffrom one fovrm
to another. Such computations may howevsr be extensive for
large systems. To obtain a reasonable efficiency it is then

necessary to store the different descriptions. It may also
be desirable to have models of different complexity for the
sane physical objest as well as linearized models for

different operating conditions. Since it is very difficult
to visualize all possible combinations a priori it is a
useful to have a databass system which admits modifications
of the structure of the data.

In our packages we had to develap our own graphics
interface. A few simple routires which were compatible with
Tektronix 4010 systems were used. The situation will be much
better when standards like the Graphical Kermnel System (GKS)
or raster graphics extensions of SIGGRAPH Core materialize.

See Foley and van Dam (1%32) and Anon (1732).

2. CONCLUSIONS

Intevactive computing is a powerful tool for problem
solving. An engineer can cowme to the work station with a
problem and he can leave with a complete solution after a
few hours. The results are well documented in terms of
listings: text and graphs. The praoblem solver can obtain the
solution by himself without relying on programmers as
intermediaries. Ou v progscts have shown that the
productivity in analysing and dssigning control systems can
be increased substantially by using thess tools. We believe
that interactive computer aided design tools is one
possibility to make modern control theory cost effective.

Computer aided design of control systems is still in its
infancy. A small number of systems have been implemented in
a few places. There are many possible future developments
which are wmainly driven by the computer development.
Packages of the typs we have been axperimenting with can
gasily be fitted into the2 personal computers or work
stations that will be available in a few years time. The bit
mapped high resolution color displays that will be available
on these computers offer new possibilities for an efficisnt
man—machine dialog. With the drastic increase in computer
capacity: that is forth comings it is also possible to make
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much more ambitious projgescts. Applications of cowmputer aided
design alsa app=ar in many othsr branches of sngineering.
Cross fertilization betws=en the fields will most likely lead
to a rapid development.
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APPENDIX A — Idpac Commands

1. Utilities

CONY -~ Caonversion of data to internal standard format
DELET - Delete a file

EDIT - Edit system description

FHEAD - Inspect and change file parameters

FORMAT — Conversion of data to symbolic external form
FTEST - Check existence aof a file

LIST - List files

MOVE — Mave data in database

TURN - Change program switches

2. Graphic output

BODE — Plot Bode diagrams

HCOPY - Make hard copy

PLMAG - Magnify plot and allow changes of data
PLOT - Plot curves with linear scales

3. Time series operations

ACOF ~ Compute autocorrelation function

CcorF — Compute cross—correlation function
CONC -~ Concatenate time series

cuT - Extract a part of a time series

INSI — Generate time series

PICK - Pick equidistant time points

SCLOP - Do scalar operations on a time series
SLIDE - Introduce relative delays between time series
STAT - Compute

TREND - Remove a trend

VECOP - Do vector operations on a time seriess

4. Frequency response operations
ASPEC - Compute an auto spectrum

CSPEC - Compute a cross spectrum

DFT — Discrete Fourier Transform

FROP - Operate on frequency respanses
IDFT - Inverse Discrete Fourier Transform

5. Simulation and model analysis
DETER - Deterministic Simulation

DSIM - Simulation with noise

FILT - Compute a filter system

RANPA — Pick parameters from a random distribution

RESID ~ Compute residuals with statistical tests

SPTRF -~ Compute the frequency response of a transfer function
&. Identification

LS - Least Squares identification

ML - Maximum Likelihood identification

SGR - Least Squares data reduction

STRUC - Least Squares structure definition
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APPENDIX B - Modpac cowmmands

1. Utilities

AGR -
CONV .
DELET
EDIT -
FHEAD
FORMAT
FTEST
LIST -
MOVE -
TURN -

Edit an aggregate file

Conversion of data to internal standard format
Delete a file

Edit system description

Inspect and change file parameters

Caonversion of data to symbolic external form
Check existence of a file

List files

Move data in database

Change program switches

2. Graphic output

BODE -
HCOPY
NIC -
NYQ -
PLEV -
PLOT -

3. Matrix
ALTER -
EIGEN .
ENTER -
EXPAN .
MATOP -~
REDUC -
UNITHM .
ZEROM -

Plot Bode diagrams

Make hard copy

Display a frequency response in a Nichols diagram
Display a frequency response in a Nygquist diagram
Display eigenvalues etc in the complex plane

Plot curves with linear scales

operations

Alter eslements in a matrix

Compute eigenvalues af a matrix
Enter a matrix element by element
Generate a matrix from sub-matrices
Perform matrix operations

Extract a submatrix

Generate a unit wmatrix

Generate a zero matvix

4. Polynomial operations

POCONV -
POLY .
POLZ -
ZERPOL -

S. System
CONT -
KALD -
SAMP -
SPSS -
SSTRF1T -
SYST -
SYSTR -
TBALAN -
TCON -
TDIAG -
THESS -
TOBS .
TRFSS1T -

Polynomial image - polynomial file conversion
Genevrate or edit a polynomial

Compute and plot the zeroes of a polynomial
Create a polynomial from its zevoes

operations

Convert to continuous time form

Do a Kalman decomposition

Convert to discrete time form

Compute the fregquency response

Convert from state space to transfer function
Generate a system description

Do a general coordinate transformation
Transform to balanced form

Transform to controllable form

Transform to diagonal form

Transform to Hessenberg form

Transform to observable form

Convert from transfer function to state space
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APPENDIX C — Simnon commands

1. Utilities

EDIT — Edit system description

GET ~ BGet parameters and initial values

LIST - List files

PRINT — Print files

SAVE — Save parameter values and initial values in a file
STOP — Stop

2. Graphic output

AREA — Select window an screehn

ASHOW Plot stored variables with automatic scaling
AXES — Draw axes

HCOPY - Make hard copy

SHOW - Plot stored variables

SPLIT — Split screen into windows

TEXT - Transfer text string to graph

3. Simulation Commands

ALGOR — Select integration algorithm

DISP — Display parameters

ERROR — Choose error bound for integration routine
INIT — Change initial values of state variables
PAR — Change parameters

PLOT — Choose variables to be plotted

SIMU — Simulate a system

STORE — Ehoose variables to be stored

SYST - Activate systews



APPENDIX D - Synpac commands

1. Utilities

CONYV — Conversion of data to internal standard format
DELET - Edit system description

EDIT — Symbolic text editor

FHEAD - Inspect and change file parameters

FORMAT - Conversion of data to symbolic sxternal form
FTEST - Check existence of a file

LIST - List files

MOVE — Move data in database

TURN — Change program switches

2. Braphic output

BODE — Plot Bode diagrams

HCOPY - Make hard copy

NIC — Display a frequency response in a Nichols diagram
NYQ - Display a frequency response in a Nyquist diagram
PLEV - Display eigenvalues etc in the complex plane

PLOT - Plot curves with linear scales

3. Time series operations

CONC — Concatenate two time series

CORNO - Generate a correlated noise time series
cuT — Extract a part of a time series

INSI — Generate time series

PICK -~ Pick equidistant time points

SCLOP - Do scalar operations on a time series
STAT — Compute

VECOP - Do vector operations on a time series
4. Matrix operations

ALTER - Alter elements in a matrix

EIGEN - Compute eigenvalues of a matrix

ENTER - Enter a matrix slement by element
EXPAN - Generate a matrix from sub—-matrices
MATOP - Perform matrix operations

REDUC - Extract a submatrix

UNITM - Generate a unit matrix

ZEROM - Generate a zero matrix

5. System conversion and analysis

CONT - Convert to continuous time form

POLES - Compute the poles of a system

SAMP - Convert to discrete time form

SIMU - Simulate the time response of a system
SPSS - Compute the freguency response aof a system
SYSOP - Generate a system from its subsystems

SYST -~ Benerate a system description

TRANS - Convert a criterion from continuous time

to discrete time form

6. Design
FEEDF - Design feedforward control
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KALFI
LUEN

OPTFB
PENLT
PPLAC
RECON
REDFB

Compute a Kalman filter gain

Compute a Luenberg observer

Campute a linear guadratic state feedback
Reduce a penalty function to standard form
Pole placement for single input systems

State reconstruction for single input systems
Compute an output feedback
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APPENDIX

E - Commands in Polpac

1. Utilities

CONV -
DELET
EDOT .
FHEAD
FORMAT
FTEST
LIST -
MOVE -
TURN -

Conversion of data to internal standard format
Delete a file

Edit system description

Inspect and change file parameters

Conversion of data to symbalic sxternal form
Check existence of a file

List files

Move data in database

Change program switches

2. Graphics

BODE .
HCOPY -
LOCPLOT~
NIC -
NYQR =
PLEV .
PLOT =

Plot Bode diagrams

Make hard copy

Plot root locus diagrams

Plot Nichols diagrams

Plot Nyquist diagrams

Plot eigenvalues and allow editing
Plot curves with linear scales

3. System and polynomial operations

INSI -
POLOP

POLSYS
POLY =
POLZ =
SIMU =
SYSOP

Generate a data file

Evaluate algebraic polynomial expressions
Create a system file or a polynomial file
Generate or edit a polynomial

Compute and plot the zeros of a polynomial
Simulate a system

Build a system from subsystems

4. Analysis

PROP -
ROTLOC —
ROUTH -
TRFFR
TRFSIM -

Compute bandwidths rise times ervor coefficients
Compute the root locus

Compute and display Routh’s tableau

Compute frequency response of a transfer function
Simulate

S. Synthesis

DEADBE -
MIVRE -
POLPLA -

Dead-beat strategy
Minimum variance control
Paolynomial synthesis
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APPENDIX F

- Intrac commands

1. Input and output

READ -
SWITCH -
WRITE -

Read string or variable from keyboard
Utility command
Write string or variable on terminal

2. Assighment

DEFAULT -~
FREE -
LET -
STOP -

3. Control
FOR..TO -
NEXT V
LABEL L
GOTO L
IF..GOTO

4. Macro
END -
FORMAL
MACRO .
RESUME
SUSPEND

Assigh default values

Release assighned global variables

Assighment of variables and global parameters
Stop execution and return to 0S

of program flow
Loop

Declaration of label
Transfer control
Transfer control

End of macro definition
Declaration of formal arguments
Macvro definition

Resume execution of macro
Suspend execution of macro
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