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ABSTRACT

Least Squares Identification is considered from the Bayesian point of view. Necessary and sufficient condition for consistency almost everywhere is given under the assumption that the data is generated by a regression model with white and Gaussian noise.
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1. INTRODUCTION

The method of Least Squares (LS) has been treated by many authors, starting with Gauss. Mann and Wald (1943) were the first ones to apply it to time-series modelling, and also to prove its consistency for this case. Åström (1968) extended the consistency result to systems with an input, and Ljung (1976) has shown convergence and consistency under very mild conditions that e.g. include general feedback situations.

In the present paper a Bayesian approach to the identification procedure is used which gives a different type of result. The true system parameters are thus regarded random variables and not constants, which is usually the case.

The main result is necessary and sufficient condition for consistency a.e. for the LS-method in the Gaussian white noise case under a week condition. This is proved in a series of theorems, where the basic idea is that the LS-estimate is in the Gaussian case a conditional mean, and therefore converges a.e. according to martingale theory.
2. THE LEAST SQUARES IDENTIFICATION METHOD. NOTATIONS

Let a system with \( p \) outputs \( y(\cdot) \) and \( r \) inputs \( u(\cdot) \) be governed by the vector difference equation

\[
y(t) + A_1 y(t-1) + \ldots + A_n y(t-n) = B_1 u(t-1) + \ldots + B_m u(t-m) + v(t)
\]

where \( v(t) \) is some (vector) disturbance. Introduce

\[
\phi(t)^T = [-y(t-1)^T \ldots -y(t-n)^T \ u(t-1)^T \ldots u(t-m)^T]
\]

and

\[
\theta^T = [A_1 \ldots A_n B_1 \ldots B_m]
\]

To get a formal similarity with the filtering problem it is convenient to represent the unknown parameters as a vector. Therefore, introduce

\[
x = \text{col} \theta
\]

which is obtained by writing the columns of \( \theta \) under each other. This is of course not crucial, but it simplifies comparison with the well-known Kalman filter.

Then with

\[
\Phi(t)^T = \begin{pmatrix}
\phi(t)^T & 0 \\
\vdots & \ddots & \vdots \\
0 & \ddots & \phi(t)^T
\end{pmatrix}
\]

(1) can be written

\[
y(t) = \Phi(t)^T x + v(t)
\]

The weighted LS-estimate of \( x \) at time \( t \), \( \hat{x}_t \), is obtained by minimizing

\[
V_t(\xi) = E \left( \frac{1}{t-t_0} \sum_{s=t_0+1}^{t} \| y(s) - \Phi(s)^T \xi \|^2_W \right)
\]

with respect to \( \xi \).
Notice that for every diagonal $W$ the estimates will be the same as if $W$ is the identity matrix.

In treating consistency, the true system parameters are usually considered as constants, given once for all (but not known). Then each point $\omega$ in the sample space gives a certain realization of the noise sequence $\{v(t)\}$ (and of the input sequence $\{u(t)\}$ in case of random input), whereas the true system parameters are the same for every $\omega$. The concept "almost everywhere", a.e., then means "for almost every realization" for the particular system given. Ljung (1976) has given very general conditions for the LS-estimates to be consistent a.e. in the above meaning.

In the present paper, however, the true system parameters are considered as random variables. The choice of system is regarded as part of the experiment, and each realization starts by picking a system. Then, of course, the true system will probably not be the same in two different realizations. Each point $\omega$ in the sample space will thus give 1) the true system parameters and 2) a noise sequence. The sample space may be regarded as a product space, so that $\omega = (\omega_1, \omega_2)$, where $\omega_1$ determines the true system and $\omega_2$ determines the noise sequence. In order to get consistency, the sets in the $\sigma$-algebra generated by all the measurements should tend to be parallel to the $\omega_2$-axes as time tends to infinity, i.e. the variations caused by the noise should be averaged out.

With this point of view, the concept a.e. means "for almost every realization for almost every system". This must be remembered when comparing the results of this paper with other results.
The following additional notations will be used:

\( F_t \) - the \( \sigma \)-algebra generated by all measurements of \( y \) and \( u \) up to and including time \( t \)

\( F_{\infty} \) - the smallest \( \sigma \)-algebra containing \( F_t \) for every \( t \)

\( \hat{x}_t = E(x|F_t) \) - the conditional expectation of \( x \) given \( F_t \)

\( P_t = E((x-\hat{x}_t)^2|F_t) \) - the conditional covariance of \( x \) given \( F_t \)

\( 1_B(\omega) \) - the indicator function for the set \( B \) \((1_B(\omega) = 1 \text{ if } \omega \in B \text{ otherwise } 1_B(\omega) = 0)\)

\( P(B|F_t) \) - the conditional probability for \( B \) given \( F_t \)
3. GENERAL RESULTS

It is well-known (see e.g. Kalman (1960) or Jazwinski (1970)) that under very general circumstances the conditional mean is also the LS-estimate. This fact makes the following theorem interesting.

**Theorem 1:** Suppose that the distribution of the true parameters x has finite second moments. Then \( \hat{x}_t \) and \( P_t \) converge a.e. The limits are denoted by \( \hat{x}_\infty \) and \( P_\infty \).

**Proof:** According to theorem 9.4.5 in Chung (1968) the conditional mean of an integrable variable is a martingale that converges a.e. Now x has finite second moments and each component of the vector \( \hat{x}_t \) is a conditional mean. Moreover

\[
(P_t)_{ij} = E((x-\hat{x}_t)_i(x-\hat{x}_t)_j | F_t) = E(x_i x_j | F_t) - (\hat{x}_t)_i(\hat{x}_t)_j
\]

where the first term is a conditional mean and the second one has already been shown to converge. \( \square \)

In fact, Chung (1968) also shows that the limit \( \hat{x}_\infty = E(x | F_\infty) \) a.e. In the next theorem this limit is examined.

**Theorem 2:** With the assumptions of theorem 1, if M is the set \( \{\omega | P_\infty = 0\} \) then \( l_M \cdot \hat{x}_\infty = l_M \cdot x \) a.e. If \( P(M) = 1 \) then also \( \hat{x}_t \rightarrow x \) in \( L^2 \).

**Proof:** It is sufficient to consider the scalar case, since \( P_t \rightarrow 0 \) implies that all its diagonal elements tend to zero. Since \( M \in F_\infty \), \( E(l_M | F_t) \rightarrow l_M \) a.e. according to Lévy's zero-or-one law. Then

\[
E(l_M | F_t)^2 \cdot P_t \rightarrow 0 \text{ a.e.}
\]

But

\[
0 \leq E(l_M | F_t)^2 \cdot P_t = E(l_M | F_t)^2 \cdot E(x^2 | F_t) - E(l_M | F_t)^2 \cdot \hat{x}_t^2
\]
Now both terms of the right member are uniformly integrable since they are less than $E(x^2 | F_t)$ (a.e.), which is a conditional mean and thus uniformly integrable by martingale theory [Chung (1968), theorem 9.4.3]. Also both terms converge a.e. and so they must converge in $L^1$ [Chung (1968), theorem 4.5.4]. Then the left member converges in $L^1$ and a.e., and the limits must be equal, i.e. zero. This means that
\begin{align*}
E \left\{ E \left( \frac{1}{M} \left| F_t \right. \right)^2 \cdot E \left( (\hat{x}_t - x)^2 \left| F_t \right. \right) \right\} &= E \left\{ E \left( E \left( \frac{1}{M} \left| F_t \right. \right)^2 (\hat{x}_t - x)^2 \right| F_t \right) \right\} = \\
&= E \left( E \left( \frac{1}{M} \left| F_t \right. \right) (\hat{x}_t - x) \right)^2 \rightarrow 0
\end{align*}
so that
\[ E(\frac{1}{M} | F_t) \cdot (\hat{x}_t - x) \rightarrow 0 \text{ in } L^2 \]
and the last part of the theorem is proven. But Lévy's zero-or-one law and theorem 1 together imply that
\[ E(\frac{1}{M} | F_t) \cdot (\hat{x}_t - x) \]
converges a.e. The limit must be zero because it is in $L^2$. Then also
\[ \frac{1}{M} \cdot (\hat{x}_t - x) \rightarrow 0 \text{ a.e.} \]
which proves the theorem. \( \square \)

Remark: From the proof it is evident that the theorem can be applied component-wise.

These two theorems might also be used in connection with other identification schemes than the LS-method. Then it must be shown that the difference between the estimate and the conditional mean tends to zero. The conditional mean is unfortunately difficult to calculate in general. For the Gaussian case, however, it is equal to the linear LS-estimate, which is given by the Kalman filter equations.
4. MAIN RESULTS. THE GAUSSIAN CASE

The following theorem, given in Åström, Wittenmark (1971), couples the Kalman filter equations to the conditional mean. The weighted LS-estimate also satisfies these equations. Thus the theorem makes theorems 1 and 2 applicable to LS-estimation in the Gaussian case.

Theorem 3: (Åström, Wittenmark)
Suppose that the true parameter vector $x$ is Gaussian with a priori mean $m$ and a priori covariance $P_0$, $\{v(t)\}$ is a sequence of independent, equally distributed normal vectors with zero mean value and positively definite covariance $R$, and $x$ and $v(t)$ are independent for all $t$. Let the output vector of the system be generated by (1). Then the conditional distribution of $x$ given $F_t$ is normal with mean $\hat{x}_t$ and covariance $P_t$, where $\hat{x}_t$ and $P_t$ satisfy the difference equations

$$\dot{\hat{x}}_t = \hat{x}_{t-1} + K(t)[\gamma(t) - \Phi(t)^T \hat{x}_{t-1}]$$

(4)

$$P_t = P_{t-1} - P_{t-1} \Phi(t) [R + \Phi(t)^T P_{t-1} \Phi(t)]^{-1} \Phi(t)^T P_{t-1}$$

(5)

where

$$K(t) = P_{t-1} \Phi(t) [R + \Phi(t)^T P_{t-1} \Phi(t)]^{-1} = P_t \Phi(t) R^{-1}$$

(6)

and the initial conditions are $\hat{x}_{t_0} = m$, $P_{t_0} = P_0$.

Proof: For the single-input single-output case the proof is indicated in Åström, Wittenmark (1971). The extension to the multivariable case is straightforward.

It is well-known (see e.g. Åström (1968)) that the weighted LS-estimate is also given by equations (4)-(6) with the weighting matrix $W = R^{-1}$. Thus $\hat{x}_t$ minimizes $V_t(\cdot)$, so that $\hat{x}_t = \xi_t$ is the weighted LS-estimate.

Moreover, if $R$ is diagonal then $\hat{x}_t$ is also the ordinary LS-estimate, i.e. it minimizes $V_t(\cdot)$ for $W = I$. Since $R$
must be known it can also be made diagonal by a transformation of variables, and so it is no restriction to assume $R$ diagonal.

**Corollary 1:** Under the assumptions of the theorem and $R$ diagonal it follows from theorem 2 that the estimate $\hat{x}_t = \hat{x}_t$ is consistent a.e. and in $L^2$ provided $P_t \to 0$ a.e.

**Corollary 2:** Under the assumptions of the theorem

$$\sum_{s=t_0+1}^{\infty} K(s)K(s)^T < \infty \text{ a.e.}$$

which gives a lower bound to the convergence rate of $K(t)$.

**Proof:** By theorem 1 $P_t$ converges a.e. and

$$P_t = P_0 - \sum_{s=t_0+1}^{t} K(s)[R + \Phi(s)^T P_s \Phi(s)] K(s)^T$$

Now a condition is needed to guarantee that $P_t \to 0$. This is given in the next theorem.

**Theorem 4:** With notations and assumptions as in theorem 3 and $R$ diagonal

$$\{\omega | P_t \to 0 \} =$$

$$\{\omega | \sum_{s=t_0+1}^{\infty} [a^T \Phi(s)]^2 \text{ divergent for every constant column vector } a \neq 0. \}$$

To prove this the following lemma is needed.

**Lemma:** Let $\{P_t\}$ be a sequence of positively definite matrices such that $P_t \to P_\infty$ and $P_t - P_\infty$ positively semidefinite for all $t$. Then

$$P_\infty = 0 \iff a^T P_t^{-1} a \to_{+\infty} t \to_{+\infty} \text{ for every constant column vector } a \neq 0.$$

**Proof:** The proof is given in Appendix.

**Proof of theorem 4:** Theorem 1 gives $P_t \to P_\infty$ a.e. for some $P_\infty > 0$. The formula in theorem 3 for computing $P_{t+1}$ shows that $P_{t+1} - P_t \leq 0$ and so $P_t - P_\infty \geq 0$ for all $t$. Then the lemma gives
\[ P_t \to 0 \Rightarrow \tilde{\alpha}^T p_t^{-1} \tilde{\alpha} \to \infty \quad t \to \infty \] for every constant vector \( \tilde{\alpha} \neq 0 \).

Now equation (5) for \( P_t \) is equivalent to

\[
P_t^{-1} = P_0^{-1} + \sum_{s=t_0+1}^{t} \Phi(s) R^{-1} \Phi(s)^T
\]

so that

\[
\tilde{\alpha}^T (P_t^{-1} - P_0^{-1}) \tilde{\alpha} = \sum_{s=t_0+1}^{t} \tilde{\alpha}^T \Phi(s) R^{-1} \Phi(s)^T \tilde{\alpha} =
\]

\[
= \sum_{s=t_0+1}^{t} \left[ \tilde{\alpha}_1 \ldots \tilde{\alpha}_p \right] \left[ \begin{array}{cc} \varphi(s) & 0 \\ 0 & \varphi(s) \end{array} \right] \left[ \begin{array}{c} \frac{1}{r_1} \\ \frac{1}{r_p} \end{array} \right] \left[ \begin{array}{c} \varphi(s)^T \\ 0 \end{array} \right] \left[ \begin{array}{c} \varphi(s) \\ \varphi(s)^T \end{array} \right] \left[ \begin{array}{c} \tilde{\alpha}_1 \\ \tilde{\alpha}_p \end{array} \right] =
\]

\[
= \sum_{j=1}^{p} \sum_{s=t_0+1}^{t} \frac{1}{r_j} (\tilde{\alpha}_j \varphi(s) \varphi(s)^T \tilde{\alpha}_j)
\]

Thus

\[
\tilde{\alpha}^T p_t^{-1} \tilde{\alpha} \to \infty \text{ for every constant } \tilde{\alpha} \neq 0
\]

\[
\Leftrightarrow
\]

\[
\sum_{s=t_0+1}^{t} [\alpha^T \varphi(s)]^2 \text{ divergent for every constant } \alpha \neq 0
\]

since \( r_j > 0 \) for all \( j, 1 \leq j \leq p \).

This completes the proof.

Theorem 4 shows that in the Gaussian case (with \( v(\cdot) \) being white noise) the only condition needed for consistency a.e. is that

\[
\sum_{s=t_0+1}^{\infty} [\alpha^T \varphi(s)]^2
\]

be divergent a.e. for every constant vector \( \alpha \neq 0 \). This condition will be referred to as CC (Consistency Condition).
Now for simplicity consider single-input single-output systems. Then in the open-loop case CC is a condition on the input only, because to avoid divergence all components of the vector $a$ corresponding to $y$-components in $\varphi(t)$ must be zero, since $y$ contains also a white noise part. This fact is further discussed in Ljung, Wittenmark (1974). To see the relation between CC and the concept of persistently exciting consider the case $\varphi(t) = u(t-1)$. Then $u$ is persistently exciting of order one only if
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} u(t)^2 > 0 \]
whereas CC only demands that
\[ \sum_{i=1}^{\infty} u(t)^2 \]
diverges so that $u(t)$ may e.g. decrease to zero with increasing $t$.

In the closed-loop case CC gives a condition on the feedback. If it is linear and constant, it must be of such a high order that not all of its terms are components in the vector $\varphi(t)$. If it is time-varying it must not converge too fast to a linear and constant feedback of low order.

Example: (from Ljung (1974))
Consider the system
\[ y(t+1) + x_1 y(t) = x_2 u(t) + e(t+1) \]
with the time-varying feedback
\[ u(t) = f(t) y(t) \]
where $f(t) \to f$ as $t \to \infty$. Then with $a_T = [a_1 \ a_2]$ CC is
\[ \sum_{i=1}^{\infty} [a_1 + a_2 f(t)]^2 y(t)^2 \]
diverges for every $a \neq 0$. Now $y(t) \not\to 0$ because of the noise, so there must be a subsequence for which $\{y(t)^2\}$ is bounded from below. Thus CC is satisfied if
\[ \sum_{i=1}^{\infty} [f(t) - f]^2 \]
diverges.

For the case when the minimization of $V_t(\cdot)$ is restricted to
a finite set of parameter values this result and the consistency condition (CC) was shown in Ljung (1974), cf also Ljung (1976).

Finally the question of non-consistency will be treated. In order to conclude non-consistency a.e. it is not sufficient that \( P_\infty \), the \textit{a posteriori} covariance after all the measurements, is nonzero. But if the \textit{a posteriori} distribution is continuous and \( x \) is a constant, then with \( P_\infty > 0 \) the probability will be zero for the estimate to take any particular value, especially the true one. The fact that \( x \) is a stochastic variable, is however a complication. The next theorem treats non-consistency in the Gaussian case and couples it to \( P_\infty \) being non-zero.

\textbf{Theorem 5:} With the assumptions of theorem three

\[ P(P_\infty \neq 0, \quad \hat{x}_\infty = x) = 0 \]

\textbf{Proof:} As in theorem 2 it is no restriction to consider the scalar case only. According to theorem 3 the conditional distribution of \( x \) given \( F_t \) is normal with mean \( \hat{x}_t \) and covariance \( P_t \). Introduce the sets \( M_\gamma = \{ \omega | P_\infty < \gamma \} \) and \( M = \{ \omega | P_\infty = 0 \} \). Then

\[ P( |x-\hat{x}_t| < \varepsilon | F_t) = \frac{1}{\sqrt{2\pi P_t}} \int_{-\varepsilon}^{\varepsilon} e^{-s^2/2P_t} ds \leq \]

\[ \leq \begin{cases} 1 & \text{if } \omega \in M_\gamma \\ \frac{1}{\sqrt{2\pi P_\infty}} \cdot 2\varepsilon & \text{if } \omega \notin M_\gamma \end{cases} \cdot 2\varepsilon = k(\gamma) \cdot \varepsilon \text{ if } \omega \notin M_\gamma \]

Taking expectations on both sides gives

\[ P( |x-\hat{x}_t| < \varepsilon) \leq k(\gamma) \cdot \varepsilon + P(M_\gamma) \]

for all \( t > t_0 \). Now \( P(M_\gamma) \) can be made arbitrarily close to \( P(M) \) by choosing \( \gamma \) small enough.
But \( \hat{x}_t \to \hat{x}_\infty \) a.e. and so by Egorov's theorem (see e.g. Halmos (1950)) for any \( \delta > 0 \) there exists a set \( N \) with \( P(N) > 1 - \delta \) such that \( \hat{x}_t \to \hat{x}_\infty \) uniformly on \( N \). Then there is a \( T(\epsilon) \) so that

\[
\sup_{\omega \in N} |\hat{x}_t - \hat{x}_\infty| < \epsilon
\]

for all \( t > T(\epsilon) \).

This gives

\[
P(\hat{x}_\infty = x) \leq P(|\hat{x}_\infty - x| < \epsilon) \leq P(\{ |\hat{x}_\infty - x| < \epsilon \} \cap N) + \delta \leq P(|\hat{x}_t - x| < 2\epsilon) + \delta
\]

if \( t > T(\epsilon) \). Now the right member can be made less than \( P(M) + 3\delta \) for any \( \delta > 0 \) by choosing first \( \delta \), then \( \gamma \) to make \( P(M_\gamma) < P(M) + \delta \) then \( \epsilon \left( 0 < \epsilon < \delta / 2k(\gamma) \right) \) and finally \( t > T(\epsilon) \).

Thus

\[
P(\hat{x}_\infty = x) \leq P(M) = P(P_\infty = 0)
\]

Then

\[
P(\hat{x}_\infty = x, P_\infty \neq 0) = P(\hat{x}_\infty = x) - P(\hat{x}_\infty = x, P_\infty = 0)
\]

\[
= P(\hat{x}_\infty = x) - P(P_\infty = 0) \leq 0
\]

where the last equality is implied by theorem two. This completes the proof.

**Remark:** Theorems 2 and 5 together show that the sets \( \{ \omega | P_\infty = 0 \} \) and \( \{ \omega | \hat{x}_\infty = x \} \) can differ only by a null-set.

Theorems 4 and 5 should be combined to show different cases of non-consistency. A constant and linear feedback of sufficiently low order is of course one case, since then \( a^T \varphi(t) = 0 \) everywhere for some \( a \neq 0 \), so that CC is satisfied nowhere.
The only difficult cases are when the feedback converges too fast to a linear and constant one. Then the exact limit in convergence rate separating consistency from non-consistency will depend on the stability of the limiting closed-loop system.

Example (continued): Consider again the first-order example given above. If the closed-loop system is stable and

$$\sum [f(t)-f]^2$$

converges then $P_t \not\rightarrow 0$. But if the closed-loop system is unstable then $f(t)$ must converge faster in order to make

$$\sum [a_1 + a_2 f(t)]^2 y(t)^2$$

convergent, and the required convergence rate depends on how unstable the closed-loop system is, which in turn depends on $f$, $x_1$ and $x_2$. 

5. CONCLUSIONS

The two main ideas and results of this paper are 1) the way of looking at the true system as taken from a set of systems at the beginning of each realization and 2) the coupling of consistency and non-consistency for the LS-method to the divergence or convergence of a certain series (CC, the Consistency Condition). This condition is shown to be sufficient and necessary in the Gaussian white noise case. It may be interpreted as a condition that the input should "shake" the system long enough, in the open-loop as well as in the closed-loop case.

It is interesting to note that the theorems do not require any conditions on the stability of the systems, as do most results previously given. However, in showing consistency using CC, unstable systems seem to require a "less exciting" input than do stable systems.

As for extensions, the case with time-varying noise covariance could be treated. This would effect only theorem four and CC would include the noise covariance. Theorems one and two are given in a general form, but their possible application to other cases has not been investigated. However, theorem four may be used for any method containing a P-equation as in the LS-case.
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APPENDIX

Lemma: Let \( \{P_t\} \) be a sequence of positively definite matrices such that \( P_t \to P_\infty \) and \( P_t - P_\infty \) positively semidefinite for all \( t \). Then

\[
P_\infty = 0 \iff a^T P_t^{-1} a \to \infty \quad t \to \infty
\]

for every constant column vector \( a \neq 0 \).

Proof of the lemma: First suppose that \( P_\infty = 0 \). Let \( \lambda_t \) be the smallest eigenvalue of \( P_t^{-1} \). Then

\[
a^T P_t^{-1} a \geq \lambda_t a^T a \to \infty \quad t \to \infty
\]

for every constant \( a \neq 0 \), since all eigenvalues of \( P_t \) tend to zero.

Next suppose \( P_\infty \neq 0 \), and assume that it is diagonal. This is no restriction since it is symmetric and thus can be diagonalized. At least one of the elements of \( P_\infty \) must be non-zero, say the \((1,1)\)-element. Then put

\[
P_\infty = \begin{bmatrix}
\lambda_1 & 0 \\
0 & \ddots \\
0 & \ddots & \ddots
\end{bmatrix}
\quad \text{and} \quad
\bar{P} = \begin{bmatrix}
\lambda_1 & 0 \\
0 & \ddots \\
0 & \ddots & 0
\end{bmatrix}
\]

so that \( P_\infty \succeq \bar{P} \). Also introduce \( A_t = P_t - \bar{P} \) and \( \tilde{A}_t \) with

\[
A_t = \begin{bmatrix}
a_{11}^t & a_{12}^t & a_{13}^t & \cdots \\
a_{21}^t & a_{22}^t & a_{23}^t & \cdots \\
a_{31}^t & a_{32}^t & a_{33}^t & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\quad \text{and} \quad
\tilde{A}_t = \begin{bmatrix}
a_{11}^t & a_{12}^t & \cdots \\
a_{21}^t & a_{22}^t & \cdots \\
\vdots & \vdots & \ddots
\end{bmatrix}
\]

Then \( A_t \succeq 0 \).
Now

$$\det P_t = \begin{vmatrix}
\lambda_1 + a_{11}^t & a_{12}^t \\
\vdots & \ddots \\
a_{21}^t & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{vmatrix} =$$

$$= \begin{vmatrix}
\lambda_1 & a_{11}^t \\
\vdots & \ddots \\
a_{21}^t & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{vmatrix} + \begin{vmatrix}
a_{11}^t & a_{12}^t \\
\vdots & \ddots \\
a_{21}^t & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{vmatrix} =$$

$$= \lambda_1 \det \tilde{A}_t + \det A_t \geq \lambda_1 \det \tilde{A}_t$$

so that for the $(1,1)$-element of $P_t^{-1}$

$$\left( P_t^{-1} \right)_{11} = \frac{\det \tilde{A}_t}{\det P_t} \leq \frac{\det \tilde{A}_t}{\lambda_1 \det \tilde{A}_t} = \frac{1}{\lambda_1}$$

Thus with $a^T = \begin{bmatrix} 1 & 0 & 0 & \ldots & 0 \end{bmatrix}$

$$a^T P_t^{-1} a \leq \frac{1}{\lambda_1} a^T a \not\to \infty$$

as $t \to \infty$. 