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Evaluation of the DIAL technique for studies on NO\textsubscript{2} using a mobile lidar system

Kent A. Fredriksson and Hans M. Hertz

The DIAL technique for remote monitoring of nitrogen dioxide is evaluated. A comprehensive field test and evaluation program was performed to determine the measuring capability for this pollutant. The potential sources of error are discussed and these are analyzed for the mobile lidar system used in the work. This system employs a dye laser pumped by a Nd:YAG laser; a laser source which has improved the measuring accuracy compared with earlier work on nitrogen dioxide. The accuracies are found to be good enough for measuring needs in many studies on air pollution problems. A few typical examples of measurements from the field test program are given.

I. Introduction

The DIAL technique has proved to be useful for remote monitoring of atmospheric pollutants. Research teams have demonstrated measurements on several molecules, e.g., SO\textsubscript{2}, O\textsubscript{3}, NO\textsubscript{2}, H\textsubscript{g}, NO, C\textsubscript{2}H\textsubscript{4}, CO, H\textsubscript{2}O, and CH\textsubscript{4}.\textsuperscript{1} The lidar research within our group was initiated in 1975 and several early field tests were carried out.\textsuperscript{2} In 1979 a mobile lidar system was constructed which was presented in a detailed paper.\textsuperscript{3} The system was evaluated and tested for two and a half years and a summary report containing a number of conclusions was written.\textsuperscript{4} A paper focused on strategies and routines for DIAL measurements on SO\textsubscript{2} has also been presented.\textsuperscript{5} In this work the DIAL technique was analyzed with special regard to measurements on NO\textsubscript{2}. Several field tests and experiments to determine the measurement accuracies were made and examples from these are presented in this paper. Potential systematic errors and signal-to-noise ratios in DIAL measurements are discussed, and comparisons are made with the mobile system in practical applications.

The first DIAL experiments on NO\textsubscript{2} were made in 1973–74 by Rothe \textit{et al.}\textsuperscript{6} and by Grant \textit{et al.}\textsuperscript{7} In 1979 Baumgartner \textit{et al.}\textsuperscript{8} conducted a study on NO\textsubscript{2} in which the DIAL measurements were compared to a conventional point monitoring system. These early studies were all made with flashlamp-pumped dye lasers and, with respect to the high consumption of coumarin dyes in such lasers, it is not likely that such lasers can be used for routine measurements on NO\textsubscript{2}. In addition evaluations of the NO\textsubscript{2} measurement accuracy were presented, which were quite discouraging in view of the measurement needs (e.g., Ref. 9). NO\textsubscript{2} DIAL measurements were made by our group in 1976 employing a dye laser pumped by a nitrogen laser. The limitation in this case was the low laser pulse power, which made daytime measurements difficult. With the availability of Nd:YAG laser-pumped dye lasers, which we obtained in 1979, the practical aspects of the NO\textsubscript{2} DIAL technique were improved. It is now possible to do daytime measurements of source emissions, background concentrations, and concentrations in metropolitan areas, and the detection limits and accuracies of the remote sensing is comparable with those of conventional point monitoring instruments.

II. NO\textsubscript{2} Pollutant

During the last few decades nitrogen oxides have emerged as one of our major air pollution problems. The emissions of nitrogen oxides were estimated to have doubled in the major Swedish cities from 1960 to 1980. Except for their direct toxicity, they cause acidification of water, play an important role in the formation of photochemical smog, and are active in atmospheric chemical reactions.

The nitrogen oxides are emitted primarily from three types of source: the burning of fossil fuels, industrial processes at nitric acid plants, e.g., artificial fertilizer plants and explosives plants, and motor vehicle traffic. The bulk of the nitrogen oxides (NO\textsubscript{x}) is emitted as the nontoxic compound NO, which is formed in high temperature reactions between nitrogen and oxygen. When NO is emitted into the atmosphere, it is oxidized...
with O₂ and O₃ to NO₂. The reaction with O₃ is nearly instantaneous, whereas oxidization with O₂ is slow and depends strongly on the NO concentration. The half-life of 1-ppm NO is ~100 h and of 0.1 ppm ten times longer. In the atmosphere the NO and NO₂ are engaged in a complicated set of reactions forming compounds such as HNO₂, HNO₃, and NO₃. The complex NO chemistry is currently under investigation by many groups.

It has been shown that NO₂ causes plant injuries at concentrations below 500 μg/m³ and may cause difficulties in breathing at 200 μg/m³. Some investigations connect the increased occurrence of cancer in metropolitan areas with NO₂. In rain, the gas is dissolved in water forming nitric acid, which has been found to substantially contribute to the acidification problem.

III. Differential Absorption Lidar Technique for Measurements on NO₂

The principle of the differential absorption lidar (DIAL) technique has been described before (e.g., Ref. 11). In this paper the theory is briefly outlined and the details which are important for the accuracy in the practical work are discussed more thoroughly.

In a DIAL measurement the lidar return, backscattered from the atmosphere or a target and collected via a telescope, is studied at two or more wavelengths. The power $P$ of the lidar signal for a wavelength $X$ from a telescope, is studied at two or more wavelengths. The evaluation of the DIAL measurement is made by dividing the two lidar signals for each distance $R$ at the distance $R$ can be expressed in a simplified form as

$$P_x(R, AR) = C(R)W_{ab}N(R)R$$

$$\times \exp \left[ -2 \int_0^R [\sigma(\lambda)n(\tau) + \sigma_2N(\tau)]d\tau \right]. \quad (1)$$

In this equation $C(R)$ is a system function, $W$ is the transmitted laser pulse power, $\sigma_2$ is the average backscattering cross section of the $N(R)$ scattering objects per unit volume, and the exponential is due to the attenuation by molecules, $n(\tau)$, and particles, $N(\tau)$, with absorption cross sections $\sigma(\lambda)$ and $\sigma_2$, respectively. When NO₂ is studied, the lidar signal at a wavelength of the absorption spectrum in the blue region, typically 448.1 nm, is measured. A reference measurement is made at a close-lying wavelength, e.g., 446.8 nm, where the absorption cross section for the gas is much lower. Since there are no atmospheric gases with interfering absorption spectra in this spectral region, it is in practical cases sufficient to measure at two wavelengths. The evaluation of the DIAL measurement is made by dividing the two lidar signals for each distance $R$:

$$\frac{P_{\text{ref}}(R)}{P_{\text{abs}}(R)} = C' \exp \left[ -2 \int_0^R [\sigma(448.1) - \sigma(446.8)]n'(\tau)d\tau \right], \quad (2)$$

where $C'$ is a new system constant, $\sigma(448.1)$ and $\sigma(446.8)$ are the absorption cross sections at the wavelengths studied, and $n'(\tau)$ is the NO₂ concentration at the distance $\tau$, which is the integration parameter in the integral. The quotient will decrease at the distances where the gas is present and the slope is determined by the concentration.

From the DIAL equation, Eq. (2), the mean concentration of NO₂ is calculated for range intervals $R_2-R_1$ according to the equation

$$n'(r) = [2(R_2 - R_1)[\sigma(448.1) - \sigma(446.8)]^{-1}$$

$$\times \ln \frac{P_{\text{abs}}(R_1)P_{\text{ref}}(R_2)}{P_{\text{ref}}(R_1)P_{\text{abs}}(R_2)} \quad (3)$$

The range interval is swept with the distance $R$ to obtain the concentration profile along the measurement direction. The selected length of the range interval in the calculation, which is the distance resolution in the measurement, depends on the physical situation in the study. When a distinct plume is measured, 10 m can be appropriate, but when an ambient air concentration is studied an interval of several hundred meters is chosen. The detection limit in a DIAL recording can be expressed as the measurable concentration multiplied by the range interval in mg/m³ · m or ppm · m.

The accuracy in a DIAL measurement depends directly, according to Eqs. (2) and (3), on the accuracy in the determination of the differential absorption cross section of the gas at the two wavelengths. In the case of NO₂ this factor, which also demands an accurate knowledge of the measurement wavelengths, can be reduced to a minor source of error. When gases such as NO and Hg with narrow absorption lines in the UV region or gases with spectra in the IR region are measured, the determination of the cross section can be of crucial importance for the accuracy.

In the ideal case the DIAL equation has no distance dependence except for the dependence on the NO₂ concentration along the measurement direction, which is expressed by the integral in Eq. (2). In the actual situation this is not always the case and there may be another differential distance dependence in the lidar signal at the two wavelengths. This dependence, which can be described by $C'(R)$ in Eq. (2), might cause a systematic error in the measurements. The sources for such a dependence will be discussed here, and in the following sections our special system and applications of the technique will be discussed in this respect.

A very important detail to consider in a DIAL system is the overlap of the transmitted laser beam with the telescope field of view. The overlap generally has a distance dependence, which is included in the system function $C(R)$ in the lidar equation. In principle a slight misalignment of the laser beam compared to the telescope gives no systematic error in a DIAL measurement but merely reduces the signal-to-noise ratio because of the lost efficiency in the detection. However, if one of the two wavelengths has a different overlap with the telescope field of view compared with the other wavelength, a systematic error is introduced. It can be difficult to align the two laser beams exactly if different laser sources are used for the two wavelengths, but even if the same laser is used, differences in the beam direction may occur. Prisms and other wavelength dispersive elements in the laser beam path in the system are a potential source of differential misalignment. For
close-lying wavelengths these effects are normally very small, and with a field of view somewhat larger than the laser beam divergence the problem is negligible. However, in measurements at short distances it is also essential that the spatial intensity distribution of the laser beam be the same for the two wavelengths, since the telescope field of view is limited at short distances. In a coaxial lidar the backscattering at short distances is partly blocked by the folding mirror in the telescope, and thus the overlap will depend on the spatial intensity distribution of the beam. This effect is more important if the two laser beams are generated by different sources. When frequency shifting crystals are employed, e.g., in DIAL measurements on O\textsubscript{3} or SO\textsubscript{2}, the spatial distribution is changed, and then the same differential effect exists even with a single-laser source.

The reduced overlap of the laser beam and the telescope field of view at shorter distances is sometimes referred to as geometrical compression of the lidar signal, and the dependence can be described with an overlap or crossover function\textsuperscript{12–15} By changing the overlap function the dynamic range of the signal can be reduced. However, in a DIAL system the effect must be dealt with carefully to avoid systematic errors.

In some cases a topographic target can be utilized to increase the measurement range in a DIAL study. Then a similar problem may appear if the topographic target is nonuniform and if the laser beam cross section is not exactly the same for the two wavelengths.

In the division of the two lidar expressions leading to Eq. (2) it is assumed that the backscattering function $\sigma_b N(r)$ and the attenuation exponential are exactly the same except for the NO\textsubscript{2} dependence. This presumption is true on the average, since there is, in practice, no strong wavelength dependence in the backscattering and there are no interfering absorbing gases at the studied wavelengths. The scattering and attenuation from particles generally have a smooth wavelength dependence as they are well distributed over different sizes and shapes. However, each single lidar signal is unique and reflects the time-varying atmospheric conditions. Thus, one pair of lidar signals should be measured at the same time or at least within tens of microseconds to fulfill the requirements for Eq. (2), and this in turn usually requires two laser sources. If only one laser is used and the lidar signals are separated in time, some period of signal averaging is needed to give comparable recordings. Practically, this means that the laser is alternately tuned to the two wavelengths and with a 10-Hz laser the signals are then 0.1 sec apart. In this work we have shown that this procedure does not cause any difficulties in most measurements on emissions or the ambient air. Some period of averaging is needed anyway to gather enough statistics and to perform a measurement which is representative for the pollution situation.

However, the averaging itself may be a systematic source of error. Generally the lidar signal in the form of Eq. (1) is averaged, but the NO\textsubscript{2} concentration is proportional to minus the logarithm of the signal. When a stable atmospheric situation is present no error is introduced, but if the concentration varies greatly a lower value than the actual mean concentration will be measured. The remedy for this is to avoid measurements of fluctuating high concentrations. If, for example, the flow of a stack plume with high concentration of the studied gas is to be measured, the measurement should be made at some hundred meters from the source, where the plume has spread somewhat and the concentration is lower. Alternatively the logarithm of the signal can be taken before the averaging. In this work the latter technique was not applied but it will be tested in the continuing study. A similar error can occur if the relative power of the two laser beams changes during the averaging. This is not likely to happen in a single-laser system measuring NO\textsubscript{2}, but in a system with two lasers or if optical frequency shifting is employed in, e.g., SO\textsubscript{2} measurements, it has to be considered. The effect is of special importance when studying an inhomogeneous atmosphere, e.g., in an industrial area with several diffuse particle plumes.

The DIAL equation, Eq. (2), is based on the assumption that the lidar signals are made up of single-scattering events in the atmosphere. However, in high-turbidity atmospheres multiple scattering contributes considerably to the collected lidar signals, which can introduce a systematic error. When a gaseous content in a dense plume is measured, Eq. (3) then implies a too-low value for the concentration, since the lidar signal representing the distances behind the plume [$R_2$ in Eq. (3)] is to some extent made up of multiple scattering in the plume. The remedy is to avoid measurements in the dense plume and measure the spreading plume instead. The same source of error appears in studies on distributed gases in very hazy and foggy atmospheres which makes measurements difficult. The multiple scattering can be partly discriminated by placing a polarizer in the detection system, taking advantage of the fact that the plane polarization of an incident laser beam is retained only in the single scattering from spherical particles.\textsuperscript{16,17} To our knowledge there have been no systematic studies of such a detection scheme in DIAL measurements, but we plan to test the technique in our continuing work.

Linearity of the signal detection system is essential. In principle a photomultiplier tube, which is used for the detection of the returning light, does not give a signal strictly proportional to the detected number of photons. The nonlinearity is worse for strong signals and must be compensated for. This can be done after the averaging if the signal does not fluctuate appreciably. For weak lidar signals the detection signal is very nearly linear. In nighttime measurements the background level can be extremely low and then a weak signal can be captured in a linear photon counting manner. The transient recorder of the lidar system must be carefully adjusted for a linear response, and it is also essential that the triggering of the recorder is exact. If the gain of the photomultiplier tube is modulated or gated, which it often is to increase the dynamic range of the detection system, it is also important that the modulation be synchronized with the laser pulse.
IV. Mobile System for NO$_2$ DIAL Measurements

A mobile lidar system was constructed in 1979 at the Chalmers University in Gothenburg, which at that time was the base for our activities. Figure 1 is a schematic diagram of the system, which has been described in a detailed paper. Some basic parameters for the lidar system are given in Table I. Here we will only discuss the details which are of special interest in applications of the DIAL technique for measurements on NO$_2$. The accuracies of the technique, which were determined in this work, are typical for those attainable with a dedicated mobile NO$_2$ DIAL system intended for measurements performed on a routine basis. In some cases the accuracies and especially the measurement ranges may be further improved, but we think that this work is a useful example, which describes the technical and practical capability in routine work on air pollution.

The Nd:YAG laser-pumped dye laser of the mobile system is wavelength calibrated by studying the absorption spectrum of NO$_2$ in the wavelength region in question. The calibration routine is simple, employing a gas cell which contains a mixture of NO$_2$ and N$_2$ at atmospheric pressure, and the procedure is run through before each study. The linearity of the wavelength scale of the laser has also been checked with a monochromator and recently a hollow cathode discharge unit has been included for very precise calibration employing the optogalvanic effect. The spectrum of neon has been utilized for calibration in the 560–600-nm wavelength region, and we are planning to apply a similar technique to other parts of the visible spectrum.

The rapid wavelength tuning of the dye laser, which changes the wavelength between each shot, is made with a rotating eccentric wheel coupled to the grating of the laser. The laser is fired when the wheel and the tuning angle of the grating are at preset positions. The wheel is turned by a stepping motor with a resolution of 400 steps/revolution.

In the calculations of NO$_2$ concentrations the absorption cross sections measured by Woods and Jol-
liffe18 are employed. Since the spectral bandwidth in these measurements was larger than the bandwidth of the laser in our system, we have made some complementary tests.

To confirm the accuracy in the DIAL measurements, the studies of the differential NO$_2$ spectra were made in a similar way as for an ordinary DIAL recording with exactly the same equipment. A gas cell with 6 g/m$^2$ of NO$_2$ in N$_2$ at atmospheric pressure was put into the laser beam before entering the output optics of the system. The backscattered lidar signal from the atmosphere at a close distance was collected while the computer shifted the wavelength between each laser shot as in a DIAL recording. The wavelength shift was 1.3 nm, which is the usual shift in our NO$_2$ measurements. The DIAL signal was calculated for different pairs of wavelengths in the region of interest. The measurement points were altered by the basic setting of the dye laser grating, whereas the preset positions of the rapid wavelength shifting unit were the same throughout the test. The interval between the points was chosen to be 8 or 16 pm, which is of the same order of magnitude as the bandwidth of the laser. Additional tests were made to study the small interference effects of the laser intensity which were introduced by the gas cell windows. In this simulation of a DIAL measurement all uncertainties in the differential absorption cross-sectional value were exploited. The differential spectral dependence was compared with the spectrum of Woods and Jolliffe. The conclusion from the study is that the parameter of the differential absorption in our NO$_2$ measurements is 8.3 (0.5) cm$^{-1}$ atm$^{-1}$. The error limit also includes the uncertainties in the wavelength calibration and the rapid wavelength shifting system, which together were <0.1 nm. It is possible to further increase the accuracy by determining the exact wavelengths in the measurement, which will be done by optogalvanic calibration.

Since the two laser beams are generated by the same laser and transmitted through the same optical components before leaving the system, they are collinear and there should be no distance dependence in the system parameter C' in Eq. (2). However, there are wavelength dispersive elements in the dye laser and there are two right-angle prisms in the beam path, where the beam might deviate from an exact perpendicular incidence, giving rise to a small wavelength dependence in the beam direction. These effects have been calculated and studied in the practical work and they are found to be negligible at distances larger than 200 m. To make doubly sure, the aperture in the telescope is kept wide enough so that the telescope field of view is somewhat larger than the laser beam divergence. This can be easily checked and adjusted during the measurements. At distances shorter than 200 m we have observed a wavelength dependence of the lidar signal which varies with the precise adjustment of the laser beam direction. A slight misalignment of the two beams or a small difference in the intensity distribution may give a distance dependence since the overlap function of the beam and the telescope field of view may then change drastically. In NO$_2$ measurements it is possible to carefully adjust the beam direction and avoid this problem with our system. However, in a typical routine measurement such a precise adjustment is not done. In an SO$_2$ or O$_3$ DIAL measurement involving different optical components for the two beams, the problem is more difficult to solve.

The photomultiplier tubes in the system are the EMI 9817 type and the units were selected to give a more linear response than average tubes. The one used in this work is equipped with a dynode chain which can be modulated to increase the dynamic range of the measurements. The linearity of the detection system was found to be very good when tested with optical neutral density filters. Furthermore, the fact that the laser power on the two wavelengths is always kept equal ensures that there is no source of systematic error due to any nonlinearity. These tests also involved the transient recorder of the system, a Biomation 8100 unit, which needed an accurate adjustment in order to make it linear when it was included in the system. Since this unit has a dynamic range of 256 steps (8 bits) only, the modulated gain of the photomultiplier tube is essential. In the single-photon detection domain for weak lidar signals it is important that each detected photon gives rise to a few steps. The transient digitizer might otherwise introduce systematic errors in the form of irregularities in the averaged lidar curve.

The transient recorder is triggered by a pulse generator which also triggers the Q-switch of the Nd:YAG laser. There is an adjustable delay from the trigger pulse to the Q-switch pulse and therefore the signal of the PMT can be stored 200 nsec before the laser is fired. Thus, each captured lidar signal contains a distinct start indication coming from laser beam scattering by the output optics. From these indications it is ensured that the triggering of the transient recorder is exact. In the evaluation of the measurement results the time scale is automatically compensated for the time delay in the recorded data. The triggering of the PMT gain modulation, which in turn is made by the transient recorder, and the shape of the modulation pulse have also been carefully examined and were found to be very reproducible.

Tests were made to determine the signal-to-noise ratio in the NO$_2$ DIAL measurements. The laser power was comparatively low, 1–2 mJ/pulse, and the studies were made in different industrial and urban environments. In one of the tests the DIAL wavelengths were changed from the absorption and reference wavelengths to two close-lying wavelengths with the same interval, but with an equal NO$_2$ absorption cross section. We averaged 280 pairs of lidar signals and the DIAL signals were calculated as in an ordinary NO$_2$ measurement. The program routine for concentration calculations was applied to the result with the differential absorption cross-sectional value normally used, 8.3 cm$^{-1}$ atm$^{-1}$. The absolute value of the result is an indication of the absolute error in a concentration determination. The recordings also provide information on systematic errors in the DIAL measurements. Figure 2 is a diagram of results from the studies. The absolute statistical error is plotted as a function of the distance for two typical
measurement situations, a dry day with a blue sky and a dry day with a cloudy sky. The visibility was estimated to 10 and 4 km, respectively. The systematic error, which is not included in Fig. 2, was found to be very low; much less than the statistical error at the longer distances and definitely <3 mg/m² below 1 km. The uncertainty in the exact differential absorption cross section gives, in addition, an accuracy limit of 6%. From the investigations we conclude that the absolute error in a 1-min NO₂ measurement at a distance of 1 km on a dry day with a cloudy sky is 10 mg/m², and the accuracy is 6%. The corresponding figures for a measurement with a clear sky background are 13 mg/m² and the same accuracy. In some cases when the sky is bright, the lidar can be directed against some distant target to reduce the background light and improve the result. The examples of the statistical error given here are typical for most of the measurement situations studied in this work. In industrial environments with several diffuse plumes and when there is fog, rain, or snow, the signal-to-noise ratio can be worse and there are even uncommon weather conditions when it is not meaningful to do DIAL measurements at all. On the other hand, on clear nights when the background light is extremely low the results can be improved a great deal at the larger distances. Improvements are also made with more laser power, but then at the cost of larger safety ranges, which in some cases can be a restriction.

V. Examples of NO₂ Measurements

During a two and a half-year period the capabilities of the mobile lidar system were extensively investigated in a number of field tests. Measurements were performed in many different measurement situations and a variety of measurement strategies were employed. A few examples of DIAL measurements on NO₂ in industrial and in urban areas will be given here.

Figure 3 shows a daytime NO₂ measurement in a direction through a spreading plume from a nitric acid plant. The lidar system was placed 400 m from the plume. The two diagrams to the left show the back-scattered lidar signals at the absorption and reference wavelengths on a logarithmic scale as a function of the distance. We averaged 1100 lidar signals for each of the two curves. The slightly increased signal at 400-m distance is due to particle emissions from another nearby industry. The calculated DIAL signal is displayed at upper right. The evaluation of the concentration, shown in the fourth diagram, was made with a distance resolution of 50 m. From this diagram the noise level is estimated to be 4 mg/m² at 500-m distance. The systematic error due to the linear averaging of the lidar recordings, which was discussed in a previous section, is <3%. According to this and the tests performed and discussed in this work the accuracy in the measurement is within 8%.

A charting of the spreading plume is shown in Fig. 4 based on several measurements of the same type as those shown in Fig. 3. The direction for the vertical section is given by the x axis of the diagram. To determine the flow in the plume, which is a very important DIAL application, the NO₂ content in the vertical section of the plume is integrated. Mathematically this means that the concentration is integrated with the distance and for the different vertical directions of the beam. While a charting of the type shown in Fig. 4 takes some time to make, it is possible to do a rapid measurement of the integrated content, since all lidar
data are then averaged and a good enough signal-to-noise ratio is achieved more quickly. This measurement technique is further discussed in Ref. 5. The integration of the NO$_2$ concentration in Fig. 4 yields 1.8 (0.2) g/m$^3$. The wind speed was 5.6 m/sec, which was measured by an anemometer at the plant, and the angle between the plume and the laser beam was given by the lidar to be 30°. This determined the NO$_2$ flow to be 5.0 (1.0) g/sec or 18 (4) kg/h, where the accuracy is mainly limited by the uncertainty in the wind-speed value. In this field test the concentration was measured at different distances from the source. We could then observe differences which we attributed to transformation of NO to NO$_2$. Besides doing regular measurements of flows of NO$_2$ the subject of atmospheric transformation is an interesting topic where the DIAL technique can be useful.

Motor vehicle traffic is an important source of NO$_2$. This makes measurements in city streets interesting. The lidar technique has some distinct advantages compared with conventional *in situ* instruments. Such instruments take samples and the sampling procedure may influence the concentration, and further they might accidentally be placed where sudden local maxima make the measurements nonrepresentative. DIAL measurements are performed over several hundred meters, which makes them less sensitive to local fluctuations. It is possible to chart the concentration in a large volume around and/or above the street, which would require a large number of point measuring stations. The diagrams in Fig. 5 show results from measurements during one day on a main street of a medium-size Swedish town. The laser beam was directed along the street and measurements were performed at two different heights (5–15 m and 20–60 m). The average concentrations were evaluated over a 500-m path. In the lower diagram a series of 2-min measurements at the lower height is displayed. To investigate the statistical fluctuations of the concentration the study was performed as four sequential 1-min measurements. The first and third measurements were averaged and likewise the second and fourth measurements. The averaged 2-min measurements are plotted in the diagram. The difference between two such measurements is then due to a combination of changes in the NO$_2$ concentration in the atmosphere and the statistical noise in the lidar signal. From the diagram it is inferred that the sum of these changes and the statistical noise in this case was <6 pg/m$^3$. The statistical error is then certainly lower than the one discussed in the previous section. In the upper diagram in Fig. 5 the measurements in the study have been averaged for intervals of 1 h in order to give representative values for the concentration. It is obvious that the increased traffic in the late afternoon influences the pollution level.

Figure 6 shows the results of another day of DIAL measurements on a street. The measurement object was a street in Gothenburg, which carries a comparatively heavy traffic load with many diesel trucks. The day was sunny with light winds until 3 p.m. when a
The monitoring of diffuse and source emissions is exemplified in this paper but there are certainly more.

The emphasis is put on the determination of the accuracy in DIAL measurements on NO$_2$ gas in urban areas and especially along city streets. The gas is an important component in traffic-generated pollution, and there are advantages in using a DIAL system to chart the gas in urban areas and especially along city streets. Not least, the remote measuring technique has applications in research into air pollution problems.

The supporting and encouragement from G. Persson, National Environment Protection Board, and S. Svanberg, Lund Institute of Technology, is gratefully acknowledged. The grants for the work were provided by the Swedish Environment Protection Board and the Swedish Space Corp.

References


