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You never count your money
when you are sitting at the table

there will be time enough for counting
when the dealing is done

Kenny Rogers – The Gambler
1978

yogasthah. kuru karmān. i
saṅgam. tyaktvā dhanam. jaya

siddhi-asiddhyoh. samo bhūtvā
samatvam. yoga ucyate

Perform your actions firm in yoga,
abandoning attachment, O Dhanamjaya,

with indifference to success or failure!
This state of equanimity is called Yoga.

Bhagavad Gita, chapter 2, verse 48
2nd century BCE
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Abstract

Increased understanding of the pumping mechanics of the heart are of great importance
to develop diagnostics, treatment and prognostics for cardiovascular diseases. Blood flow
in the heart is connected to its anatomy and function, and may therefore be a sensitive
marker of cardiac health and disease.

Therefore, the aim of this thesis is to develop and validate methods for quantifica-
tion and visualization of intracardiac blood flow measurements using 4D phase contrast
magnetic resonance velocity mapping (4D PC-MR). The thesis, which is based on five
papers, aims to 1) validate measurement accuracy, 2) investigate vortex ring formation in
the left ventricle (LV), and 3) evaluate and improve visualization of flow.

For aim 1), 4D PC-MR stroke volume (SV) measurements in the aorta and main
pulmonary artery were validated against 2D PC-MR at 1.5T and 3T, using two different
4D PC-MR sequences, one accelerated using SENSE and the other using k-t BLAST
(Paper I). SENSE measurements showed good accuracy and measurements at 3T com-
pared favorably to 1.5T. The k-t BLAST measurements showed a too high bias to be
used for SV quantification.

Furthermore, a phantom setup for validation of 4D PC-MR against independent
measurements by particle imaging velocimetry (PIV) and planar laser-induced floures-
cence (PLIF) was developed and constructed (Paper II). The developed flow phantom
showed excellent stability (R2 = 0.96, bias −0.06 ± 0.70 cm/s), making it suitable for
validation of 4D PC-MR measurements. Validation of 4D PC-MR velocities against PIV
show good agreement for mean velocities, but 4D PC-MR underestimates peak veloci-
ties by 8-25%. Vortex ring volume (VV) measurements with 4D PC-MR showed good
agreement with PLIF. However, vortex ring mixing ratio (MXR) showed poor agree-
ment. Due to possible differences between the phantom setup and in vivo vortex ring
formation, further studies are needed to determine if MXR can be measured under in
vivo flow conditions.

For aim 2), a new method for quantification of vortex ring formation in the left ven-
tricle using Lagrangian Coherent Structures was developed and implemented in software
(Paper IV). Vortex ring volume was quantified in 15 healthy volunteers and 15 patients
with heart failure. The vortex ring occupied 51±7% of the LV blood volume in healthy
volunteers, but only 26 ± 5% in the patients (p < 0.001). This suggests that a larger
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volume of blood is static in the LV of the patients, with an associated increase in the risk
of thrombus formation (Papers IV and V).

The vortex ring mixing ratio (MXR), defined as the amount of blood pulled into the
vortex ring due to its rotation divided by the total volume of the vortex ring, was also
quantified in healthy volunteers and heart failure patients (Paper V). MXR was higher in
the patients compared to the volunteers (33± 7% vs 19± 7%, p < 0.001).

For aim 3), a new method for visualization of 4D PC-MR blood flow measurements
was developed and implemented in software. The new method, called Volume Tracking
(Paper III), allows visualization of the motion of a blood volume through the heart.
Volume Tracking gives incremental information about the blood flow compared to earlier
used methods, e.g. by revealing a complex blood flow pattern in the right ventricle (RV)
when compared to the LV.

Additionally, the quality of particle tracing visualizations in 4D PC-MR accelerated
using SENSE or k-t BLAST was evaluated (Paper I). No difference could be measured,
showing that the higher acceleration, and therefore shorter scan duration, in k-t BLAST
measurements can be used when the main goal is to visualize, and not quantify, blood
flow.
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Populärvetenskaplig
sammanfattning

Ökad förståelse för hjärtats pumpfunktion är av stort intresse för att kunna förbättra di-
agnostik, behandling och prognoser för hjärtsjuka patienter. Blodflöde i hjärtat är direkt
kopplat till hjärtats form och rörelse och kan därför vara en viktig markör för hjärtats
funktion. Därför var målet med denna avhandling att utveckla och förbättra mätning-
ar av blodflöde med hjälp av magnetisk resonanstomografi (MR, eller magnetkamera) i
hjärtat.

Speciellt behandlas tredimensionella, tidsupplösta flödesmätningar, även kallat 4D-
flöde. Avhandlingen behandlar tre områden: mätningarnas noggrannhet, virvelbildning
och visualisering.

Mätningarnas noggrannhet jämfördes med så kallat 2D-flöde, som ger en mer be-
gränsad, men exaktare mätning. Resultaten visar att starkare magnetfält ger bättre flödes-
mätningar än ett svagare magnetfält. En snabbare variant på 4D-flödessekvensen ger inte
tillräckligt bra mätningar för kliniskt utvärdering av hjärtats funktion, medan en något
längre bildinsamling ger fullgod kvalitet. Dessutom utvecklades en ny uppställning för
att validera 4D-flödesmätningar jämfört med mer exakta lasermetoder. Med hjälp av den
nya uppställningen visas att 4D-flöde visar rätt hastighet i medel, men att topphastighe-
ter underskattas med 8-25%. Vidare visades att 4D-flöde kan mäta volymen på virvlar i
blodflödet, men att det fortfarande är svårt att mäta hur blodet blandar sig i virveln.

En ny metod för att mäta virvelbildning under hjärtats fyllnadsfas, kallad Lagrangian
Coherent Structures, utvecklades. Mätningar av virvelbildning under hjärtats fyllnadsfas
utfördes i friska frivilliga och patienter med hjärtsvikt. I friska personer fyllde virveln ut
c:a 50% av blodvolymen, men bara 20% hos patienterna. Detta kan betyda att blodet
blandar sig mindre effektivt hos patienterna, vilket kan leda till en ökad risk för blod-
proppar.

Slutligen undersöktes visualisering av blodflöde, det vill säga hur flödesmätningar-
na kan presenteras i bildform för tolkning av läkare och forskare. En ny metod, Vo-
lume Tracking, utvecklades för att följa hur blodvolymer rör sig genom hjärtat. Dess-
utom jämfördes visualiseringar med tidigare standardmetoder mellan två olika snabba
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4D-flödessekvenser. Ingen skillnad i kvaliteten på visualiseringarna kunde mätas, vilket
betyder att den snabbare sekvensen kan användas om målet med undersökningen enbart
är att visualisera flödet och därmed ge en kortare undersökning för patienten.

viii



Abbreviations

2ch, 3ch, 4ch 2-chamber, 3-chamber and 4-chamber CMR view of the heart
2D PC-MR Through-plane 2D phase contrast magnetic resonance velocity map-

ping.
4D PC-MR Three-dimensional, time-resolved, three-directional phase contrast mag-

netic resonance velocity mapping. 4D = 3D + time.
AV plane Atrioventricular plane
CMR Cardiovascular magnetic resonance
DCM Dilated cardiomyopathy
DV Diastatic volume (volume of LV at diastasis, Figure 1.3, page 6)
ECG Electrocardiogram
EDV End-diastolic volume (Figure 1.3, page 6)
EF Ejection fraction – EF = SV/EDV
ESV End-systolic volume (Figure 1.3, page 6)
EWV E-wave volume (early rapid filling, Figure 1.3, page 6)
FTLE Finite-time Lyapunov Exponent σt

t0 (x)
LA Left atrium (Figure 1.1, page 3)
LCS Lagrangian Coherent Structures
LPS The patient-oriented coordinate system (Figure 4.1, page 39)
LV Left ventricle (Figure 1.1, page 3)
MR Magnetic resonance, used as synonym for MRI
MRI Magnetic resonance imaging
MXR Vortex ring mixing ratio
PIV Particle imaging velocimetry (Section 1.3.1, page 10)
PLIF Planar laser-induced flourescence (Section 1.3.2, page 11)
RA Right atrium (Figure 1.1, page 3)
RV Right ventricle (Figure 1.1, page 3)
SV Stroke volume (1.3, page 6)
THV Total heart volume
TE Echo time (MRI)
TR Repetition time (MRI)
VENC Velocity encoding parameter (phase contrast MRI)
VFR Vortex formation ratio – vortex formation time (VFT) or stroke ratio

(L/D)
VV Vortex-ring volume
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Symbols and notation

Scalars are typeset in italics (t,σ, . . .) and vectors in regular bold characters (L, x, n, . . .).
The vector-valued flow map φ and the auxiliary function ψ are the exceptions, to better
follow notation in previous publications.

L The unit vector from the patients’ right to left
P The unit vector from the patients’ front to back (posterior)
S The unit vector from the patients’ feet to head (superior)
x Position in LPS coordinates, x = (x1, x2, x3)
y Position in image-based coordinates, y = (y1, y2, y3)
I Position expressed as pixel indices, I = (i, j, k)
n Timeframe index
t Physical time, counted from the start of the ECG R-wave
v(x, t) Fluid velocity in LPS coordinates, relative to the (stationary) subject
φt

t0 (x) The flow map, mapping a particle’s position at time t0 to its position at
time t

σ
t
t0 (x) Finite-time Lyapunov Exponent (FTLE)
ψ(x, t) Auxiliary function in Volume Tracking, ψ(x, t) = φt0

t (x)
∇ Spatial gradient
∂t Time derivative
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Chapter 1

Background

The function of the human heart is to transport a sufficient amount of blood to sus-
tain the body’s metabolism. Exercise increases the body’s metabolic requirements, which
leads to a rapid, up to fivefold increase in cardiac output. Furthermore, the heart must
function continuously over an individual’s lifetime. The inability of the heart to deliver
the required amount of blood at normal filling pressures is called heart failure, and is a
major cause of death, reduced quality of life and healthcare costs.1–3

The flow of blood through the heart is closely linked to the anatomy and function
of the muscle and valves of the heart, and changes in the heart influence the flow pat-
terns.4–8 Although the flow of blood through the heart is a central aspect of cardiac
pumping, it is not yet completely understood. Therefore, detailed measurement and
analysis of blood flow in the heart has the potential to increase our understanding of
cardiac pumping in health and disease.9

1.1 The human heart

Figure 1.1 shows a schematic drawing of the human heart. The heart can be divided into
a left and a right side, each with an atrium and a ventricle, making for a total of four
chambers: left atrium (LA), left ventricle (LV), right atrium (RA) and right ventricle
(LV). The lowest part of the heart, pointing forwards and to the left in the body, is called
the apex. The opposite side of the heart, pointing towards the head, is called the base.

On the left side, the LA and LV are separated by the mitral valve. The aortic valve
separates the LV from the aorta. The right side of the heart is constructed in a similar
manner, with the tricuspid valve separating the RA and RV, and the pulmonary valve
separating the RA from the pulmonary artery. The valves are one-way to ensure an
effective blood flow. All valves are situated in the atrio-ventricular plane (AV plane), a
fibrous structure separating the atria from the ventricles. Due to the higher resistance in
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the systemic circulation compared to the pulmonary circulation, the LV must generate a
higher pressure than the RV. Therefore, the heart muscle, or myocardium, is thicker in
the LV compared to the RV.

Venous blood, low on oxygen and a high on carbon dioxide after passing through the
body, flows through the superior and inferior vena cava into the RA, and then into the
RV through the tricuspid valve. The RV then pumps the blood through the pulmonary
artery into the lungs, where the red blood cells are oxygenated and excess carbon dioxide
is ventilated into the atmosphere. The blood then returns to the LA through the pul-
monary veins. Finally, the blood flows into the LV and is then pumped into the aorta to
supply the body with oxygenated blood.

1.1.1 Cardiac pumping

At rest, the frequency of the heart is approximately 70 beats per minute (bpm), ejecting
70 ml per beat, i.e. 5 liters per minute. The motion of the heart can be divided into two
phases based on the activity of the ventricles. The contraction or ejection phase is called
systole and the relaxing or filling phase is called diastole, as illustrated in Figure 1.2.10,11

Note that the cardiac cycle is completed with a near-constant total heart volume, with
reciprocal filling and emptying between atria and ventricles.12–15 Systole and diastole are
separated by short periods of time, called the isovolumic relaxation period and isovo-
lumic contraction period, where all valves are closed and the volumes of ventricles are
constant.10,11

The top panel of Figure 1.3 shows a schematic illustration of the volume of the LV
during one heartbeat. The volume retained in the LV after the ejection phase is called
the end-systolic volume (ESV) and volume of the LV after the filling phase is called the
end-diastolic volume (EDV). The difference between EDV and ESV is called the stroke
volume (SV), and is the volume of blood ejected from the LV in healthy conditions.
Furthermore, the ejection fraction (EF) is the fraction of EDV ejected in each heart beat,
and computed as EF = SV/EDV.

During systole, the myocardium of the LV and RV contract and blood is pumped
into the aorta and pulmonary artery respectively. The majority of the stroke volume
is due to the movement of the AV plane towards the apex, while the rest of the stroke
volume is due to the inward movement and thickening of the myocardium during con-
traction.12–14 The movement of the AV plane towards the apex during systole means
that the volume of the atria increases, aspirating blood from the caval and pulmonary
veins.15

During diastole, the AV plane returns towards the base of the heart (cf. Figures 1.1
and 1.2), and blood flows from the atria into the ventricles. Diastole can be further
divided into the rapid filling phase, a stationary period called diastasis, and the atrial
contraction, illustrated in the bottom panel of Figure 1.3.11,16 In healthy conditions, the
rapid filling phase is caused by the recoil of elastic structures in the extracellular space
and elastic elements within the myocardial cells themselves.17–19 This gives rise to a rapid
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Figure 1.1 – Schematic drawing of a healthy human heart. White arrows indicate
the flow of blood under normal conditions.
LV = left ventricle, LA = left atrium, RV = right ventricle, RA = right atrium, Ao =
aorta.
Image modified and used with permission from author (Creative Commons Attribution-ShareAlike
(CC BY-SA) 3.0): http://en.wikipedia.org/wiki/User:Wapcaplet

3

https://creativecommons.org/licenses/by-sa/3.0/
https://creativecommons.org/licenses/by-sa/3.0/
http://en.wikipedia.org/wiki/User:Wapcaplet


Isovolumetric
relaxation

Diastole

Diastolic
filling

Isovolumetric
contraction

Systolic
ejection

A
V

-p
la

n
e 

u
p

A
V

-p
la

n
e 

d
ow

n

Systole

Figure 1.2 – Schematic illustration of the phases of the cardiac cycle. Contraction
of the ventricular myocardium is indicated in yellow.
Figure from Jonson B, Wollmer P (Eds): Klinisk Fysiolgi. Stockholm: Liber, 3nd edition 2011. 32

Modified and used with permission.

flow from the atria into the ventricles. In the left ventricle, early diastolic recoil creates a
suction effect, aspirating blood into the left ventricle.20–23 After the rapid filling phase,
the atria contract, giving rise to a second wave of flow from the atria into the ventricles,
called the A-wave.10,11

The three phases of diastole can be clearly separated at low heart rates. As heart
rate increases, the diastatic interval becomes shorter, and at about 80 bpm, the diastatic
phase disappears. At even higher heart rates, the E-wave and A-wave merge into a single
diastolic filling phase.16

The systolic contraction and diastolic recoil and relaxation can be viewed as a me-
chanical oscillation around an equilibrium point, the volume at diastasis24–27 (diastatic
volume, DV, see Figure 1.3), although this view has recently been debated.28–31

1.1.2 Heart failure

Heart failure is a collection of symptoms connected to an inability of the heart to pump
a sufficient volume of blood to meet the needs of the body at normal filling pressures.33

Heart failure is the end stage of most major cardiac diseases, e.g. ischemic heart disease,
diseases of the myocardium and valve dysfunction. Heart failure is strongly associated
with a reduced quality of life and increased mortality, and the prognosis for more ad-
vanced stages is poor.3
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Heart failure is commonly divided into systolic and diastolic heart failure. Systolic
heart failure is characterized by an inability of the left ventricle to contract and eject a
sufficient amount of blood. Diastolic heart failure, on the other hand, is due to an inabil-
ity of the ventricles to refill. Furthermore, the term congestive heart failure is commonly
used to signify a state where the left ventricle cannot maintain a sufficient blood flow at
a low filling pressure, giving a high pressure in the pulmonary circulation, which leads to
a filtration of fluid into the lungs (pulmonary edema).10

Heart failure is commonly preceded by a myocardial infarction (heart attack), where
part of the heart muscle is injured due to insufficient blood supply (ischemia). After the
infarction, the left ventricle is weakened and may dilate to a very large volume in a process
called cardiac remodelling. This may result in a state called dilated cardiomyopathy
(DCM) or ischemic dilated cardiomyopathy and systolic heart failure.

5



Figure 1.3 – Top: Schematic volume-time curve of the LV at a low heart rate in
a healthy person. EDV = end-diastolic volume, ESV = end-systolic volume, DV
= diastatic volume, SV = stroke volume.
Bottom: Schematic flow over the mitral valve, i.e. from the left atrium into the
left ventricle at a low heart rate in a healthy person. E = E-wave (red), D =
diastasis (yellow), A = A-wave (green).
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1.2 Magnetic resonance imaging

1.2.1 Basic principles

Magnetic resonance imaging (MRI) is a non-invasive, non-ionizing imaging technique
which uses the magnetic properties of the hydrogen nuclei naturally occuring in any
tissue containing water in the body to generate images. MRI is well suited for imaging
soft tissue, such as the heart, and can also be used to measure velocities.

Although MR is often described in terms of quantum mechanics, a classical descrip-
tion is sufficient for almost all purposes, as described by Hanson.34 Each hydrogen nu-
cleus (proton) present in the body, mainly bound in water, possesses angular momentum
or spin, resulting in a magnetic moment. Therefore, each proton behaves as a miniature
magnet with a south and north pole. The main magnet in a typical clinical MRI scanner
is a helium-cooled superconducting electromagnet, providing magnetic fields (B0) with
magnitudes such as B0 = 1.5 T (Tesla) or 3T over the whole body. The hydrogen nuclei
align along B0, resulting in a net magnetization vector M0 of the tissue. However, the
protons do not align exactly along B0. The spin axis of each proton precesses around
B0 at the Larmor frequency f0, given by f0 = γB0, where γ = 42.6 MHz/T is the
gyromagnetic ratio for hydrogen.

An MRI scanner also has gradient coils, which can apply a gradient in the mag-
netic field in all three spatial dimensions independently. This gives rise to a spatially
varying magnetic field, and therefore different resonant frequencies in different parts of
the image. This can be used to manipulate the frequency and phase of the precessing
magnetization, enabling spatial localization and different contrasts.

Furthermore, a radiofrequency (RF) transmitter is used to transmit RF signals close
to the Larmor frequency to manipulate M0. As long as the net magnetization M0 is
aligned with the main magnetic field B0, it is impossible to measure it. Therefore, an
RF pulse is used to flip M0 into the transverse plane of B0. When the magnetization has
been flipped into the transverse plane, it continues to precess around B0 and produces a
signal that can be measured by a receiver coil. The receiver coil is usually placed directly
on the patient close to the area of interest to maximize the signal to noise ratio.

1.2.2 Cardiovascular magnetic resonance

Magnetic resonance imaging can be applied to the heart, and is then called cardiovascular
magnetic resonance (CMR). Figure 1.4 shows example CMR images using cine balanced
steady-state free precession (Cine bSSFP) images of the heart in a healthy volunteer,
including the common short-axis and long-axis views.35

To synchronize the MRI image acquisition to the motion of the heart, an electrocar-
diogram (ECG) is acquired during the whole image acquisition. Using the ECG trigger,
images can be acquired over the whole heartbeat to produce moving images, usually
called cine images. This is commonly performed by acquiring data from several heart-
beats and retrospectively combining it into a single cine loop. Furthermore, respiratory
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Figure 1.4 – Typical magnetic resonance images of the heart in a healthy volun-
teer, including the standard short-axis (SA) view and the three long-axis views,
called 2-chamber, 3-chamber and 4-chamber (2ch, 3ch and 4ch).35

motion is often compensated for either by breathholding for short MRI sequences, or by
using a separate acquisiton monitoring the position of the diaphragm, called respiratory
navigator, for longer sequences.

1.2.3 Phase contrast velocity measurements

In addition to producing images of anatomical structures, MRI can measure velocities,
including blood flow in the heart.36,37 This is achieved by applying bipolar gradients
during the MR scanning. For a stationary proton, the first half of the bipolar gradient
induces a phase shift in the precession. The second half of the bipolar gradient is equal
but in the opposite direction, which gives it an equal but opposite phase shift, resulting
in a net phase shift of zero. However, for a non-stationary proton, the phase shifts do
not cancel, and the resulting phase shift can be shown to be proportional to the local
velocity.36

In practice, deviations from an ideal experiment such as inhomogeneous gradients
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and B0 field give a net phase accumulation in the signal even in the situation of zero
flow. Therefore, two scans are performed in sequence, with different velocity encoding
gradients, e.g. one scan with the gradient on and the other with the gradient switched
off, or two scans with velocity encoding gradients of different polarity.38 In terms of the
difference in the first gradient moment in the flow encoding direction between the two
scans (ΔM1), the induced phase shift φv for a velocity v can be shown to be

φv = γΔM1v, (1.1)

where γ is the gyromagnetic ratio for hydrogen. Since the phase shift is limited to the
range (−π, π), there is a maximal velocity that can be encoded without aliasing between
one phase value and several velocities. This maximal velocity is usually called the velocity
encoding (VENC ). The noise σv in the velocity map can be shown to be proportional to
VENC,39 as

σv ∝
VENC
SNRm

, (1.2)

where SNRm is the signal-to-noise ratio in the MR magnitude image. Therefore, the
VENC must be set high enough to avoid velocity aliasing, but low enough to obtain
acceptable noise levels in slow flow.

Velocity encoding can be applied in one direction and in one image plane to measure
the volumetric flow through a blood vessel of interest, usually called 2D flow or 2D
PC-MR. By collecting data in a three-dimensional volume, and applying the velocity
encoding gradients in three directions sequentially, a three-dimensional, three-directional
and time-resolved flow measurement can be performed.39,40 This is usually called 4D
PC-MR, 4D PC-MRI or 4D flow.41,42

The simplest way to encode three velocity directions is by acquiring one scan with-
out velocity encoding for the baseline phase offset, and then three additional scans, each
with one velocity gradient orthogonal to the other two scans. The resulting sequence is
called a four-point referenced scan.43 Four scans with different combinations of encod-
ing gradients can also be used, in a method called four-point balanced or Hadamard en-
coding.39,44 The balanced encoding gives a potential 50-60% increase in signal-to-noise
ratio at the expense of more complicated velocity aliasing behavior. Additional scans
with multiple VENCs can be used to correct aliasing errors, at the cost of prolonged
scan time, e.g. five-point45 or nine-point46 encoding. The theoretical dependence of
the noise in 4D PC-MR on the VENC parameter has been verified experimentally.47

The main strength of 4D PC-MR acquisitions is the comprehensive coverage of the
three-dimensionality and time-dependence of intracardiac blood flow. The main limi-
tations of the technique are limited temporal resolution (about 50 ms), limited spatial
resolution (2-3 mm), and long scan times (25-35 minutes). Due to the long scan time,
a single 4D PC-MR acquisition uses data from several hundred heartbeats. This means
that a 4D PC-MR acquisition shows large-scale flow features present in the majority of
heart beats, and small-scale uncorrelated fluctuations will not be visible.9
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1.2.4 Phase contrast accuracy and validation

The accuracy and precision of 2D PC-MR flow measurements has been extensively vali-
dated against planimetric CMR stroke volume measurements,48–51 timer and beaker,49,52,53

doppler ultrasound,50 cardiac catheterization54,55 and radionuclide angiography.52

However, 2D PC-MR sequences have displayed some issues with phase background
errors, i.e. a small, but clinically important offset in velocities which varies slightly over
the measurement area and over time.56–58 Background errors due to Maxwell effects
when multiple gradients are used simultaneously can be theoretically predicted and are
therefore compensated in the MR scanner software.59 Further phase background may be
caused by eddy currents induced by gradient switching and inhomogeneities in the main
magnetic field or gradients. Background correction using a separate background scan60

or a polynomial fitting algorithm to stationary tissue61,62 may be necessary, especially for
quantitative flow measurements.

Validations of 4D PC-MR have been performed by using 2D PC-MR as the reference
standard at 1.5T.63–65 These studies are limited to quantifying the mean flow over time
in one fixed location. Furthermore, these studies do not consider the effect of velocity
errors on particle tracing, a common method for visualization and quantification of 4D
PC-MR,66–68 which accumulates errors along computed particle paths in the full region
of interest. Data at 3T, where a higher signal-to-noise ratio promises better accuracy and
precision compared to 1.5T, was lacking when work on this thesis was started.

Independent velocity measurement techniques have also been used to validate 4D
PC-MR. Elkins et al.69 used particle imaging velocimetry (PIV) in a turbulent, but non-
pulsatile flow, i.e. the effects of temporal variation in the flow could not be determined.
Knobloch et al.70 used particle tracking velocimetry (PTV) to validate 4D PC-MR mea-
surements of velocity and turbulence in a pulsatile, compliant silicone model of a human
aorta. However, due to differences in the phantom setup for PTV and 4D PC-MR,
agreement could only be determined up to a post hoc correction factor. Furthermore,
Nilsson et al. used a phantom consisting of a cylinder rotating at a fixed velocity to
validate 4D PC-MR.71 While this setup gives a well-defined velocity field for validation
purposes, the model includes only small spatial gradients in velocity and no temporal
gradients, and sufficient stability in the rotation speed was not acheived in this first
study.

1.3 Laser methods for measurement and visualization of
flow

1.3.1 Particle imaging velocimetry

Particle imaging velocimetry (PIV) is a laser method for measuring the velocity of a
fluid.72,73 The basic principle of PIV is to add tracer particles to the flow, illuminate
them using a laser, and take images of the laser light that is reflected in the particles. For
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optimal results, the particles should be small enough to not alter the flow conditions, and
have a density similar to the fluid being studied, e.g. hollow glass spheres with density
990 kg/m3 and diameter 10 μm for use in water at room temperature. Under these
conditions, the velocity of the particles will be a good indicator of the fluid velocity.

To image the particles, a special lens assembly is used to create a laser sheet, i.e. a
narrow laser beam is widened in one direction to illumine a two-dimensional plane of
interest in the experiment. A camera is mounted perpendicular to the laser sheet, which
can then take images of the light reflected in the particles.

To obtain velocity measurements, two images are taken with a fixed time delay Δt.
Figure 1.5 shows how velocity fields are computed from a pair of images using cross-
correlation in smaller interrogation areas. Peaks in the cross-correlation correspond to
the shift between the two exposures, which allows computation of a velocity vector based
on the shift between the exposures in the interrogation area, the time delay and the pixel
spacing.

Error sources in PIV measurements include flow through the measurement plane,
camera calibration and perspective errors, too large or too small pixel shift between the
two images, and errors in cross-correlation peak detection.

1.3.2 Planar laser-induced flourescence

Planar laser-induced flourescence (PLIF) is a laser method for visualization of fluid mo-
tion.74 The experimental setup with laser and camera is very similar to PIV, indeed
similar enough that techniques exist to perform both PIV and PLIF simultaneously.75,76

For PLIF, a flourescent dye is added to the fluid under study. The dye is chosen so that
it absorbs the incoming laser light and has an emission peak at a longer wavelength. The
light reaching the camera will then consist of reflected laser light (usually 532 nm) and
flourescent light at longer wavelengths, e.g. with an emission peak around 555 nm for
the commonly used dye Rhodamine 6G (Rhodamine 590).77 By filtering out the laser
light, images of the flourescent light in the laser sheet can be acquired. Areas with a high
dye content will then appear bright, and areas with a low dye content will appear dark,
enabling visualization of flow, or concentration measurements after calibration.
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Figure 1.5 – Principle of particle imaging velocimetry (PIV). First, two images
with a small time delay are taken of particles in the flow (white dots). The images
are then divided into smaller interrogation areas, typically 32x32 pixels in size
(red squares). Cross-correlation is then used to find the pixel shift between the
two images in the interrogation area. The pixel size, pixel shift and the time
delay between images can then be used to compute the velocity vector in each
interrogation area.
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1.4 Flow visualization

To study 4D blood flow in the heart, the resulting data must first be visualized, i.e. shown
as an image to enable researchers to gain an intuitive understanding of the flow and form
hypotheses that can later be tested. Since 4D PC-MR data is three-dimensional, time-
resolved and contains information about flow in all three directions, no single visualiza-
tion can be used.78 Therefore, different visualization methods have been developed, each
displaying a different aspect of the flow. Furthermore, user studies on two-dimensional
and three-dimensional stationary velocity fields have shown that the choice of visual-
ization method influences the impression of the flow,79,80 an effect which can only be
expected to be increased for three-dimensional, time-resolved flows.

1.4.1 Types of flow visualization

Flow visualization methods can be classified into three categories: direct, integral and
feature-based.81

Direct methods use little or no processing of the data. Examples include color-coding
of a plane through the flow by velocity or displaying velocity vectors. Direct visualiza-
tions are straightforward to use and require almost no computational effort, but may not
show all aspects of the flow. Direct visualizations have been applied to 4D PC-MR data,
e.g. using vector plots.82

Feature-based methods aim to extract interesting objects from the flow. Feature-based
methods can be complex and computationally expensive, but may give large amounts
of information about the flow. Vortex core extraction is a feature-based visualization
method previously applied to 4D PC-MR blood flow.83

Integral or geometric methods use velocity data to compute the motion of virtual
particles in the fluid.84 This class of methods is also called Lagrangian.85 Particle tracing
is an integral method that is commonly used to visualize 4D PC-MR flow data, where
virtual particles are seeded in the flow and integrated along the velocity field to show the
motion of the fluid.66,78 Particle tracing has the main advantage that it gives an intuitive
presentation of the flow. Its main drawback is that the position, timing and density of
the emitted particle is up to the user. Therefore, the resulting visualization is highly
user-dependent.

1.4.2 Lagrangian coherent structures

Lagrangian Coherent Structures (LCS) is a recently introduced method that can be used
to simplify analysis of measured flow data by separating the flow into regions of dynam-
ically different behavior. In terms of the classification of visualization methods in Sec-
tion 1.4.1, LCS is an integral/geometric or feature-based method. LCS have previously
been used successfully in a diverse set of applications, including blood flow computa-
tions86,87 and measurements88 and ocean surface pollution.89
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Stable manifold

= repelling LCS

Unstable manifold

= attracting LCS

Fixed point

Trajectories

Figure 1.6 – Illustration of the Center Manifold Theorem (stable and unstable
manifolds) and Lagrangian Coherent Structures (LCS). In a time-independent
flow, a fixed point (red) admits a stable manifold (dotted black line) and unstable
manifold (dashed black line). The stable manifold consists of trajectories that
converge to the fixed point, and the unstable manifold consists of trajectories
that diverge from the fixed point. Stable and unstable manifolds form separators
that can be used to better understand the flow. Stable and unstable manifolds
correspond to repelling and attracting LCS respectively. However, LCS can also
be used in time-dependent flows.

To introduce LCS, we first consider time-independent flow, where the velocity v =
v(x) depends only on the position x. The Center Manifold Theorem, illustrated in Figure
1.6 states that stable and unstable manifolds can be connected to fixed points of the flow,
i.e. points x where v(x) = 0. The manifolds determine the overall structure of the
flow and act as separators, making them a powerful tool for analysis of time-independent
systems.

The Center Manifold Theorem requires a steady flow with one or several fixed points,
making it unsuitable for analysis of blood flow in the heart. Haller and Yuan90,91 instead
considered divergence and convergence of trajectories as interesting in their own right,
even without a fixed point. Divergence and convergence of trajectories over a finite
time interval [t0, t1] are measured using the finite-time Lyapunov exponent (FTLE) σt1

t0 (x),
defined as

σ
t1
t0 (x) =

1
|t1 − t0|

log

∥∥∥∥dφt1
t0 (x)

dx

∥∥∥∥
2

. (1.3)

The vector-valued function φ is called the flow map, and maps the position of a particle
located at the position x at time t0 to its position at time t1. The Jacobian dφ/dx
measures the spatial rate of change of the flow map. Therefore, if the Jacobian of φ is
large (measured in operator 2-norm), a small perturbation in x gives a large difference in
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the particle end positons, which means that particles close to x have diverged (if t1 > t0)
or converged (if t1 < t0). In three dimensions, repelling LCS are defined as surfaces
of high forward-time FTLE (t1 > t0), i.e. surfaces where particles on either side will
diverge. Similarly, attracting LCS are defined as surfaces of high backward-time FTLE
(t1 < t0), i.e. surfaces where particles on either side will converge.

Since the introduction of LCS by Haller and Yuan,90,91 theory and applications have
evolved rapidly. Shadden et al. showed that LCS, as defined from FTLE ridges, act as
flow separators in the sense that the flow over an FTLE ridge is negligible when |t1 − t0|
is large and the FTLE ridge rotates at a speed comparable to the local Eulerian velocity
field.92 Olcay et al. determined the sensitivity of LCS identification with respect to noise
and temporal and spatial resolution.93 Furthermore, several other divergence measures
have been developed, such as the Finite-Size Lyapunov Exponent (FSLE) and FTLE
maximum.94

1.5 Vortex ring formation

The formation of a rotating fluid mass, called a vortex ring, has been observed in the left
ventricle during early rapid filling, both using in vitro models of the heart95,96 and in
vivo.83 Vortex ring formation has been suggested as a mechanism for optimal transport of
blood from the left atrium to the left ventricle,97 and has been investigated as a potential
marker of diastolic function of the left ventricle.98–100

Vortex rings have been extensively investigated both theoretically and in in laboratory
models, Comprehensive reviews of theory and experiments have been written by Shariff
and Leonard101 and Lim and Nickels.102

Vortex ring formation is connected to a characteristic LCS pattern, as shown in Fig-
ure 1.7. Therefore, it has been suggested that LCS can be used to define the boundary
of the vortex ring.103–105

1.5.1 Vortex formation time or vortex formation ratio

The formation of vortex rings has been extensively studied using in vitro models. In
the most simple case, a piston is used to push a bolus of fluid at the speed U through
a circular nozzle with diameter D, as shown in Figure 1.8. The piston travels a total
length L in each pulse. In this setup, vortex formation can be characterized by two
dimensionless quantities: the Reynolds number Re = UD/ν, where ν is the kinematic
viscosity of the fluid, and the the stroke ratio L/D.

The stroke ratio L/D is also referred to as vortex formation time, denoted VFT or T ∗.
The rationale for the term “time” can be seen by rewriting the stroke ratio as

L
D

=
UT
D

= T
U
D

def.
= T ∗, (1.4)
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LCS (FTLE) 0 10

Figure 1.7 – Lagrangian Coherent Structures (LCS) in a vortex ring in water,
generated with the equipment in Figure 1.8. The vortex ring, which is assumed
to be symmetric along the line of propagation, moves from left to right. Black
arrows show flow velocity direction and magnitude. The red line shows an LCS
indicating the leading edge of the vortex. The volume of the vortex ring can be
defined as the volume inside the red LCS boundary. LCS are defined as lines with
high values of the Finite-Time Lyapunov Exponent (FTLE), computed from the
flow data.
Reprinted with permission from Shadden, S. C., J. O. Dabiri, and J. E. Marsden. Lagrangian Analysis
of fluid transport in empirical vortex ring flows. Phys. Fluids 18:047105, 2006. 103 Copyright 2006,
AIP Publishing LLC.

DPiston

L

U

Figure 1.8 – Experimental apparatus for generation of vortex rings used in pre-
vious studies.97,106–109 A piston pushes a volume of fluid into an ambient water
volume through a circular nozzle with diameter D. The piston velocity is U and
the stroke length is L.
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where T is the time required for ejection. This suggests that L/D can be interpreted as a
nondimensional time scale for vortex ring formation. Furthermore, the ratio L/D can be
interpreted as a non-dimensional measure of the total amount of circulation produced
by the boundary layer on the inner nozzle wall during vortex ring formation.110

However, to avoid confusion between the physical time period required for genera-
tion of vortex rings and the formation number, the term vortex formation time will be
avoided and stroke ratio, formation number or vortex formation ratio (VFR) will be used
in this thesis.

1.5.2 Optimal vortex formation

Gharib, Rambod and Shariff97 showed that a stroke ratio L/D / 4 results in a single
vortex ring, and that an L/D ' 4 leads to a vortex ring followed by a trailing jet, as
shown in Figure 1.9. This limiting stroke ratio is also called the formation number,
denoted (L/D)∗ or T ∗lim. The existence of T ∗lim can be explained by the inability of the
vortex ring to increase its circulation beyond a certain limit.97,111,112

The formation number has been shown to lie in the interval 3.5 < T ∗lim < 4.5
for a wide range of Reynolds numbers, piston velocity programs and nozzle geome-
tries.97,113–116 The formation number T ∗lim depends slightly on the piston velocity as a
function of time97 and the exit geometry. For instance, a slowly increasing piston ve-
locity gives T ∗lim ≈ 4.5, and ejecting the fluid from an orifice in the wall of the fluid
container instead of using a pipe gives T ∗lim ≈ 3.6.97,113,114

Exceptions to the stability of the formation number include time-varying nozzle di-
ameters, which can increase the formation number as far as T ∗lim ≈ 8, and numerically
generated exit velocity profiles, which can give T ∗lim ≈ 1.113,117 For very low Reynolds
numbers (150 < Re < 260), the formation number has been shown to be slightly in-
creased to the range 4-6.118 Furthermore, a background co-flow reduces the formation
number,107 while a counter-flow may increase it.119

The formation number sets a limit to the amount of fluid that can be ejected through
a nozzle of a certain diameter without generating a turbulent jet. This led Gharib, Ram-
bod and Shariff to hypothesize that the formation number leads to an optimized method
for fluid transport in the left ventricle:

The mere existence of the formation number is intriguing since it hints at the
possibility that nature uses this time scale for some evolutionary incentives such
as optimum ejection of blood from the left atrium to the heart’s left ventricle
[. . . ]

Gharib M, Rambod E, Shariff K: A universal time scale for vortex ring formation. Journal of
Fluid Mechanics 1998, 360:121–140. 97 Reproduced with permission.
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L/D = 14.5

L/D = 3.8

L/D = 2.0

Figure 1.9 – Visualization of vortex rings generated by Gharib, Rambod and
Shariff97 using the apparatus shown in Figure 1.8, for different stroke ratios L/D.
For L/D / 4, a single vortex ring forms. When L/D ' 4, the vortex ring is
followed by a trailing jet.
Source: Figure 3 from Gharib, M., E. Rambod, and K. Shariff. A universal time scale for vortex
ring formation. J. Fluid Mech. 360:121–140, 1998. 97 Copyright 1998, Cambridge University Press.
Reprinted with permission from copyright holder and author.
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1.5.3 Vortex ring mixing

Rotation of the fluid during vortex ring formation leads to convective entrainment of
ambient fluid104,120, illustrated in Figure 1.10. Consequently, both ejected fluid from
inside the cylinder and ambient fluid pulled from the vicinity of the nozzle is included
in the final vortex ring. The ratio between ejected fluid volume and total volume of the
vortex ring is called the entrainment fraction.

Müller and Didden108 used previously published data106,109,110 to compute the en-
trainment fraction for L/D between 0.5 and 3.3. For L/D < 1, the entrainment fraction
was constant around 40%. For L/D > 1, entrainment fraction decreased with increasing
L/D. Müller and Didden then extrapolated the data to even higher L/D and predicted
that the entrainment fraction reaches 0% at L/D ≈ 3.7. This further reinforces that
L/D ≈ 4 is the upper limit for the formation of a single vortex ring, after which a trail-
ing jet emerges. Later experiments confirmed these findings for L/D between 0.5 and
2.0.104

The entrainment fraction also depends on the temporal velocity profile during the
formation of the vortex ring,104 and increases over the life of the vortex ring due to
diffusive entrainment.105,121,122

1.5.4 Vortex ring formation in the heart

Early studies on vortex ring formation in the left ventricle of the heart were performed
using in vitro models.95,96,123 The vortex ring was later observed in vivo using magnetic
resonance velocity mapping and vortex core detection algorithms.83 Vortex ring forma-
tion seen in doppler echocardiography has been described as an abnormal flow pattern
in patients examined after myocardial infarction in the acute setting.124

After observing the existence and stability of the formation number for vortex rings
generated in water tanks, Gharib et al. hypothesized that vortex ring formation may
be optimal for the heart in the sense that it transfers the largest possible amount of
blood from the left atrium to the left ventricle without forming a turbulent jet (see
Section 1.5.2).97 In other words, a connection between vortex ring formation and left
ventricular diastolic function was postulated.

This hypothesis has been investigated using doppler echocardiography.98–100,125 How-
ever, these studies did not visualize the vortex ring directly. Instead, they computed an
analog to the vortex formation ratio (VFR or stroke ratio L/D) using available echocar-
diographic measures such as end-diastolic volume (EDV) and ejection fraction (EF).
However, implicit assumptions on the formation process and symmetry of the vortex
ring, which may influence the formation number as discussed in Section 1.5.2, were not
investigated.

This limitation nonwithstanding, interesting connections between vortex ring for-
mation and cardiac pumping physiology have been found, e.g. lowered VFR in diastolic
dysfunction99 and Alzheimers disease125 compared to healthy volunteers and a connec-

19



Figure 1.10 – Fluid entrainment during vortex formation, here shown for
L/D = 2.0104 visualized using planar laser-induce flourescence (PLIF). After
formation, the vortex ring consists of both ejected fluid from inside the cylinder
(grey) and ambient fluid (black) pulled into the vortex ring from the vincinity of
the nozzle.
Source: Figure 3 in Olcay, A. B., and P. S. Krueger. Measurement of ambient fluid entrainment
during laminar vortex ring formation. Exp. Fluids 44:235–247, 2008. 104 Copyright 2008, Springer
Verlag. Reprinted with permission from copyright holder and author.

tion between VFR and LV afterload in a pig model.126 Furthermore, Ghosh and Kovács
established a connection between VFR and mechanical parameters such as load, relax-
ation and stiffness of the LV.127 Stewart et al. later challenged the connection between
diastolic function and vortex ring formation128 using advanced postprocessing of color
M-mode echocardiographic data.129
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Chapter 2

Aims

The overall aim of this thesis was to develop and evaluate methods for quantification
and visualization of blood flow in the human heart measured using 4D phase contrast
magnetic resonance imaging (4D PC-MR).

Specific aims concerning accuracy and validation of the techniques, in vivo vortex ring
formation, and visualization are stated below.

Accuracy and validation

• Validate stroke volume (SV) measurements in 4D PC-MR, accelerated using SENSE
or k-t BLAST, at 1.5T and 3T with 2D PC-MR as the reference standard. – Pa-
per I

• Present and characterize a phantom setup for validation of 4D PC-MR velocity
measurements against particle imaging velocimetry (PIV) and planar laser-induced
flourescence (PLIF). – Paper II

• Validate velocity measurements using 4D PC-MR against PIV, and validate quan-
titative measurements of vortex ring formation using 4D PC-MR against PLIF. –
Paper II

In vivo vortex ring formation

• Develop a method for computation of Lagrangian Coherent Structures (LCS) for
analysis of vortex ring formation and measurement of vortex ring volume (VV)
during rapid filling of the LV. – Paper IV
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• Develop and present a method based on LCS and Volume Tracking (Paper III) to
quantify the mixing ratio (MXR) in the vortex ring during rapid filling of the LV.
– Paper V

• Characterize VV and MXR in healthy volunteers and patients with congestive
heart failure. – Papers IV and V

Visualization

• Investigate if the visually assessed quality of intracardiac particle tracing visualiza-
tions in 4D PC-MR differs between acceleration by SENSE and k-t BLAST. –
Paper I

• Develop and present Volume Tracking, a new method for visualization of blood
flow in the human heart measured by 4D PC-MR, and to investigate if Volume
Tracking complements particle tracing and provides incremental information. –
Paper III
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Chapter 3

Methods

3.1 Magnetic resonance imaging

All cardiovascular magnetic resonance (CMR) imaging was performed on Philips Achieva
1.5T or 3T magnetic resonance imaging scanners (Philips Medical Systems, Best, the
Netherlands).

Functional cine images were acquired using a balanced steady-state free precession
(b-SSFP) sequence in the 2-chamber, 3-chamber, 4-chamber and short-axis views. All
anatomical images were acquired during end-expiration and were retrospectively trig-
gered to the R-R interval of the ECG. Typical imaging parameters were: slice thickness
8 mm, no slice gap, in-plane resolution 1.25 x 1.25 mm2, TE 1.7 ms, TR 3.5 ms, flip
angle 60◦ (1.5T) or 40◦ (3T).

Three-dimensional, time-resolved, three-component velocity mapping (4D PC-MR)
was acquired using a turbo field echo (TFE) sequence130 with retrospective cardiac cycle
triggering using the ECG signal and respiratory gating using a navigator beam. Further-
more, a segmentation factor of 2 and SENSE (SENSitivity Encoding) parallel imaging
factor of 2 were used. Typical imaging parameters were TE 3.7 ms, TR 6.3 ms, flip angle
8◦. The number of time phases acquired was dependent on heart rate and set to the max-
imum with a preserved segmentation factor of 2. The spatial resolution was 3 × 3 × 3
mm with a typical matrix size of 80 × 80 × 40 voxels (acquired and reconstructed).
The acquired temporal resolution varied between 50-55 ms, resulting in 14-22 phases
acquired per heart beat. The acquired data was retrospectively reconstructed to 40 time
phases.

In Paper I, an accelerated 4D PC-MR sequence based on k-t BLAST131,132 (broad-
use linear speed-up technique) was also used. A TFE sequence was used with prospective
ECG-triggering and a k-t BLAST speedup factor of 5. The net k-t BLAST acceleration
factor was 4.1-4.5 (5-fold acceleration with 11 lines of training data in both the ky and kz
directions). Typical imaging parameters were: TE/TR 3.7/7.6 ms, flip angle 8◦, 15 time
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phases acquired and voxel size 3× 3× 3 mm3. The regularization matrix was calculated
from the training data, and no additional terms were added. A segmentation factor of 2
was possible in subjects with heart rate below 70 bpm. The temporal resolution varied
from 45-60 ms.

For both 4D PC-MR sequences, concomitant gradient effects were compensated by
the CMR scanner. Phase unwrapping and first-order phase background correction was
performed using a custom plug-in to Segment, a freely available software for cardiovas-
cular image analysis.133

Quantitative 2D PC-MR was acquired during free breathing with a non-segmented
PC-FFE sequence with retrospective ECG-triggering and no respiratory navigor. Typical
imaging parameters were: TE/TR 6.1/9.3 ms, flip angle 15◦, 35 time phases and voxel
size 1.2× 1.2× 6 mm3.

3.2 Study population and imaging protocols

All studies on human subjects (Papers I and III–V) in this thesis were approved by the Re-
gional Ethical Review Board in Lund, Sweden. Written informed consent was obtained
from all subjects.

The imaging protocol for all subjects consisted of 2D PC-MR in the aorta and pul-
monary trunk, and 4D PC-MR covering the whole heart, accelerated using SENSE.
Furthermore, functional cine images in the short-axis and 2-chamber, 3-chamber and
4-chamber views were acquired.

Paper I

In this study, 13 healthy volunteers were included, of which 9 were male and 4 female
The mean age of the subjects was 32± 12 years. All volunteers had no history of cardio-
vascular disease, normal ECG and blood pressure, and an experienced observer verified
normal cardiac anatomy and valve function in the CMR images. A 5-channel and 6-
channel cardiac coil was used in the 1.5T and 3T experiments respectively. In addition
to the 4D PC-MR scan accelerated using SENSE, a separate scan accelerated using k-t
BLAST was also performed. The imaging protocol was repeated on 1.5T and 3T on the
same day in a random order.

Paper II

Paper II was a phantom-only study, and therefore no human subjects were included. The
phantom setup and imaging protocol are described in Section 3.3.

Paper III

In Paper III, 8 healthy volunteers were scanned at 3T (age 35 ± 15 years, 5 male, 3
female). All subjects had normal blood pressure, normal ECG and no history of cardio-
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vascular disease. An experienced observer verified normal anatomy, myocardial function
and valve function in all healthy volunteers. Furthermore, one patient with dilated is-
chemic cardiomyopathy due to an anterior infarction, resulting in an ejection fraction
of 15%, was included (age 74, male). Functional images and 4D PC-MR using SENSE
were acquired at 3T as described in Section 3.1.

Paper IV

In Paper IV, 9 healthy volunteers were included, with mean age 30 ± 9 years (6 male,
3 female). Furthermore, 4 patients with dilated ischemic cardiomyopathy were included
(age 65± 11 years, 3 male, 1 female).

Paper V

In Paper V, 15 healthy volunteers and 15 patients with congestive heart failure were
included. Of the 15 healthy volunteers, 9 were the same as in Paper IV. Out of the
15 patients, 4 were the same as in Paper IV, and 11 additional patients were recruited
from a project evaluating cardiac resynchronization therapy (CRT). In these patients,
the 4D PC-MR data were acquired without respiratory gating to reduce scan time. Left
bundle branch block (LBBB) and prolonged QRS interval in the ECG according to
AHA/ACCF/HRS criteria134 was present in 13 patients (87%) and 5 (33%) were hy-
pertensive (systolic blood pressure ≥ 140 mmHg).

3.3 Vortex ring flow phantom

3.3.1 Phantom equipment

For Paper II, a vortex ring generator and a pulsatile pump were designed and built, as
shown in Figure 3.1.

The vortex ring generator, shown in cross-section in Figure 3.1a and in 3D in Figure
3.1b, consisted of two parts; a flow rectifier and a water tank. The flow rectifier serves
to reduce variations and turbulence in the flow caused by the pump and/or turns in the
tubes leading up to the experiment. The flow rectifier accomplishes this by reducing
the velocity of the flow through an increased cross-sectional area, and two sections of 2
mm honeycomb to reduce remaining eddies. Finally, a convergent section reduces the
cross-sectional area, leading to a nozzle with 25mm inner diameter protruding into the
water tank.

The pulsatile pump, shown schematically in Figure 3.1c, was constructed using an in-
tegrated linear actuator consisting of a Cool Muscle 2 CM2-56B20X servo motor and an
RD-55-T ballscrew (Myostat, Newmarket, ON, Canada). The linear motion of the ac-
tuator was coupled to a Festo ADN-32-150-APA pneumatic cylinder (Festo AB, Malmö,
Sweden). The end plate of the cylinder was opened and connected to a plastic chamber,
separated into two compartments by a rubber membrane, which serves to separate the
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flowing water from the pumping mechanism, thereby reducing abrasion in the cylinder.
The cylinder side of the membrane chamber was filled with water for all experiments.
On the flow side of the membrane chamber, low-resistance check valves (Socla 290P
3/4”, Pipeline Controls, Paisley, UK) were connected to enable a filling/emptying pump
cycle.

To enable co-registration of MR and PIV/PLIF measurements, a 10 mm thick plastic
plate with 3 mm holes spaced 10 mm apart was placed in the tank close to the nozzle,
as shown in Figure 3.2. The flow connection between the pump and tank consisted
of a 50 mm plastic hose. The large diameter was chosen to minimize acceleration and
deceleration pressures in the experiments.

3.3.2 Magnetic resonance imaging

The magnetic resonance (MR) experiment was set up according to Figure 3.3a. In the
MR scanner, the tank was positioned with the area around the nozzle close to the isocen-
ter of the magnet for optimal image quality. The pump was placed inside the MR room
just outside the 2 mT magnetic field line for safety reasons.

The servo motor in the pump was programmed to emit a timing signal, active during
the forward stroke of the pump, which powered a light-emitting diode (LED) connected
to the pulseoximetry trigger system of the MR scanner.

The 4D PC-MR flow sequence was kept as similar as possible to the one used for
human subjects as described in Section 3.1. Data was acquired in a 64× 62× 40 matrix
with a resolution of 3 × 3 × 3 mm, and reconstructed to a 80 × 80 × 40 matrix with
a resolution of 2.4 × 2.4 × 3 mm. Furthere sequence parameters were: flip angle 8◦,
TR/TE 6.3/3.7 ms, VENC 100 cm/s, temporal resolution 51 ms, SENSE=2 and seg-
mentation factor = 2. The velocity encoding was performed using a four-point balanced
(Hadamard) scheme.

3.3.3 Laser imaging

The particle imaging velocimetry (PIV) and planar laser-induced flourescence (PLIF)
measurements were set up according to Figure 3.3b. PIV was performed using a LaVision
(Göttingen, Germany) 10 Hz PIV system consisting of a Continuum Systems MiniLite
dual-pulse 532 nm Nd:YAG laser with 5 ns pulses, a programmable timing unit (PTU),
a Flow Master 3S camera with an optical 532 nm bandpass filter, and a computer with
the acquisition and post-processing software Davis 7.2.

A lens assembly was used to focus the laser light into a 1 mm thick vertical laser sheet
in the centerline of the water tank. Hollow glass spheres with a diameter of 10 μm and
density 990 kg/m3 were used as marker particles. The image field of view was 115× 92
mm. The laser and camera were operated in double-frame mode with 1.5 ms between
the two frames. The servo motor trigger signal, marking the start of each pump cycle,
was connected to the PTU. The system was setup to acquire one double-frame image
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Figure 3.2 – MR (left) and PIV/PLIF camera (right) images of the plastic plate
used for co-registration of images. The holes were 3 mm in diameter and spaced
10 mm apart.

Program VFR, L/D Volume (ml) Reynolds number, Re
A 1.0 12.3 5200
B 1.5 18.4 6800
C 2.0 24.5 7700
D 2.5 30.7 8200
E 3.0 36.8 8900

Table 3.1 – Parameters in the vortex tank experiments. VFR = Vortex forma-
tion ratio, also called stroke ratio L/D and vortex formation time (VFT). The
volume column shows the theoretical volume obtained from the programmed
stroke length of the pump.

per pulse, with varying time delay from the trigger signal to image acquisition. Images
were acquired for trigger delays between 0 and 600 ms with 10 ms spacing, with 10
double-frame images for each trigger delay.

The raw double-frame images were post-processed using DaVis 7.2 using multi-
pass cross-correlation, with a first pass using 64 × 64-pixel interrogation windows, and
two subsequent passes using 32 × 32-pixel windows and 50% overlap. A 3 × 3 pixel
smoothing filter was applied to the resulting velocity field, and velocity vectors with a
magnitude larger than 1 m/s were rejected. The spatial resolution of the final velocity
field was 1.45 × 1.45 mm. The mean velocity of the 10 acquisitions for each trigger
delay was used for further analysis.

For planar laser-induced flourescence (PLIF) measurements, the same laser and cam-
era setup was used as in the PIV measurements. The flourescent dye Rhodamine 59074

(Exciton Inc., OH, USA) was added to the water in the tank, while keeping the inflow-
ing water free from the dye. A filter blocking the reflected and transmitted 532 nm laser
light was fitted to the camera, giving images of only the flourescent light from the dye.
Therefore, bright areas consist of ambient water already in the tank before vortex ring
formation, and dark areas consist of inflowing, clean water.
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Figure 3.3 – Experimental setup for vortex tank experiments, viewed from above.
a) MR setup. b) PIV/PLIF setup.
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3.4 Data analysis

This section provides an overview of the analysis of data performed in Papers I–V. Fur-
ther details are provided in each paper. Details on the computational methods are pro-
vided in Chapter 4. Data analysis was mainly performed using custom plug-ins to Seg-
ment,133 a freely available software for cardiovascular image analysis based on Matlab
(The Mathworks, USA).

3.4.1 Validation of 4D PC-MR stroke volumes against 2D PC-MR

In Paper I, the 4D PC-MR data was reformatted to the scan planes of conventional 2D
PC-MR measurements of stroke volume in the aorta and the main pulmonary artery.
Manual delineations of the vessel lumen were performed in the 2D PC-MR datasets and
transferred to the reconstructed planes. The instantaneous flow rate for each timeframe
was calculated as the surface integral of the through-plane velocity in the delineation for
both 2D and 4D PC-MR, and the total SV was computed as the time integral of the
resulting flow rate over the cardiac cycle.

3.4.2 Stability assessment of vortex ring flow phantom

To investigate the stability of the vortex ring flow phantom setup (Paper II), velocity fields
were measured using particle imaging velocimetry (PIV) on two consecutive days. The
tank was emptied of water and repositioned on the supporting table, and the camera and
laser were repositioned and recalibrated between the two days. The measured velocities
were then compared on a pixel-by-pixel basis.

Correlation between PIV velocities on the two days was assessed using linear re-
gression, and agreement was quantified using Bland-Altman analysis of the pixel-wise
differences, with the mean of the two measurements as the reference value.135 Further-
more, the peak velocity magnitudes in the measurement plane at t = 400 ms, i.e. just
after the cessation of nozzle flow and vortex ring formation, were compared between the
two days.

3.4.3 Validation of 4D PC-MR velocities against PIV

In Paper II, velocity fields measured using particle imaging velocimetry (PIV) in the
centerline of the vortex ring phantom were semi-automatically co-registered with the
centerline of the tank in the 4D PC-MR measurements using images of the registration
plate (Figure 3.2). The 4D PC-MR velocity data was then reconstructed to the same
pixel grid as the PIV velocities using linear interpolation in space and time. Finally,
velocities were compared on a pixel-to-pixel basis. Correlation between 4D PC-MR and
PIV velocities was assessed using linear regression, and agreement was quantified using
Bland-Altman analysis of the pixel-wise differences, with the PIV velocities as the gold
standard.135 Furthermore, the peak velocity magnitudes in the measurement plane at
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Figure 3.4 – Determination of the time phases of diastole used in Papers III–V.
Flow in a plane in the LA close to the mitral valve was reconstructed from the 4D
PC-MR data, and used to identify the early rapid filling (E), diastasis (D) and (A)
phases, and the time points Dt1, Dt2 and Dt3.

t = 400 ms, i.e. at the end of nozzle flow and vortex ring formation, were compared
between 4D PC-MR and PIV.

3.4.4 Definition of cardiac time phases

Flow and functional cine MRI images were used in Papers III–V to identify different
phases of the cardiac cycle as follows. First, flow in a plane in the LA close to the mitral
valve was reconstructed from the 4D PC-MR data. Thereafter, the early rapid filling
(E-wave) and atrial contraction (A-wave) flow peaks were identified visually. The 25%
and 75% levels of the maximum flow for each peak were then computed, and a straight
line through these points were extrapolated to find the end of early rapid filling (Dt1)
and the start of atrial contraction (Dt3), as illustrated in Figure 3.4. Dt2 was defined as
the mean of Dt1 and Dt3.

3.4.5 Vortex ring volume and mixing ratio: 4D PC-MR

In Papers II, IV and V, the vortex ring volume (VV) and mixing ratio (MXR) were
quantified from 4D PC-MR data as follows (illustrated in Figure 3.5):

1. First, Lagrangian Coherent Structures were computed in the image planes of
interest, using the numerical methods described in Chapter 4 and Paper IV.
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The flow map was computed from the end of rapid filling (Dt1, Dt2 or Dt3,
cf. Figure 3.4) backwards in time to the end of systole.

– In the phantom experiments in Paper II, LCS were computed in a ver-
tical plane in the centerline of the water tank, along the flow direction
(long-axis). Furthermore, LCS were computed in slices perpendicular
to the flow direction (short-axis) and spaced 1.5 mm apart.

– In the in vivo studies in Papers IV and V, LCS were computed in 2-
chamber, 3-chamber and 4-chamber long-axis views. Short-axis LCS
images were also computed, spaced 4 mm apart.

2. LCS indicative of vortex ring formation were manually delineated in the long-
axis views. The long-axis delineations were then used as guides for delin-
eations in the short-axis views.

3. The vortex ring volume (VV) was defined as the volume inside the LCS de-
lineations, summed over all slices.

4. The boundary between the left atrium and left ventricle, i.e. the atrioventric-
ular plane, was manually defined as a plane parallel to the short-axis slices. In
the phantom experiments, the boundary was determined by the nozzle exit
plane.

5. For each pixel inside the vortex ring delineation in the short-axis slices, one
particle was traced from the end of rapid filling backwards in time to the end
of systole.

6. Each pixel was classified according to its origin:

– VVinflow: Pixels of fluid originating on the basal side of the AV plane (or
inside the nozzle in the phantom experiments).

– VVmix-in: Pixels of fluid originating on the apical side of the AV plane
(or in front of the nozzle), i.e. fluid that was already in the ventricle (or
water tank) and has been mixed into the vortex ring.

7. The mixing ratio (MXR) was then defined as MXR = VVmix-in/VV.

3.4.6 Vortex volume and mixing ratio: PLIF

In Paper II, planar laser-induced flourescence (PLIF) imaging was used as the reference
standard for vortex ring volume (VV) and mixing ratio (MXR) quantification, as illus-
trated in Figure 3.6. Manual delineation were used to find VV (Figure 3.6B). Automatic
histogram-based thresholding was used to classify pixels inside the delination as inflowing
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Figure 3.5 – Quantification of vortex ring volume (VV) and mixing ratio (MXR)
during early rapid filling of the LV in a healthy volunteer, using Lagrangian Co-
herent Structures (LCS) and Volume Tracking in 4D PC-MR data. See Sec-
tion 3.4.5 for details.
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Figure 3.6 – Method for quantification of vortex ring volume (VV) and mixing
ratio (MXR) using planar laser-induced flourescence (PLIF) in the vortex ring
flow phantom. Panel A: PLIF image. Panel B: Manual delineation of vortex ring
contour. Panel C: Histogram-based thresholding of the PLIF image. Panel D:
Final classification of inflowing and surrounding water.

or mixed-in. In line with a previous PLIF study on vortex rings,104 rotational symmetry
around the centerline of the flow was assumed, and each pixel contributed a volume

Vp = πrpΔxΔy, (3.1)

where Δx and Δy are the pixel spacings in the x and y directions, and rp is the vertical
distance between the pixel center and the vortex ring centerline.

3.4.7 Quality assessment of flow visualizations

In Paper I, the impact of acceleration of 4D PC-MR sequences using SENSE and k-t
BLAST on visualization of intracardiac blood flow was assessed as follows. First, particles
were emitted in all four chambers of the heart, and particles were released every 10 ms
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over the cardiac cycle. One observer, blinded to the acceleration method used, graded the
quality of the visualizations based on the amount of particles leaving the blood pool. The
following scale was used: 0 – ideal, i.e. all particles behave in a physiological manner,
1 – few particles leaving the blood pool, 2 – moderate amount of particles leaving the
blood pool, 3 – large amount of particles leaving the blood pool, indicating poor data
quality. The grading was performed for the emitter in each chamber separately, and the
mean score was computed for each subject.

3.4.8 Volume Tracking

As further described in Paper III, Volume Tracking enables the researcher to study how
a three-dimensional volume moves and deforms in a flow field. This extends particle
tracing, which is the most commonly used method for visualization of 4D PC-MR data,
from using particles to three-dimensional volumes. Furthermore, the need to choose the
density or number of released particles is eliminated. Details on the numerical methods
are given in 4 and Paper III.

In Paper III, a spherical volume of blood was selected in the left atrium of each
subject and tracked from the end of systole through diastole, thereby visualizing the
filling of the LV. The LV blood pool was divided into 21 segments based on the American
Heart Association’s (AHA) 17-segment model of the LV myocardium,136 according to
Figure 3.7. Segments covered by more than 25% inflowing blood (assessed visually)
were considered as inflowing blood. Volume Tracking visualizations were produced, and
thereafter two observers performed the classficiation independently.

To investigate the accuracy of the obtained visualizations, a comparison with particle
tracing was performed as follows. A Volume Tracking visualization of blood flowing
into the LV during diastole was generated. Simultaneously, particles for particle tracing
were released in the left atrium. Since the Volume Tracking visualization is designed to
display the boundary between inflowing blood and blood that was already in the LV, no
particles seeded on one side of the plane should cross the plane at any time. Therefore,
the amount of particles that reside on the correct side of the Volume Tracking plane is a
suitable indicator of the quality of the Volume Tracking visualization.

3.4.9 Statistical methods

Group values are given as mean ± standard deviation (SD). Relationships between vari-
ables were analyzed using linear regression and Pearson’s R2. Agreement between mea-
surement methods was evaluated using Bland-Altman analysis. In Paper I, differences in
peak flows between 2D and 4D PC-MR were analyzed using a paired non-parametric
two-tailed test (Wilcoxon). Differences between patients and healthy volunteers (Pa-
pers IV and V) were analyzed using a signed rank test (Mann-Whitney U). Statistical
significance was defined as a p-value less than 0.05. In Paper III, Cohen’s kappa value
was used to quantify interobserver agreement for LV inflow analysis.
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Figure 3.7 – Classification of LV inflow from Paper III. Panel A: Division of
the LV into apical, mid-ventricular and basal parts. Panel B: Division of each
part into 7 segments, with segment 1-6 along the endocardium adjusted from
the AHA standard136 and segment 7 in the center of the lumen. Panel C: a
mid-ventricular short-axis slice and Volume Tracking surface (blue) in a healthy
volunteer. The intersection of the Volume Tracking surface with the slice is shown
as a red line. Panel D: intersection in red and the segment model from panel B
in white.
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Chapter 4

Computational methods

4.1 Coordinate systems

During a magnetic resonance imaging (MRI) examination, velocity and function images
are taken in different views with respect to each other (see Figure 1.4 on page 8). There-
fore, two different coordinate systems must be considered: the global patient-oriented
coordinate system, called LPS for reasons explained below, and image-oriented coordi-
nate systems which are specific to each image. The LPS and image-based coordinate
systems are illustrated in Figure 4.1. Both coordinate systems are Cartesian and or-
thonormal.

The patient-oriented coordinate system is defined in the DICOM standard.137 The
basis vectors L, P and S are defined from the viewpoint of the patient. L (left) is the
unit vector pointing towards the left side of the patient, P (posterior) is the unit vector
pointing towards the back of the patient, and S (superior) is the unit vector pointing
towards the head of the patient. This provides a global right-handed orthonormal co-
ordinate system in three-dimensional space, which will be called the LPS coordinate sys-
tem. Coordinates of a point with respect to the LPS coordinate system will be denoted
x = (x1, x2, x3)T and are called LPS coordinates, measured in meters from the global
origin.

The location and orientation of each image is specified by the image position and the
image orientation. The image position is defined as the center of the pixel in the upper
left corner of the image and given in LPS coordinates, denoted O. The image orientation
is given as two orthogonal unit vectors in LPS coordinates, d1 and d2. The vector d1

points along the rows of the image matrix and d2 points along the columns of the image
matrix. In the case of volumetric image data, such as the 4D PC-MRI velocity data in
this thesis, a third direction d3 is used, orthogonal to v1 and v2, i.e. d3 = d1×d2, where
× is the cross product. Define the direction matrix D as the matrix with d1, d2 and d3 as
column vectors,
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Name Basis vectors Coordinates
LPS L,P, S x = (x1, x2, x3)T

Image-based d1, d2, d3 y = (y1, y2, y3)T

Pixel indices d1, d2, d3 I = (i, j, k)T

Table 4.1 – Summary of spatial coordinate systems used, also illustrated in Figure
4.1 and described in Section 4.1.

D = (d1 d2 d3) . (4.1)

The image-based coordinate system is defined by the image position O and the vec-
tors d1, d2 and d3. Image-based coordinates are denoted y = (y1, y2, y3) and are mea-
sured in meters from the image position O. Therefore, the relationship between the LPS
coordinates x and image-based coordinates y for a point in space can be written

x = O + Dy. (4.2)

Pixels in each image are specified using their indices i, j, k and n for the row, column,
slice and timestep indices respectively. Let I = (i, j, k)T be the column vector of spatial
indices. The first row, column, slice and timestep all have index 0. The pixel spacings
in the i, j, and k directions are Δi, Δj and Δk respectively, and the timestep is Δt. For
convenience, the pixel spacing matrixΔ is defined as

Δ =

 Δi 0 0
0 Δj 0
0 0 Δk

 . (4.3)

The image-based coordinates y of a pixel with indices I can then be written

y = ΔI. (4.4)

For the velocity interpolation in the following section, the relationship between LPS
coordinates x and pixel indices I is needed. Combining Equations 4.2 and 4.4, the
formula

x = O + DΔI (4.5)

is obtained, or equivalently

I = (DΔ)−1 (x−O) . (4.6)
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Figure 4.1 – The patient-centered LPS coordinate system and the image-local
coordinate system. The L, P and S vectors in the LPS system are aligned with the
right-left, front-back (posterior) and feet-head (superior) directions of the patient,
and the image coordinate system is aligned with the row (d1), column (d2) and
through-plane (d3) directions of the image. See also Table 4.1 for summary.
Image by Per Arvidsson.
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4.2 Velocity interpolation

In the following section, we will need to evaluate the velocity v in a position x that falls
between pixel centers and MRI timesteps. In these cases, interpolation in time and space
is used, implemented as follows.

The pixel indices i, j and k of the point x are computed using Equation 4.6. Inter-
polation weights are then calculated as

wi = i − bic
wj = j − bjc (4.7)

wk = k − bkc,

where bic is the nearest integer smaller than or equal to i. To simplify the following, let
bic = bjc = bkc = 0 without loss of generality. Let V n

ijk be the velocity in the voxel i, j, k
at timestep n. The interpolated value V n

interp at an MRI timestep n can then be calculated
as

V n
interp =V n

000(1− wi)(1− wj)(1− wk)

+ V n
001(1− wi)(1− wj)wk

+ V n
010(1− wi)wj(1− wk)

+ V n
011(1− wi)wjwk (4.8)

+ V n
100wi(1− wj)(1− wk)

+ V n
101(1− wi)wj(1− wk)

+ V n
110wiwj(1− wk)

+ V n
111wiwjwk.

Interpolation was performed for each of the three velocity components separately. In
cases where the position x was outside the image volume, the interpolated velocity was
set to zero. Furthermore, linear interpolation between timesteps was used.

4.3 Particle tracing

Particle tracing is a procedure to extract Lagrangian data, i.e. the movement of the fluid,
from velocities measured on an Eulerian grid.

First, suppose that the position of a massless particle in the flowing fluid is described
by the function p(t), i.e. the particle is located at the coordinates p(t) at time t. Then
assume that during a small time interval of lengthΔt immediately following t, the parti-
cle moves with the fluid, i.e. with the same velocity as the surrounding fluid. For a small
enough Δt, we can write
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p(t +Δt) ≈ p(t) + v(p(t), t)Δt, (4.9)

or equivalently

p(t +Δt)− p(t)
Δt

≈ v(p(t), t). (4.10)

Taking the limit asΔt → 0, the ordinary differential equation (ODE)

d
dt

p(t) = v(p(t), t) (4.11)

is obtained. Equation 4.11 has a unique solution if a particle position p0 is specified
at some time t0, i.e. p(t0) = p0. A solution of Equation 4.11 together with a starting
position and time (p0, t0) is called a trajectory and is denoted p(t) or p(p0, t0; t).

To compute trajectories numerically, a fourth-order Runge-Kutta method was used.
Let pl be the computed position of the particle at the numerical solution timestep l . The
next step pl+1 was computed using the formulas

P′1 = v
(
p, t
)

P′2 = v
(
p + P′1δt/2, t + δt/2

)
P′3 = v

(
p + P′2δt/2, t + δt/2

)
(4.12)

P′4 = v
(
p + P′3δt, t + δt

)
pl+1 = pl +

δt
6

(
P′1 + 2P′2 + 2P′3 + P′4

)
All particle tracing computations were performed in the LPS coordinate system, using
interpolation of the measured MRI velocities as described in the previous section.

In Papers II, IV and V, a constant time step was used, δt = 5 ms. In Paper III (Vol-
ume Tracking), where the built-in particle tracing engine in the visualization software
package Ensight 8.2 (CEI, USA) was used. This particle tracing implementation uses
linear interpolation in space and time and an adaptive time-step selection algorithm.

4.4 Lagrangian Coherent Structures

Lagrangian Coherent Structures are defined as surfaces (or lines when viewing a 2D slice
of a 3D volume) of high Finite-Time Lyapunov Exponent (FTLE). The computation
of the FTLE requires tracing of particles from a regular grid and then computing the
Jacobian of the resulting map from particle start positions to end positions.

Although several defintions of the Finite-Time Lyapunov Exponent exist,94 we base
this work on the definition originally proposed by Haller and Yuan:90,91
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σ
t1
t0 (x) =

1
|t1 − t0|

log

∥∥∥∥dφt1
t0 (x)

dx

∥∥∥∥
2

, (4.13)

where φ is the flow map, which maps a particle’s position x at one time t0 to its position
at another time t1:

φt1
t0 (x) : x 7→ p(x, t0; t1), (4.14)

In practice, Equation 4.13 is evaluated in the image-based coordinate system. Since
the LPS coordinate system and image-based coordinate system differ only by a translation
and rotation (Equation 4.2), the norm of the Jacobian of the flow map is the same in
both coordinate systems.

To evaluate Equation 4.13 numerically from the 4D PC-MR velocity data, an MRI
image plane of interest was first selected (e.g. a 3ch image of the heart). In this image
plane, a regular grid of particles was defined aligned with the image plane, spaced δ =
0.8 mm apart. The value of δ was chosen as a balance between computational cost and
resolving details of the FTLE field. Furthermore, to be able to compute the gradient of φ
with respect to the through-plane direction y3, particles were also placed 0.8 mm on each
side of the image plane, as shown in Figure 4.2. The coordinates ylmn of the particles can
be written

ylmn = δ (l ,m, n)T , (4.15)

with l = 0..L− 1, m = 0..M − 1, with L and M chosen to fill the chosen image plane
with particles, and n = −1, 0, 1 to produce particles in the plane and on both sides of
the plane.

The LPS coordinates xlmn of the particle positions ylmn where then computed using
Equation 4.2. Each particle was then traced from time t0 to t1 in the 4D PC-MR velocity
data according to Sections 4.2 and 4.3, yielding the particle end positions p(xlmn, t0; t1).
These end positions were then converted from LPS coordinates back to the image-based
coordinate system, giving the particle end position φlmn for each starting point ylmn.

The derivatives of the flow map were computed using centered finite differences as
follows. Let φ1, φ2 and φ3 be the y1, y2 and y3 components of the flow map respectively.
The derivatives of φk, k = 1, 2, 3 in each grid point yl,m,0 were then approximated as

∂φk

∂y1
≈
φk

l+1,m,0 − φk
l−1,m,0

2δ
,

∂φk

∂y2
≈
φk

l,m+1,0 − φk
l,m−1,0

2δ
, (4.16)

∂φk

∂y3
≈
φk

l,m,1 − φk
l,m,−1

2δ
.
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Figure 4.2 – Grid used for LCS computations. The MRI imaging plane of inter-
est is shown in gray. An equisdistant grid of particles spaced δ = 0.8 mm apart
was placed in the imaging plane (red dots), and δ = 0.8 mm on each side of the
imaging plane (black dots).

These approximations are then used to form an approximate Jacobian matrix J̃ lm
ij for each

point (l ,m) in the image with elements

J̃ lm
ij =

∂φi

∂yj
. (4.17)

The numerically computed Finite-Time Lyapunov Exponent (FTLE) σ̃lm in the image
point (l ,m) is computed as

σ̃
lm =

1
K

log
∥∥J̃ lm

∥∥
2
. (4.18)

Note that compared to Equation 4.13, the normalization by |t − t0| is replaced by a
normalization factor K . The normalization factor was computed for each image by
constructing a histogram of FTLE values for pixels in the image and taking the 95th

percentile.

4.5 Volume Tracking

Volume Tracking (Paper III) extends particle tracing, which displays the motion of dis-
crete points as they move with a fluid, to displaying the motion of three-dimensional
volumes.

4.5.1 Formulation

Assume that we want to track the movement of a volume described by the set of points
V0 at time t0 over time to arrive at another time t. A volume V0 inside the computational
domain Ω at time t0 is described by a volume function f :

V0 = {x ∈ Ω | f (x) ≤ C} . (4.19)
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f Shape Interpretation of C
nT x plane with normal n plane position√

(x− a)T (x− a) sphere at a sphere radius√
(x− a)T A(x− a) ellipsoid (A positive definite) at a size

Table 4.2 – Volume functions f (x) ≤ C used for Volume Tracking, and the
corresponding shape and interpretation of the constant C .

By using different functions f and varying C , volumes of different shapes and sizes can
be used, as shown in Table 4.2.

Recall the definition of the flow map φt1
t0 (x) as a function that maps the position x

of a particle at time t0 to its position at the time t1. The tracked volume can then be
written as

V (t) = φt1
t0 (V0), (4.20)

i.e. the volume at another time t1 is defined as the image of V0 under the flow map for
the appropriate time interval. The evolution of the volume to time t1 (Equation 4.20)
can also be described using the volume function and flow map as

V (t) =
{

x ∈ Ω | f
(
φt0

t (x)
)
≤ C

}
, (4.21)

i.e. the volume is defined by f at the time t0 and the flow map is used to select points to
display based on their coordinates at time t0.

To compute the flow map φ for Volume Tracking, the auxiliary function ψ is intro-
duced as

ψ(x, t) = φt0
t (x). (4.22)

The function ψ(x, t) then describes where the particle at x at time t was at the time t0.
Therefore, the value of ψ is constant along particle paths (trajectories) in the flow, i.e. the
coordinates at t = t0 are advected along the flow. Decomposing ψ = (ψx,ψy,ψz) into its
cartesian components, the advection partial differential equations (PDE)

∂tψ
x + v · ∇ψx = 0

∂tψ
y + v · ∇ψy = 0 (4.23)

∂tψ
z + v · ∇ψz = 0

hold for all x ∈ Ω , where v is the velocity field of the flow under study.
The initial conditions at t = t0 are straightforward:
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ψ
x(x, t0) = x

ψ
y(x, t0) = y (4.24)

ψ
z(x, t0) = z.

Additionally, boundary conditions to Equation 4.23 are needed to ensure a unique solu-
tion, as particles that come into the domain must be assigned some origin. We choose to
define that a particle coming from outside the domain originates at the boundary, i.e. to
let

ψ
x(x, t) = x

ψ
y(x, t) = y (4.25)

ψ
z(x, t) = z

at the parts of the boundary ∂Ω where inflow occurs.

4.5.2 Numerical implementation

Equations 4.23–4.25 consist of three non-coupled advection partial differential equa-
tions (PDEs). A second-order finite volume scheme138,139 is used, as provided in the
freely available software package CLAWPACK 4.3.140 The included advection module
was used with full transverse propagation of increment and correction waves (method(3)
= 22) and the monotonized centered (MC) limiter (mthlim = 4). Adaptive step-size
control was turned on (method(1) = 1) with a target Courant-Friedrichs-Lewy (CFL)
number of 0.95 (cflv(2) = 0.95).

When applying the numerical method to PC-MRI data, the domain was divided
into cells identical to the measured voxels. The measured velocities represent voxel aver-
ages, but the numerical method described above requires the velocity evaluated at voxel
interfaces. Therefore, the voxel interface velocity was taken as the average of the two
adjacent voxel velocities. The measured velocities were supplied as variable coefficients
in the advection solver.

Initial values (Equation 4.24) were set to the appropriate coordinate component at
the cell center before the computation started. Boundary conditions (Equation 4.25)
were enforced by using two extra cells (ghost cells) around the boundary (mbc = 2).
Their values were set to their center coordinate at each timestep.

In Paper III, the described PDE method was used to compute the flow map, and
Ensight (CEI, USA) was used to compute particle traces for comparison, generate iso-
surfaces from the flow maps and generate animations. In Paper V, the flow map was
computed using the particle tracing methods described in Section 4.3.
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Chapter 5

Results and Discussion

5.1 Accuracy and validation

5.1.1 Stroke volumes: 4D vs 2D PC-MR

The results of the validation of stroke volumes in 4D PC-MR compared to 2D PC-MR
(Paper I) are presented in Figures 5.1 and 5.2 and summarized in Table 5.1. For the
SENSE acquisitions, the bias for 4D PC-MR compared to 2D PC-MR was lower for
3T compared to 1.5T, although the difference was not significant (p = 0.46). Peak flow
rates were underestimated by 4D PC-MR compared to 2D PC-MR, for both SENSE
and k-t BLAST accelerations (Table 5.1). Acquisition time for k-t BLAST was shorter
than for SENSE (10.8± 0.7 vs 22.5± 0.3 min).

Overall, our results are in line with previous studies comparing SV in 4D PC-MR
to 2D PC-MR, at 1.5T,141–143 and extend them with data at 3T. Westenberg et al.
used a more advanced post-processing including retrospective valve tracking for accurate
quantification of valvular regurgiation, and notably acheived higher accuracy using 4D
compared to 2D PC-MR144 and fair accuracy in patients with corrected Tetralogy of
Fallot.145

The underestimation of SV and reduced peak flows seen in our k-t BLAST data are in
line with previous results by Marshall,146 who simulated the k-t BLAST undersampling
and reconstruction process and found a temporal smoothing and underestimation of
peak flows. Furthermore, Stadlbauer et al. investigated the use of k-t BLAST in aortic
flows compared to ultrasound, and found that higher acceleration factors gave larger
errors.147

In summary, 4D PC-MR accelerated using SENSE gives accurate SV measurements,
especially at 3T. However, k-t BLAST with acceleration factor 5 gives too large bias to
be useful for quantitative purposes.
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Figure 5.1 – Stroke volumes using 4D PC-MR accelerated by SENSE and k-
t BLAST at 1.5T and 3T. See also Figure 5.2 for Bland-Altman plot. Image
reprinted from published version of Paper I with permission.
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Figure 5.2 – Stroke volumes using 4D PC-MR accelerated by SENSE and k-t
BLAST at 1.5T and 3T: Bland-Altman plots. See also Figure 5.1 for correla-
tion plots and Table 5.1 for bias values. Image reused from published version of
Paper I with permission.

Scanner Sequence R2 SV bias Peak flow (ml/s)
1.5T 2D PC-MR - - 439± 86
3T 2D PC-MR - - 448± 83
1.5T 4D SENSE=2 0.71 −3.6± 14.8% 402± 86**
3T 4D SENSE=2 0.86 −0.7± 7.6% 421± 75**
1.5T 4D k-t BLAST=5 0.65 −15.6± 13.7% 353± 77***
3T 4D k-t BLAST=5 0.64 −4.6± 10.0% 389± 68***

Table 5.1 – Stroke volumes and peak flows using 4D PC-MR accelerated by
SENSE and k-t BLAST at 1.5T and 3T: Summary of results in Figures 5.1
and 5.2.
** and ***: p < 0.01 and p < 0.001 difference in peak flow compared to 2D
PC-MR respectively.
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5.1.2 Vortex ring phantom: stability

Measurements using PIV, PLIF and 4D PC-MR were feasible using all five proposed
pump programs. Peak nozzle velocities ranged from 19 to 40 cm/s, with corresponding
Reynolds numbers (Re) from 5200 to 8900.

For assessment of the stability and repeatability of the flow produced in the phantom
setup, Figure 5.3 shows a detailed comparison of velocities measured on day 1 and day
2, for pump program E at t = 400 ms. Excellent agreement was found, e.g. R2 = 0.96
and bias −0.06 ± 0.70 cm/s for the up/down direction. Figure 5.4, panels A-E, shows
a summary of results from all five pump programs and at all timeframes between 0 and
600 ms. The difference in velocity shows low variation between pump program and
timeframes, in both the up/down and left/right directions. Furthermore, Figure 5.4,
panel F, shows a comparison of peak velocities in the measurement area at t = 400 ms
for all five pump programs. Figure 5.5 shows the pump stroke volume measured using
2D PC-MR before and after each 4D PC-MR measurement. A strong correlation and a
small bias was found (R2 = 1.00,−0.3± 2.1 %).

The results presented in Figures 5.3–5.5 show that the flow phantom produces a
stable, well-defined flow field, both within a single experiment and between days. The
proposed vortex ring setup can therefore be used for validation of 4D PC-MR measure-
ments.

Accelerated 4D PC-MR sequences, e.g. using k-t BLAST and k-t SENSE131 (Pa-
per I), spiral readouts,68 random undersampling,148 and k-t PCA,149 are of great interest
to reduce scan times, and thereby enable a broader clinical use of 4D PC-MR. The pro-
posed vortex ring flow phantom provides a suitable experiment for evaluating velocity
errors, such as temporal and spatial smoothing, introduced by the acceleration.

Knobloch et al.70 validated 4D PC-MR velocity and turbulence measurements against
particle tracking velocimetry (PTV) and showed excellent agreement. However, due to
differences between the MR and PTV setups, their evaluation required a post hoc correc-
tion factor applied to the PTV measurements. The presented vortex ring flow phantom
can operate with the same tubing and positions in both the MR and PIV/PLIF settings,
enabling a direct validation of velocity measurements.
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Figure 5.3 – Detailed comparison of PIV velocity measurements in the vortex
ring flow phantom on two consecutive days, for velocity program E (VFR = 3.0)
at t = 400 ms. Excellent agreement and a small bias was found.
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Figure 5.4 – Comparison of PIV velocity measurement in the vortex ring flow
phantom on two consecutive days for all velocity programs (panels A-E) (pixel-
wise mean±SD). A small variability was found. Panel F shows peak velocity in
the measurement area at t = 400 ms. A strong correlation and low bias was
found.
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Figure 5.5 – Comparison of 2D PC-MR stroke volumes in the vortex ring flow
phantom, before and after the 4D PC-MR measurements (Paper II). A strong
correlation and small bias were found, reinforcing the stability of the flow phan-
tom setup.

5.1.3 Vortex ring phantom: validation of 4D PC-MR velocities against
PIV

A visual comparison of 4D PC-MR and PIV measurements in the vortex ring phantom
is shown in Figure 5.6. Visually, the velocity measurements show a slightly lower peak
velocity in the 4D PC-MR data compared to PIV.

Figure 5.7 shows a detailed, pixel-by-pixel comparison of velocities measured using
4D PC-MR and PIV for pump program E, at t = 400 ms. Overall, a strong correlation
and small bias was found, e.g. R2 = 0.95, bias 0.17± 2.31 cm/s for velocity magnitude
(see Figure 5.7 for details). However, a trend towards underestimation of velocities in
4D PC-MR compared to PIV is seen for peak velocities.

Figure 5.8, panels A-E shows the comparison between 4D PC-MR and PIV velocities
for all pump programs and all acquired time phases. A low bias and standard deviation
was found, both for the up/down and left/right velocity components. Figure 5.8F shows
a comparison of peak velocities at t = 400 ms for pump program E between 4D PC-MR
and PIV. A strong correlation (R2 = 0.89) and an underestimation in the range 8−25 %
was found (−14± 7 %).

In summary, good accuracy was found for 4D PC-MR velocity measurements com-
pared to PIV, although with an underestimation of peak velocities. The underestimation
of peak velocities is in line with previous results that 4D PC-MR underestimates peak
flow rates compared to ultrasound150 and 2D PC-MR (Paper I and Section 5.1.1).
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Figure 5.6 – Visual presentation PIV and PLIF (left) and 4D PC-MR (right)
measurements for velocity program D (VFR = 2.5) at t = 400 ms. The asterisk
(*) denotes the vortex ring core, where a distinct ’winding’ is seen in the PLIF
image, but not in the 4D PC-MR Volume Tracking visualization.



Figure 5.7 – Validation of 4D PC-MR velocities against PIV. Details for velocity
program E (VFR = 3.0) at t = 400 ms are shown. Good agreement was found,
but peak velocities were underestimated using 4D PC-MR (see also Figure 5.8,
panel F).
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Figure 5.8 – Validation of 4D PC-MR velocities against PIV. Panels A-E: differ-
ence in pixel-wise velocity for velocity programs A-E vs time. Details for program
E at t = 400 ms are shown in Figure 5.7. Panel F: Comparison of peak velocities
in the PIV measurement area at t = 400 ms. 4D PC-MR underestimates peak
velocities compared to PIV.
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5.1.4 Validation of quantitative vortex ring parameters

Figure 5.6 shows a visual comparison of 4D PC-MR and PLIF measurements of vortex
ring formation. Figure 5.9 shows quantitative results of the comparison of quantitative
vortex ring parameters (vortex ring volume, VV and mixing ratio, MXR) between 4D
PC-MR and planar laser-induced flourescence (PLIF) in the phantom setup.

For VV, the top row of Figure 5.9 shows a strong correlation (R2 = 0.99) and low
bias (2.4± 1.5 ml), although a small overestimation is present in 4D PC-MR compared
to PLIF. For MXR, the bottom row of Figure 5.9 shows a strong negative correlation
(R2 = 0.82) between 4D PC-MR, and PLIF, and a large bias (8± 21 %).

Changing the temporal and spatial resolution of the computations for Lagrangian
Coherent Structures and Volume Tracking (using particle tracing) from 5 ms and 0.8 mm
to 1 ms and 0.2 mm gave a minor difference in VV, VVinflow and VVmix-in (41.66, 27.14
and 14.52 ml vs 41.67, 27.53 and 14.14 ml respectively, evaluated in program E at t =
400 ms).

The strong correlation and low bias found for VV further reinforces and validates
the in vivo measurements of vortex ring volume in Papers IV and V. The small overesti-
mation may be due to differences in trigger timing and manual delineations between 4D
PC-MR and PLIF, and the assumption of axisymmetry used in analysis of PLIF images.

The poor accuracy in MXR for 4D PC-MR compared to PLIF may have several
causes. The small difference shown in VV, VVinflow and VVmix-in when increasing temo-
poral and spatial resolution in LCS and Volume Tracking computations suggests that
the poor agreement is not due to computational issues. Comparing the flow visualiza-
tions with PLIF and 4D PC-MR (Figure 5.6, bottom row), the PLIF image displays a
’winding’ of the vortex ring core which is not seen in the 4D PC-MR Volume Tracking
image.

Figure 5.10 show PLIF and MR flow visualizations for all pump programs. Programs
C,D and E display a similar pattern, with a lesser winding in MR compared to PLIF,
leading to an overestimation of MXR using MR. In programs A and B, the PLIF and
MR images look qualitatively similar, but the MR images show a smaller amount of
mixed-in fluid, leading to an underestimation of MXR.

Further error sources that may contribute to the discrepancy include spatial and
temporal resolution of the 4D PC-MR sequence and post-processing steps such as back-
ground phase correction, threshold selection and manual delineations. Furthermore, a
potential mismatch in fluid dynamic parameters, such as the Reynolds number and rela-
tion between nozzle velocity and vortex ring core rotation, may provide a more complex
flow field in the phantom setup compared to in vivo. Further work is needed to identify
and alleviate error sources.
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Figure 5.9 – Validation of 4D PC-MR measurement of vortex ring volume (VV)
and mixing ratio (MXR) against planar laser-induced flourescence (PLIF). Good
agreement was found for VV, but not for MXR.
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Figure 5.10 – Mixing visualizations using PLIF and 4D PC-MR for all five veloc-
ity programs (A-E) at t = 400 ms. For velocity programs A and B, 4D PC-MR
underestimates the mixed-in volume compared to PLIF. In contrast, an overesti-
mation of the mixed-in volume is seen for programs C-E.
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5.2 In vivo vortex ring formation

5.2.1 Visual observations

The developed method for computation of Lagrangian Coherent Structures (LCS) allow
generation of LCS images in any CMR viewplane and for any time point in the car-
diac cycle (Paper IV). Figure 5.11 shows a visualization of vortex ring formation using
Lagrangian Coherent Structures (LCS) during rapid filling of the LV in a healthy volun-
teer. LCS indicative of vortex ring formation appeared in the 3ch and 2ch views in this
volunteer, but not in the 4ch view. The LCS pattern occupies a majority of the volume
of the LV. Figure 5.12 shows a similar visualization in a patient with dilated cardiomy-
opathy (DCM). As in the healthy volunteer, LCS indicative of vortex ring formation
appeared in the 3ch and 2ch views, but not in the 4ch view.

Table 5.2 summarizes the views in which vortex ring LCS were visible in all subjects
in Paper IV. Vortex ring LCS were observed in the 3ch view in all subjects, but were
less common in the 2ch and 4ch views. In both the healthy volunteers and the patients,
the vortex ring LCS show more complexity and asymmetry compared to experiments in
water tanks (Figure 5.6),103–105 and adapt to the endocardium and papillary muscles (cf
asterisks in Figures 5.11 and 5.12).

The more complex and asymmetric appearance of the vortex rings in vivo compared
to water tank experiments is likely a consequence of the asymmetry of the mitral valve
and of the heart as a whole.9 The vortex ring originates from the left atrium leaflets of
the mitral valve, whose asymmetry is likely a major cause for the asymmetry of the vortex
ring. This is consistent with theory and experiments which show that the vorticity of the
vortex ring is generated on the inside surface of the nozzle generating the vortex ring.110

Furthermore, the asymmetry of the mitral valve may explain the consistent presence of
vortex ring LCS in the 3ch view, which is planned in a position orthogonal to the mitral
valve leaflets.35,151

The additional complexity of the in vivo vortex rings compared to water tank exper-
iments is likely due to the proximity of the vortex ring to the endocardium and papillary
muscles. In contrast, previous experiments on vortex rings were performed in water tanks
with little or no influence from the tank boundaries. These differences may be important
when comparing idealized experiments in water tanks and in vivo flow measurements.

5.2.2 Quantitative results

Figure 5.13 shows the vortex ring volume (VV) and VV in relation to the LV volume at
diastasis (VV/DV) and patients with heart failure and dilated LV (Papers IV and V). VV
did not differ between the healthy volunteers and the patients (p = 0.92), but VV/DV
was significantly different (51± 7 % vs 26± 5 %, p < 0.0001).

Figure 5.14 shows results of analysis of mixing ratio (MXR) and the fraction of the
end-systolic volume (ESV) pulled into the vortex ring during rapid filling (VVmix-in/ESV).
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3ch 2ch
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Figure 5.11 – Lagrangian Coherent Structures (LCS) during rapid filling of the
left ventricle in a selected healthy volunteer (Paper IV). In this volunteer, LCS
indicative of vortex ring formation appeared in the 3ch and 2ch views, but not in
the 4ch view. The asterisk (*) in the 2ch image shows adaptation of the LCS to
the papillary muscles.
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Figure 5.12 – Lagrangian Coherent Structures (LCS) during rapid filling of the
left ventricle in a selected patient (Paper IV). In this patient, LCS indicative of
vortex ring formation appeared in the 3ch and 2ch views, but not in the 4ch view.
The asterisks (*) in the 2ch, 4ch and short-axis (SA) views show adaptation of the
LCS to papillary muscles.
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Subject 2ch 3ch 4ch
1 n/a x x
2 x x
3 x x
4 x x
5 x x
6 x
7 x x
8 x
9 x

P1 x x
P2 x x
P3 x x
P4 x

Total: 7/13 13/13 2/13
54% 100% 15%

Table 5.2 – Visual assessment of vortex ring LCS in different viewplanes (Pa-
per IV). Each ’x’ in the table indicates that LCS indicating vortex ring formation
was seen in the corresponding subject and viewplane. Subjects 1-9: Healthy vol-
unteers, P1-P4: Patients with dilated left ventricles.
n/a = not available.
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Group n VV (ml) MXR (%) VVmix-in/ESV (%)
Interobserver, healthy volunteers 15 1± 7 −1± 6 −1± 7
Interobserver, patients 15 2± 9 0± 1 1± 1
Interstudy, healthy volunteers 6 −2± 11 −3± 10 −3± 10

Table 5.3 – Interobserver (with respect to LCS delineations) and interstudy vari-
ability (1.5T and 3T scans on the same day) for the quantitative measures used
in Paper IV and Paper V.

MXR was lower in healthy volunteers compared to patients (19 ± 7 % vs 33 ± 7 %,
p < 0.001), while VVmix-in/ESV was higher in healthy volunteers compared to patients
(22± 11 % vs 11± 5 %, p < 0.0001).

Interobserver and interstudy variability for VV, MXR and VVmix-in/ESV are given in
Table 5.3. Fair variability with a low mean bias was found for all three measures.

In the healthy volunteers, the vortex ring occupies approximately half of the LV
blood volume and the vortex ring is located close to the endocardium. This reveals that
a large part of the LV blood volume is involved in vortex ring formation. In contrast, the
vortex ring accounted for only 21% of the LV blood volume in the patients. The motion
of blood and mixing in the vortex ring may contribute to reducing the likelihood of
thrombus formation. A higher risk of thrombus formation has been observed in patients
with low EF,152 which may be connected to flow conditions with a small vortex ring in
relation to the LV volume.

5.2.3 Phantom results

Figure 5.15 shows a graph of MXR measured using PLIF vs vortex formation ratio (VFR,
stroke ratio L/D) in the phantom experiments (Paper II), together with results from pre-
vious studies.104,108 The present phantom results show a decresasing MXR with increas-
ing VFR, which is in line with previous studies. However, the exact MXR values differ
somewhat, both between the previous studies themselves and between the previous stud-
ies and our results, which may be due to differences in inflow velocity profiles and other
flow conditions.104
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Figure 5.13 – Vortex ring volume (VV, left) and VV in relation to the diastatic
volume (DV), VV/DV (right), from Papers IV and V. For VV, no difference was
found between patients and volunteers. However, a large difference was found in
VV/DV. (Papers IV and V)
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Figure 5.14 – Comparison of mixing ratio (MXR) and VVmix-in/ESV, the frac-
tion of the end-systolic volume mixed into the vortex ring during early rapid
filling, between healthy volunteers and patients with congestive heart failure. (Pa-
per V)

65



VFR

M
ix

in
g

ra
ti

o
(M

X
R

)

0 1 2 3 4
0%

10%

20%

30%

40%

50% Olcay,  Krueger 2008  (PLIF)

Müller,  Didden 1980
(curve fit to previous data)

Steady flow
Decelerating
Accelerating

Present results -  Paper II (PLIF)

Figure 5.15 – Mixing ratio (MXR) results by PLIF from Paper II in comparison
to previous results by Olcay and Krueger104 and Müller and Didden,108 who
quantified MXR by analyzing previously published data.106,109,110 In the previous
results, MXR decreases with increasing VFR. This finding is confirmed by the
present results (Paper II, open circles).

5.3 Visualization

5.3.1 Particle tracing in 4D PC-MR accelerated with SENSE and
k-t BLAST

Examples of 4D PC-MR flow visualizations using particle tracing from SENSE and
k-t BLAST at 1.5T and 3T scans in one subject (Paper I) are shown in Figures 5.16
and 5.17. Visually, no clear difference can be seen in this subject. The mean quality
score at 1.5T was somewhat worse than at 3T (0.8±0.4 vs 0.6±0.2), but the difference
was not statistically significant (p = 0.09). There was no difference in mean quality
score between SENSE and k-t BLAST acquisitions (0.7± 0.2 vs 0.7± 0.4, p = 0.85).

The lack of a difference in visualizations between SENSE and k-t BLAST acqusi-
tions shows that the faster k-t BLAST acquisition may be used when the main goal is
to visualize flow. This may be especially important in patients who do not tolerate long
scan times. However, k-t BLAST is not accurate enough for quantitative purposes (Sec-
tion 5.1.1).

5.3.2 Volume Tracking

The new method for visualization of intracardiac blood flow, Volume Tracking (Pa-
per III), was developed and implemented as a plugin for Segment.133 Ensight 9.2 was
used for display of the resulting visualizations.

Figure 5.18 shows particle tracing and Volume Tracking visualizations of diastolic
filling of the LV in a healthy volunteer. Particle tracing shows a pattern of swirling flow,
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Figure 5.16 – Long-axis 4-chamber view of particle tracing (pathline) visualiza-
tion of intracardiac blood flow using SENSE and k-t BLAST acceleration at 1.5T
and 3T. Red: particles released in the LV and LA, blue: particles released in the
RV and RA. Only a small amount of particles exhibit a non-physiological flow,
which was interpreted as good image quality. No major differences were seen
between 1.5T or 3T, nor between k-t BLAST or SENSE.
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Figure 5.17 – Short-axis view of particle tracing (pathline) visualization of int-
racardiac blood flow using SENSE and k-t BLAST acceleration at 1.5T and 3T.
Red: particles released in the LV and LA, blue: particles released in the RV and
RA. Only a small amount of particles exhibit a non-physiological flow, which was
interpreted as good image quality. No major differences were seen between 1.5T
or 3T, nor between k-t BLAST or SENSE.
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while Volume Tracking, in contrast, shows the boundary between the inflowing blood
and blood that was already in the ventricle.

Figure 5.19 shows particle tracing and Volume Tracking visualizations of diastolic
filling in the LV of a patient with dilated cardiomyopathy. The flow in this patient is
distinctly different from the flow in the healthy volunteer in Figure 5.18.

Figure 5.20 shows diastolic inflow in the right ventricle (RV) of a healthy volunteer.
Here, the particle trace visualization shows how particles flow from the right atrium
(RA) into the RV. Volume Tracking visualization shows how the blood in the RA moves
into the RV and disperses into a complex pattern, which is not easy to appreciate in the
particle tracing visualization.

The validation of Volume Tracking visualizations against particle tracing resulted in
a mean agreement of 90± 4 % at mid-diastole, and 88± 7 % at end-diastole.

The semi-quantitative inflow scoring had high interobserver agreement (Cohen’s
kappa κ = 0.91). Furthermore, in seven out of eight volunteers and in the patient, the
inflowing blood did not reach the apical level by mid-diastole. At end-diastole, blood
had reached the apical level in a majority of the healthy subjects (observer 1: 6 of 8,
observer 2: 8 of 8). The patient with dilated cardiomyopathy had a different blood flow
pattern compared to the healthy volunteers, with blood only present in segments 4,5,6
and 7 in the basal part of the LV, and the inflow did not reach the apical level.

Volume Tracking provides incremental information compared to particle tracing: 1)
Volume Tracking shows the surface of the inflowing blood volume, rather than detailed
particle dynamics, 2) Volume Tracking emphasizes overall motion more than particle
tracing, and 3) Volume Tracking reveals a complex flow pattern in the RV, which is not
visible using particle tracing. The fact that the choice of visualization method influences
the impression of the flow is in line with previous studies on flow visualization meh-
ods.79,80 Therefore, Volume Tracking may be used to gain new understanding from 4D
PC-MR blood flow measurements.
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Figure 5.18 – Particle tracing (left, A-C) and Volume Tracking (right, D-F) visu-
alizations of blood flowing into the LV during rapid filling in a healthy volunteer.
Panels A and D show the start of diastole, B and E show peak rapid filling, and
C and F show late diastole. MV = mitral valve.
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Figure 5.19 – Particle tracing (left, A-C) and Volume Tracking (right, D-F) vi-
sualizations of blood flowing into the LV during rapid filling in a patient with
dilated cardiomyopathy (DCM). Panels A and D show the start of diastole, B
and E show peak rapid filling, and C and F show late diastole. MV = mitral valve.
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Figure 5.20 – Particle tracing (left, A-C) and Volume Tracking (right, D-F) vi-
sualizations of blood flowing into the right ventricle (RV) during diastole. Note
how Volume Tracking reveals a complex flow (panel F) not readily apparent using
particle tracing (panel C).



5.4 Future work

Validation of quantitative vortex ring parameters

The discrepancy in mixing ratio (MXR) between 4D PC-MR and PLIF (Paper II) shows
that for the vortex rings generated in the current phantom setup, 4D PC-MR can not
be used to quantify MXR. Further work will concentrate on identifying and mitigating
the error sources contributing to this discrepancy, e.g. mismatch of fluid dynamical
parameters between the phantom setup and in vivo flow condition, temporal and spatial
resolution in the 4D PC-MR sequence, and postprocessing steps such as background
correction, threshold selection and manual delineations.

Validation of accelerated 4D PC-MR sequences

Recently, several strategies for acceleration of 4D PC-MR sequences have been proposed,
e.g. k-t BLAST and k-t SENSE,146 spiral readouts,68 random undersampling148 and
k-t PCA.149 However, acceleration strategies may introduce artifacts and measurement
errors such as temporal and spatial smoothing. The phantom setup in Paper II can be
used to quantify these errors in a reliable manner.
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Chapter 6

Conclusions

Accuracy and validation

• 4D PC-MR accelerated with SENSE gives accurate stroke volume measurements,
and 3T compares favourably with 1.5T. However, acceleration using k-t BLAST
shows a too large bias for clinical use. – Paper I

• The flow in the developed vortex ring flow phantom is highly stable, making it
suitable as a validation experiment for 4D PC-MR. – Paper II

• Velocity measurements using 4D PC-MR agree well with particle imaging ve-
locimetry (PIV) in a phantom setup, but peak velocities are underestimated by
8-25% using 4D PC-MR. – Paper II

• Vortex ring volume (VV) can be reliably quantified using 4D PC-MR, while the
vortex ring mixing ratio (MXR) shows poor agreement with planar laser-induced
flourescence (PLIF). However, differences between vortex ring formation in the
phantom and in vivo may confound the results, and further experiments are
needed to determine if MXR can be quantified using 4D PC-MR in vivo. –
Paper II

In vivo vortex ring formation

• A new method for using Lagrangian Coherent Structures (LCS) to measure vortex
ring volume (VV) in vivo was developed and implemented in software, and a fair
interobserver and interstudy variability was found. Furthermore, in vivo vortex
rings were less symmetric and more complex than in water tank experiments. –
Paper IV
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• A new method for quantification of vortex ring mixing ratio (MXR) was devel-
oped, using Volume Tracking (Paper III) and LCS in intracardiac 4D PC-MR
data. Fair interobserver and interstudy agreement was found. – Paper V

• Vortex ring volume (VV) does not differ between healthy volunteers and heart
failure patients, but VV/DV, the vortex ring volume in relation to the LV vol-
ume at diastasis (DV), is significantly lowered in heart failure patients, which may
increase the risk for thrombus formation. – Papers IV and V

• MXR as measured with 4D PC-MR is higher in patients with heart failure com-
pared to healthy volunteers. Furthermore, a smaller fraction of the end-systolic
volume is mixed into the vortex ring during rapid filling in the patients compared
to the healthy volunteers, which may signify a higher risk for thrombus formation
in the patients. However, these results must be viewed in light of the validation
study presented in Paper II. – Paper V

Visualization

• The visually perceived quality of intracardiac blood flow visualizations using par-
ticle tracing does not differ between 4D PC-MR accelerated using SENSE and k-t
BLAST. – Paper I

• A new method for visualization of intracardiac blood flow, called Volume Track-
ing, was developed and its use demonstrated. Volume Tracking provides incre-
mental information compared to particle tracing, e.g. by revealing a complex flow
pattern in the right ventricle, not readily apparent using particle tracing. – Pa-
per III
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Image #51 from Ernst Haeckel’s Kunstformen der Natur (The Art Forms of Nature).
Used with permission (work is in public domain). See next page for details.



Ernst Haeckel (1834-1919) was a German biologist, naturalist, philosopher, physi-
cian, professor and artist. Kunstformen der Natur (The Art Forms of Nature) was released
in 1904, consisting of 100 selected prints by Haeckel.

Source: http://commons.wikimedia.org/wiki/File:Haeckel_Polycyttaria.jpg. Used with
permission (work is in public domain).

1 Collosphaera primordialis
2 Thalassoxanthium medusinum
3 Sphaerozoum ovidimare
4 Thalassoxantium cervicorne
5 Sphaerozoum spinosissimum
6 Cornospaera diadema
7 Trypanosphaera trepanata
8 Acrospaera inflata
9 Mazospaera lagotis

10 Caminosphaera dendrophora
11 Chronosphaera calycina
12 Solenosphaera familiaris

http://commons.wikimedia.org/wiki/File:Haeckel_Polycyttaria.jpg
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